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Hamburger Beiträge zur Mathematik Nr. 938

February 2023

TWISTED DRINFELD CENTERS AND FRAMED STRING-NETS

HANNES KNÖTZELE, CHRISTOPH SCHWEIGERT, MATTHIAS TRAUBE

Abstract. We discuss a string-net construction on 2-framed surfaces, taking as alge-

braic input a finite, rigid tensor category, which is assumed to be neither pivotal nor

semi-simple. It is shown that circle categories of our framed string-net construction

essentially compute Drinfeld centers twisted by powers of the double dual functor.
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1. Introduction

Over the last few decades, topological field theories proved to be a very fruitful

research area relating concepts from topology, categorical algebra and mathematical

physics. A topological field theory (TFT) in n dimensions with values in a symmetric

monoidal category C is a symmetric monoidal functor F : Cobn
→ C, where Cobn

is a symmetric monoidal category with closed (n − 1)-dimensional topological mani-

folds as objects; morphisms are given by n-dimensional cobordisms. The symmetric

monoidal product on Cobn is given by disjoint union of manifolds. One can consider
1
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various tangential structures on objects and morphisms of Cobn, in particular an ori-

entation or an n-framing. Then one speaks of oriented or framed TFTs, respectively.

Most explicitly constructed examples of TFTs are oriented low-dimensional TFTs, in

dimensions 2 and 3. Among the best-known examples of these are the Reshetkhin-

Turaev [RT91] and Turaev-Viro [TV92] TFTs, which are three-dimensional oriented

TFTs with values in the category of finite-dimensional K-vector spaces VectK, where

K is an algebraically closed field of characteristic zero. The Reshetikhin-Turaev TFT

is based on link invariants derived from a modular tensor category, whereas the Turaev-

Viro TFT is a state sum construction using a spherical fusion category (see e.g. [Tur16]

for a textbook account of both).

On the other hand, in structural investigations, the case of framed topological field

theories is a natural starting point. Indeed, the cobordism hypothesis [BD95] is best

understood [Lur09] starting from a suitable category of framed cobordisms. In this

spirit, the construction of [DSPS20] gives explicit categories associated to framed cir-

cles by a 2-dimensional TFT.

In this article, we address framed theories from the point of view of string-net con-

structions. The string-net construction originally emerged in physics [LW05]; see

however also [Wal06] for an early discussion. A mathematical construction for string-

nets that assigns vector spaces to oriented 2-manifolds appeared in [KJ11]. The ori-

ented string-net construction takes as input a spherical fusion category C and pro-

duces for any 2-dimensional oriented manifold Σ, possibly with boundary, a finite-

dimensionalK-vector space SNC(Σ) with a geometric action of a mapping class group.

Moreover, in [KJ11] it was shown that there is an isomorphism of vector spaces

SNC(Σ) ≃ TVC(Σ) between the oriented string-net space and the state space of the

Turaev-Viro TFT. Since then, string-nets have been used to construct correlators in

RCFTs [Tra22, FSY22, SY21] and have been extended to non-spherical pivotal fusion

categories [Run20] as input data and to manifolds with G-bundles [DMST24].

In this paper, we present a string-net construction on 2-framed 2-manifolds, see sec-

tion 5 for the definition. Working with framed rather than with oriented 2-manifolds

means that we have more structure on the geometric side; as a consequence, our

string-net construction needs as an algebraic input datum only a tensor category C,

which needs to be neither semi-simple nor pivotal. The framed string-net space is con-

structed in terms of C-colored oriented graphs, which have to be compatible with the

2-framing: A 2-framed two-dimensional manifold Σ has two nowhere-vanishing and

linearly independent vector fields X, Y . We only allow oriented graphs Γ ⊂ Σ whose

edges are at no point tangent to the X-vector field. This is a globalization to 2-framed

surfaces of the graphical calculus for tensor categories in the plane given in [JS91],

where the x-axis and y-axis of the plane have very different roles and graphs are re-

quired to be progressive, i.e. they are not allowed to have tangent vectors pointing in

the x-direction.

We put the framed string-net construction to the test by computing circle categories

Cyl(Cn, C) for C a finite tensor category that our construction associates to framed

circles. Such circles are classified by an integer n ∈ Z that counts how often the 2-

framing rotates around the circle (see figure 3). In view of the results in [DSPS20], we

expect that these circle categories are related to Drinfeld centers twisted by powers of

the double dual functor. In fact, twisted Drinfeld centers FZG(C) can be defined for
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any pair of strong-monoidal functors F,G : C→ C: the objects of FZG(C) are pairs

(c, γ•,c) consisting of an object c ∈ C together with a half-braiding γc,x : F(c) ⊗ x
≃
−→

x ⊗G(c).

To identify the circle category for the cylinder Cn with a twisted Drinfeld center, we

use that the twisted Drinfeld center FZG(C) is equivalent to the category of modules

for the twisted central monad FTG on C. We show in Theorem 6.3 that the string-

net construction gives us the Kleisli category CTn
of a specific monad Tn where the

twisting is by a power of the bidual functor (which is monoidal):

(1.1) Cyl(Cn, C) ≃ CTn
.

In Theorem 6.4 we show that the twisted Drinfeld center itself can be recovered, as a

linear category by taking presheaves on the Kleisli category for which the pullback to

a presheaf on C is representable:

(1.2) PShC(Cyln) ≃ Zn(C)

where Zn(C) is the Drinfeld center twisted by the appropriate power of the double dual

functor depending on n, cf. equation (3.4). This allows us to recover twisted Drin-

feld centers from framed string-nets. The comparison with [DSPS20, Corollary 3.2.3]

shows complete coincidence. This provides a way to obtain twisted Drinfeld centers

in the spirit of planar algebras [Jon22]; they are closely related to tube algebras which

can be formulated as the annular category [Jon01] of a planar algebra.

This paper is organized as follows. In two preliminary sections, we recall in section

2 some facts and notation about finite tensor categories and in section 3 about twisted

Drinfeld centers and monads. In this section, we show in particular in Proposition 3.6

how to obtain the Eilenberg-Moore category of a monad in terms of presheaves on the

Kleisli category whose pullback is representable. While this statement is known in the

literature, in particular in a general context, we include the proof for the benefit of the

reader.

In section 4 we recall the graphical calculus of progressive graphs for monoidal

categories that has been introduced in [JS91]. In section 5, we first show in subsection

5.1 how to globalize the graphical calculus from section 4 to 2-framed surfaces. This

allows us to define in subsection 5.2 string-net spaces on 2-framed surfaces, see in

particular Definition 5.9.

Section 6 is devoted to the study of circle categories: in subsection 6.1 we very

briefly discuss framings of cylinders, before we define framed circle categories in sec-

tion 6.2 and show in Theorem 6.3 that the circle categories are equivalent to Kleisli

categories. Finally, Theorem 6.4 in section 6.3 contains the main result (1.2) and the

extension to arbitrary framings in Remark 6.5.
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meinschaft (DFG, German Research Foundation) under SCHW1162/6- 1; CS is also

supported by the DFG under Germany’s Excellence Strategy - EXC 2121 ”Quantum

Universe” - 390833306. HK acknowledges support by DFG under 460925688 (in the

Emmy-Noether group of Sven Möller).
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2. Recollections on Finite Tensor Categories

In this section, we recall some facts about finite tensor categories and at the same

time fix notation. Proofs and more detailed information can be found in e.g. [EGNO15,

ML98, KL01].

Throughout this paper, K will be an algebraically closed field of characteristic zero.

All monoidal categories will be assumed to be strict.

2.1. Rigid Monoidal Categories. An abelian monoidal category (C,⊗,1) isK-linear

if it is enriched in VectK and if ⊗ : C× C→ C is a bilinear functor. A linear func-

tor between K-linear categories is an additive functor, i.e. linear on Hom-spaces. For

K-linear categories D, B, we denote the category of linear functors from D to B by

FunK(D,B). For a category C, we denote C
opp for the opposite category, i.e. C

opp

has the same objects as C and HomCopp(x, y) = HomC(y, x). For a monoidal cate-

gory (C,⊗,1), its opposite monoidal category Crev
≔ (Copp,⊗opp,1) is the opposite

category Copp endowed with the monoidal structure x ⊗opp y ≔ y ⊗ x for x, y ∈ Copp.

A monoidal category Chas left duals if for every object x ∈ C, there exists an object
∨x ∈ C, called the left dual object of x, together with a left coevaluation coevx : 1 →
∨x ⊗ x and left evaluation evx : x ⊗ ∨x → 1 satisfying the usual two zigzag relations.

Similarly, C has right duals if for x ∈ C, there exists an object x∨ ∈ C, called the

right dual object, together with a right coevaluation morphism c̃oevx : 1→ x⊗ x∨ and

an evaluation morphism ẽvx : x∨ ⊗ x → 1 satisfying again the appropriate two zigzag

relations. Equivalently, we could have defined a right dual object for x ∈ C to be a

left dual object for x in Crev. A monoidal category is rigid if it has both left and right

duals.

Left and right duality can be conveniently expressed in terms of strong monoidal

functors Crev → C. To be more precise, the left dual functor is defined as

(2.1)

∨(•) : C
rev → C

x 7→ ∨x

HomCrev(x, y) ∋ f 7→ ∨ f ∈ HomC(∨x, ∨y)

with

(2.2) ∨ f ≔

[
∨x

coevy⊗id∨x

−−−−−−−→ ∨y ⊗ y ⊗ ∨x
id∨y⊗ f⊗id∨x

−−−−−−−−→ ∨y ⊗ x ⊗ ∨x
id∨y⊗evx

−−−−−−→ ∨y

]
.

Analogously, there is a right duality functor

(2.3)

(•)∨ : C→ C
rev

x 7→ x∨

HomC(x, y) ∋ f 7→ f ∨ ∈ HomCrev (x∨, y∨),

where

(2.4) f ∨ ≔

[
y∨

idy∨⊗c̃oevx

−−−−−−−→ y∨ ⊗ x ⊗ x∨
idy∨⊗ f⊗idx∨

−−−−−−−−→ y∨ ⊗ y ⊗ x∨
ẽvy⊗idx∨

−−−−−−→ x∨
]

.

It is not hard to show that left and right duality functors are indeed strong monoidal

functors. The following coherence result allows us to assume that left and right duality

functors are strict and the two functors are inverse functors:
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Lemma 2.1. [Shi15, Lemma 5.4] For any rigid monoidal category C that is in this

lemma not supposed to be strict, there exists a rigid monoidal category D such that

i) Cand D are equivalent as monoidal categories.

ii) D is a strict monoidal category.

iii) ∨(•) : Drev → D is a strict monoidal functor.

iv) ∨(•) and (•)∨ are inverse functors.

Remark 2.2. We could have defined duality functors also with reversed directions,

i.e. the left duality functor as functor ∨(•) : C→ Crev and the right duality functor

(•)∨ : Crev → C. From the previous Lemma, we get
∨(

(•)∨
)
≃ idC and

(∨(•))∨ ≃ idC.

The double dual functors ∨∨(•) and (•)∨∨ are monoidal functors; in general they are not

naturally isomorphic to the identity functor as monoidal functors. A pivotal structure

amounts to the choice of a monoidal isomorphism; in this paper, we do not require the

existence of a pivotal structure.

Definition 2.3. (1) A K-linear category is finite, if it is equivalent to the category

A −Mod of finite-dimensional modules over a finite-dimensional K-algebra A.

(2) A finite tensor category is a finite rigid monoidal category where the tensor

product is K-bilinear on morphisms.

In section 4 and 5, we use the term tensor category for a strict monoidal category

[JS91].

Remark 2.4. (1) For an equivalent intrinsic characterization of finite linear cate-

gories, we refer to [EGNO15, section 1.8]. In particular, the morphism spaces

of a finite category Care finite-dimensionalK-vector spaces and Chas a finite

set of isomorphism classes of simple objects.

(2) A finite tensor category C is, in general, neither semi-simple nor pivotal.

A linear functor F : C→ D between K-linear categories is not necessarily exact.

In case C and D are finite tensor categories, it turns out that being left (right) exact is

equivalent to admitting a left (right) adjoint.

Theorem 2.5. [DSPS19, Proposition 1.7] A functor F : C→ D between finite linear

categories is left (right) exact if and only if it admits a left (right) adjoint.

We note several consequences: by Lemma 2.1 the duality functors are inverses and

thus adjoints. Hence both functors are exact. Due to the existence of left and right

duals, the tensor product of a finite tensor category is an exact functor in both elements.

Finally, given two finite linear categories D, E, we denote the category of left exact

functors from D to Eby Lex(D, E).

2.2. (Co-)Ends in Finite Tensor Categories. Coends, monads and their module cat-

egories will be crucial for relating circle categories obtained from framed string-nets to

twisted Drinfeld centers. In this subsection, we recall necessary definitions and results.

Most of the results can be found in [ML98, Chapter VI and IX.6]. Throughout this sec-

tion Cwill be a finite tensor category. Some of the results hold in greater generality;

we refer to [ML98, Chapter IX.6 and IX.7].

Let A be an abelian K-linear category, H : C × C
opp → A a bilinear bifunctor

and a ∈ A be an object of A. A dinatural transformation from H to a consists of a
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family of maps {ψc : H(c, c) → a}c∈C such that ψd ◦ H( f , idd) = ψc ◦ H(idc, f ) for all

f ∈ HomC(c, d).

Definition 2.6. The coend of H is an object
∫ c∈C

H(c, c), together with a universal di-

natural transformation

{
ιc : H(c, c) →

∫ c∈C
H(c, c)

}
. This means that for any dinatural

transformation {ψc : H(c, c) → a}, there exists a unique morphism

τ ∈ HomA(
∫ c∈C

H(c, c), a) such that the following diagram commutes

H(c, d) H(d, d)

H(c, c)
∫ c∈C

H(c, c)

a

H( f , idd)

H(idc, f ) ιd

ιc

ψd

ψc

τ

for all (c, d) ∈ C× Copp and f : c→ d.

Lemma 2.7. [KL01, Corollary 5.1.8] If H : C× C
opp → A is bilinear functor exact

in both arguments, the coend
∫ c∈C

H(c, c) exists.

Definition 2.8. [Lyu96] Let D, Cbe finite tensor categories and EaK-linear category.

Assume that the functor H : D× C× Copp → E is left exact in both arguments. The

left exact coend of H is an object
∮ c∈C

H(•; c, c) in the category Lex(D, E) of left

exact functors, together with a universal dinatural transformation
{
ιc : H(•; c, c) →∮ c∈C

H(•; c, c)
}

consisting of morphisms in Lex(D, E).

3. Twisted Drinfeld Centers and Monads

In this section, we introduce twisted Drinfeld centers of monoidal categories and

review their description as Eilenberg-Moore categories over monads. String-net con-

structions do not directly yield Eilenberg-Moore categories; hence we develop an ex-

plicit construction of the Eilenberg-Moore category of a monad from its Kleisli cate-

gory.

3.1. Monadicity of Twisted Drinfeld Centers. As before, C is in this section a finite

tensor category.
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The Drinfeld center Z(C) of a monoidal category C is a categorification of the

notion of a center of an algebra. It has as objects pairs (X, γ•,x), with a natural isomor-

phism γ•,x : • ⊗ x
≃
−→ x ⊗ •, called the half-braiding such that the identity

γc⊗d,x = (γc,x ⊗ idd) ◦ (idc ⊗ γd,x)

holds for all c, d ∈ C. The following generalization is well-known:

Definition 3.1. Let F,G : C→ C strict K-linear monoidal endofunctors. The twisted

Drinfeld center FZG(C) is the following category:

• Objects are pairs (x, γ•,x), where

(3.1) γ•,x : F(•) ⊗ x
≃
−→ x ⊗G(•)

is a natural isomorphism satisfying

(3.2) γc⊗d,x = (γc,x ⊗ idG(d)) ◦ (idF(c) ⊗ γd,x)

for all c, d ∈ C.

• A morphism f : (x, γ•,x)→ (y, γ•,y) is a morphism f ∈ HomC(x, y) such that

(3.3)[
F(c) ⊗ x

γc,x

−−→ x ⊗G(c)
f⊗id
−−−→ y ⊗G(c)

]
=

[
F(c) ⊗ x

id⊗ f
−−−→ F(c) ⊗ y

γc,y

−−→ y ⊗G(c)

]
.

The monoidal functors we will be interested in are powers of the double duals.

Specifically, we consider the following cases

(3.4) Zn(C) ≔



(∨∨(•))n−1ZidC
(C), n ∈ Z>0,

(•)∨∨ZidC
(C), n = 0,

(•)∨∨Z(∨∨(•))−n , n ∈ Z<0,

which include for n = 1 the usual Drinfeld center Z(C). The category (•)∨∨ZidC
(C)

obtained for n = 0 is known as the trace of C, see e.g. [DSPS20, Definition 3.1.4].

These categories can be described in terms of monads on C. A monad on a cat-

egory C is a triple (T, µ, η) consisting of an endofunctor T : C → C and natural

transformations µ : T 2 ⇒ T , η : idC⇒ T such that the diagrams

T 3(c) T 2(c)

T 2(c) Tc

T (µc)

µT (c) µc

µc

Tc T 2(c) Tc

Tc

ηT (c)

id
µc

T (ηc)

id

commute for all c ∈ C. A module for the monad (T, µ, η) is a pair (d, ρ), consisting of

an object d ∈ C and a morphism ρ : Td → d such that the diagrams

T 2(d) Td

Td d

µd

T (ρ) ρ

ρ

d Td

d

ηd

id
ρ

commute. A morphism between two T-modules (d1, ρ), (d2, λ) is a morphism f ∈

HomC(d1, d2) such that the diagram
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Td1 d1

Td2 d2

T ( f )

ρ

f

λ

commutes.

We denote the category of T -modules or Eilenberg-Moore category by T −Mod or CT .

It comes with a forgetful functor UT to C.

Given two exact K-linear strict monoidal endofunctors F,G of a finite tensor cate-

gory C, the functor

(3.5)
Q : C× C

opp → Fun(C, C)

(c, d) 7→ F(c) ⊗ • ⊗G(∨d)

is exact in both arguments. Thus, by Lemma 2.7, the coend

(3.6) FTG(•) ≔

∫ c∈C

F(c) ⊗ • ⊗G(∨c) ∈ Fun(C, C)

exists. It is a known fact (cf. [Shi17, Section 3.3]) that FTG(•) is a monad in Cwith

multiplication induced by the dinatural family

(3.7)

{[
F(d) ⊗ F(c) ⊗ • ⊗G(∨c) ⊗G(∨d) = F(d ⊗ c) ⊗ • ⊗G(∨(d ⊗ c))

ιd⊗c

−−→

∫ a∈C

F(a) ⊗ • ⊗G(∨a)
]}

c,d∈C

where ι is the dinatural family of the coend FTG. Associativity of the multiplication

follows from the Fubini theorem [ML98, Chapter IX.7] for iterated coends. The fol-

lowing proposition relates twisted Drinfeld centers to Eilenberg-Moore categories of

this monad, which we call the twisted central monad:

Proposition 3.2. [Shi17, Lemma 3.8] There is an isomorphism of VectK-enriched cat-

egories

(3.8) FTG −Mod ≃ FZG(C)

commuting with forgetful functors

FTG −Mod FZG(C)

C .

≃

UT

We denote by Tn the monad on C describing the Drinfeld center Zn(C) twisted by

a power of the bidual, cf. (3.4). Proposition 3.2 is a statement about VectK-enriched

categories. However, the following corollary is immediate from the proposition and

[Shi16, Lemma 2.7], as FTG-is a right exact functor.

Corollary 3.3. FZG(C) is a finite K-linear category.

Lemma 3.4. FTG : C→ C is an exact functor.
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Proof. Recall that F, G are assumed to be exact functors and exact functors commute

with (co-)limits. By e.g. [Lor21, Section 1.2] a coend is a colimit, thus we have

(3.9) FTG(•) = (F ⊗ idC ⊗G) ◦

(∫ c∈C

c ⊗ (•) ⊗ ∨c

)
= (F ⊗ idC ⊗G) ◦ T (•),

where T =
∫ c∈C

c⊗(•)⊗∨c. Hence, FTG is exact if and only if T is exact. As T = U◦T f ,

with T f the left adjoint of the exact forgetful functor U : T −Mod→ C, this holds, if

and only if T f is exact. Exactness of T f is shown in [Shi16, Corollary 4.9]. �

In section 6.3, we need the following result.

Lemma 3.5. Let C be a finite tensor category and F,G ∈ Fun(C, C) exact strict

monoidal endofunctors. Let

(3.10)
Q : C× C

opp → Lex(C× C
opp,VectK)

(c, d) 7→ HomC( (•) , F(c) ⊗ (•) ⊗G(∨d)) .

Then the left exact coend
∮ c∈C

Q(c, c) exists and there is an isomorphism

(3.11)

∮ c∈C

Q(c, c)(•, •) ≃ HomC( (•) , FTG(•)) .

Proof. Since FTG is an exact functor, HomC( (•) , FTG(•)) : C× Copp → VectK is left

exact. Therefore it suffices to show that HomC( (•) , FTG(•)) has the universal property

of the left exact coend. This can be proven along the lines of [FS17, Proposition 9].

Adapting the proof given there to the current situation is not hard and is left as an

exercise to the reader. �

3.2. Kleisli Categories and Representable Functors. The string-net construction

will not directly give the twisted center Zn(C). Hence we recall that given any monad

(T, µ, η), there are several adjunctions giving rise to the same monad. In this subsec-

tion, we review this theory for a general monad T which is not necessarily a twisted

central monad; for a textbook account, we refer to [Rie16, Chapter 5].

• As discussed in subsection 3.1, the category of T -modules CT has as objects

pairs (c, ρ) with c ∈ C and ρ : Tc→ c a morphism in C. The forgetful functor

UT : CT → C assigns to a T -module (c, ρ) the underlying object c ∈ C. Its

left adjoint IT : C → C
T assigns to c ∈ C the free module Tc with action

µc : T 2(c)→ Tc. The monad UT ◦ IT induced on Cby the adjunction IT ⊣ UT

is again T .

• The Kleisli category CT has as objects the objects of C; whenever an object

c ∈ C is seen as an object of the Kleisli category CT , it will be denoted by c.

The Hom-spaces of the Kleisli category are HomCT
(c, d) ≔ HomC(c, Td), for

all c, d ∈ C. A morphism in CT from c to d will be denoted by c  d. The

composition of morphisms in the Kleisli category CT is

(3.12) g ◦CT
f ≔ µc3

◦C T (g) ◦C f

for g : c2  c3 and f : c1  c2. The identity morphism c c in CT is, as a

morphism in C, the component ηc : c→ Tc of the unit of T .
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Define a functor IT : C→ CT which is the identity on objects and sends a

morphism c1

f
→ c2 in C to the morphism c1  c2 given by the morphism

IT ( f ) : c1

f
→ c2

ηc2

→ Tc2

in C. Define also a functor UT : CT → C sending c ∈ CT to Tc ∈ C and a

morphism h : c d represented by the morphism h : c→ Td in C to

UT (h) : Tc
Th
→ T 2(d)

µd

→ Td .

By [Rie16, Lemma 5.2.11], this gives a pair of adjoint functors, IT ⊣ UT , and

that the adjunction realizes again the monad T on C, i.e. UT ◦ IT = T .

• It is also known [Rie16, Proposition 5.2.12] that the Kleisli category CT is

initial and that the Eilenberg-Moore category CT is final in the category of

adjunctions realizing the monad T on C. Put differently, for any adjunction

D
U
→ C and C

I
→ D with I ⊣ U and U ◦ I = T , there are unique comparison

functors KD : CT → D and KD : D→ CT such that the diagram

CT D CT

C

KD

UT

KD

U

UT

I

IT

IT

commutes.

• An adjunction I ⊣ U that induces the monad T = U ◦ I on C is called monadic,

if the comparison functor KD to the Eilenberg-Moore category CT is an equiv-

alence of categories.

From the string-net construction, we will recover in Theorem 6.3 the Kleisli cat-

egories of the twisted central monads as circle categories. If C is semi-simple, the

twisted Drinfeld center can then be recovered as a Karoubification [KJ11] or as presheaves

[Hoe19]. For non-semi-simple categories, this does not suffice. It is instructive to

understand how to explicitly recover the Eilenberg-Moore category from the Kleisli

category.

Recall that all categories are linear and all functors are linear functors. Denote by

D := PShIT
(CT ) the category of functors F := C

opp

T
→ VectK such that the pullback

by IT

F ◦ I
opp

T
: C

opp
I

opp

T

−−−→ C
opp

T

F
−→ VectK

is representable by some object cF ∈ C. We then say that F ∈ D is an IT -representable

presheaf on the Kleisli category CT . In this way, we obtain a functor U : D → C

sending the presheaf F to the IT -representing object cF ∈ C.

We construct its left adjoint: For c ∈ C, consider the functor HomCT
(•, IT c) :

C
opp

T
→ VectK. The pullback of this functor along IT is representable, as follows

from the equivalences

HomCT
(IT•, IT c) � HomC(•,UT IT c) � HomC(•, Tc) .



TWISTED DRINFELD CENTERS AND FRAMED STRING-NETS 11

Note that the IT -representing object of HomCT
(•, IT c) is Tc ∈ C. We thus obtain a

functor
I : C → D

c 7→ HomCT
(•, IT c) .

We have already seen that U ◦ I = T . It remains to see that the functors I and U are

adjoint,

HomD(Ic, F) � HomC(c,U(F)) ,

where F ∈ D is assumed to be IT -representable by cF ∈ C. Hence the right-hand side

is naturally isomorphic to HomC(c, cF). For the left-hand side, we compute

HomD(Ic, F) = Nat(Ic, F) = Nat(HomCT
(•, IT c), F) � F(IT c)

= HomC(c, cF)

where in the first line we used the Yoneda lemma and in the second line that F ◦ IT is

represented by cF ∈ C.

We are now ready for the main result of this subsection:

Proposition 3.6. The adjunction I ⊣ U with U : PShIT
(CT ) → C and I : C →

PShIT
(CT ) is monadic. As a consequence, the comparison functor K : PShIT

(CT ) →

CT is an equivalence of categories and the Eilenberg-Moore category can be identified

with the category of IT -representable presheaves on the Kleisli category CT .

In [Str72] Proposition 3.6 is proven in a more general setting, using bicategorical

methods. The statement of Proposition 3.6 appears as a comment in [Rie16, Exer-

cise 5.2.vii]. For the convenience of the reader, we give an explicit proof, using the

monadicity theorem [Rie16, Theorem 5.5.1].

Proof. Recall the shorthand D := PShIT
(CT ). We have to show that U : D → C

creates coequalizers of U-split pairs. Thus, consider for two IT -representable functors

F1, F2 ∈ D a parallel pair

F1 F2

ν1

ν2

of natural transformations and assume that for ci := U(Fi) ∈ C and ni := U(νi) for

i = 1, 2 there is a split equalizer in C for the parallel pair n1, n2:

(3.13) c1 c2 c3 .

n1

n2

h

We have to find a coequalizer coeq(ν1, ν2) : F2 → F3 in D such that U(F3) = c3

and the coequalizer is mapped by U to h. The functors are linear and natural trans-

formations are vector spaces; hence we can consider the natural transformation ν :=

ν1 − ν2 : F1 → F2 and determine its cokernel in D. We also introduce the notation

n := n1 − n2 : c1 → c2.

We start by defining a functor F3 : C
opp

T
→ VectK on an object γ ∈ C

opp

T
as the

cokernel of the components of ν in the category of vector spaces, so that we have for

each γ ∈ C
opp

T
an exact sequence

F1(γ) F2(γ) F3(γ) 0
νγ qγ
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in the category of vector spaces. To define the functor F3 on a morphism γ1

f
→ γ2 in

C
opp

T
, consider the diagram

F1(γ1) F2(γ1) F3(γ1) 0

F1(γ2) F2(γ2) F3(γ2) 0

νγ1

F1( f )

qγ1

F2( f )

νγ2
qγ2

which has, by definition, exact rows. The left square commutes because of the nat-

urality of ν. A standard diagram chase shows that there exists a unique linear map

for the dashed arrow which we denote by F3( f ). This completes F3 to a functor

C
opp

T
→ VectK and shows that the components (qγ)γ∈CT assemble into a natural trans-

formation q : F2 → F3.

We have to show that the functor F3 is IT -representable and indeed represented by

the object c3 appearing in the split coequalizer (3.13). To this end, consider the two

pullbacks

F̃i := Fi ◦ I
opp

T
: Copp C

opp

T
VectK

which come with isomorphisms

φi : F̃i

∼
→ HomC(•, ci)

of functors for i = 1, 2. For each γ ∈ C, we get a commuting diagram

(3.14)

F̃1(γ) F̃2(γ) F̃3(γ) 0

HomC(γ, c1) HomC(γ, c2) HomC(γ, c3) 0.

νIT γ

(φ1)γ

qIT γ

(φ2)γ

n∗ h∗

The upper row is exact by construction. The lower row is exact, since c3 was part of

a split coequalizer in C and split coequalizers are preserved by all functors. Again, a

diagram chase implies the existence of a morphism (φ3)γ : F̃3(γ) → HomC(γ, c3) for

the dashed arrow which by the nine lemma is an isomorphism.

To show the naturality of the morphisms (ν3)γ, we take a morphism γ1

f
→ γ2 in Copp

and consider the diagram which consists of two adjacent cubes and four more arrows:

F̃1(γ1) F̃2(γ1) F̃3(γ1) 0

F̃1(γ2) F̃2(γ2) F̃3(γ3) 0

Hom(γ1, c1) Hom(γ1, c2) Hom(γ1, c3) 0

Hom(γ2, c1) Hom(γ2, c2) Hom(γ2, c3) 0.

ν

φ1

q

ν q

n∗ h∗

n∗

φ1

h∗

φ2 φ3

To keep the diagram tidy, we do not provide all labels of the arrows and explain them

here: diagonal arrows are labeled by applying the appropriate functor to f : γ1 → γ2.

Vertical arrows are isomorphisms labeled by φi. The front and rear squares of the two

cubes are just instances of the commuting diagram (3.14) and thus commute. The

squares on the top commute because ν and q are natural; similarly, the squares on
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the bottom commute because n∗ and h∗ are natural. The left and middle diagonal walls

commute because φ1 and φ2 are natural. A diagram chase now yields that the rightmost

wall commutes as well, which is the naturality of φ3.

�

4. Progressive Graphical Calculus for Tensor Categories

It is standard to introduce a graphical calculus for computations in (strict) tensor

categories. Following [JS91], morphisms in a (strict) tensor category C can be repre-

sented by so-called progressive graphs on a standard rectangle in the x − y-plane.

A graph is a 1-dimensional, finite CW-complex Γ with a finite, closed subset Γ0 ⊂ Γ

such that Γ−Γ0 is a 1-dimensional smooth manifold without boundary. Elements of Γ0

are called nodes of the graph. A node b is a boundary node, if for any connected open

neighborhood b ∈ U ⊂ Γ, U − {b} is still connected. The collection of boundary nodes

is called the boundary of Γ and is denoted by ∂Γ. An edge is a connected component

e ⊂ Γ− Γ0 homeomorphic to the interval (0, 1). By adjoining its endpoints to e, we get

a closed edge ê. An oriented edge is an edge with an orientation. For an oriented edge

ê we admit only homeomorphism ê ≃ [0, 1] preserving orientations. The endpoints

of ê then are linearly ordered: The preimage of 0 in ê, denoted by ê(0), is the source

and the preimage ê(1) of 1 is the target. A graph where every edge is endowed with

an orientation is called an oriented graph. For an oriented graph, an edge e, adjacent

to a node v, is incoming at v, if v is the target of e and outgoing, if v is the source of

e. This gives two, not necessarily disjoint, subsets in(v) and out(v) of incoming and

outgoing edges at v. An oriented graph Γ is polarized, if for any v ∈ Γ, in(v) and out(v)

are linearly ordered sets.

Definition 4.1. Let (Γ, Γ0, ∂Γ) be a polarized graph and (C,⊗,1) a monoidal category.

A C-coloring of Γ comprises two functions

(4.1) ϕ0 : Γ − Γ0 → ob(C), ϕ1 : Γ0 − ∂Γ→ mor(C)

associating to any oriented edge of Γ an object of C and to any inner node v ∈ Γ0 − ∂Γ

a morphism in C, with

(4.2) ϕ1(v) : ϕ0(e1) ⊗ · · · ⊗ ϕ0(en)→ ϕ0( f1) ⊗ · · · ⊗ ϕ0( fm),

where e1 < · · · < en and f1 < · · · < fm are the ordered elements of in(v) and out(v),

respectively.

Definition 4.2. A planar graph is a graph (Γ, Γ0, ∂Γ) together with a smooth embed-

ding ι : Γ→ R2.

For a planar graph, we will not distinguish in our notation between the abstract graph

Γ and its embedding ι(Γ). Note that a graph has infinitely many realizations as a planar

graph, by choosing different embeddings.

Definition 4.3. Let a, b ∈ R with a < b. A progressive graph in R × [a, b] is a planar

graph Γ ⊂ R × [a, b] such that

i) All outer nodes are either on R × {a} or on R × {b}, i.e.

(4.3) ∂Γ = Γ ∩ (R × {a, b}) .
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ii) The restriction of the projection to the second component

(4.4) pr2 : R × [a, b]→ [a, b]

to any connected component of Γ − Γ0 is an injective map.

Remark 4.4. Using the injective projection to the second component, every progressive

graph is oriented. In addition, it is also polarized. For any v ∈ Γ0, we can pick

u ∈ [a, pr2(v)) such that any element of in(v) intersects R × {u}. Since the graph is

progressive, the intersection points are unique. The intersection points of in(v) with

R × {u} are linearly ordered by the orientation of R and induce a linear order on in(v).

Similar, one defines a linear order on out(v) using the intersection with R × {w}, for

w ∈ (pr2(v), b].

Remark 4.5. A progressive graph cannot have cups, caps or circles, since the restriction

of pr2 to these would be non-injective. This mirrors the fact that in a general non-

pivotal category left and right duals for an object are not isomorphic and there are no

categorical traces. Thus we should not represent (co-)evaluation morphisms simply by

oriented cups and caps, but use explicitly labeled coupons. In addition, in the absence

of a categorical trace, we cannot make sense of a circle-shaped diagram.

Since a progressive graph Γ is always polarized, we have a notion of a C-coloring

for it, where C is a monoidal category. Given a C-coloring ϕ ≔ (ϕ0, ϕ1) of Γ, we

associate to every boundary node v ∈ ∂Γ the object in C of its adjacent edge. The

domain dom(Γ, ϕ) of Γ is the linearly ordered set of objects assigned to the boundary

node in R×{a}. Its codomain codom(Γ, ϕ) is the linearly ordered set of objects assigned

to the boundary nodes in R × {b}.

To the pair (Γ, ϕ) of a progressive graph Γ with C-coloring ϕ and dom(Γ, ϕ) =

(X1, · · · , Xn) and codom(Γ, ϕ) = (Y1, · · · , Ym), we can associate a morphism in C

(4.5) fΓ : X1 ⊗ · · · ⊗ Xn → Y1 ⊗ · · · ⊗ Ym .

The full technical details of this construction can be found in [JS91]. We will discuss

it for an example, the general procedure will then be clear.
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Let (Γ, Γ0, ∂Γ) be the following C-colored progressive graph:

f1

f2

f3

f4

f5

R × {0}

R × {1}

R × {t1}

R × {t2}

X1

Y1

X2

Z1

Y2
Y3

X3

Z2

Z3

X4

Figure 1. Evaluation of C-colored progressive graph Γ in R × [0, 1].

The graph has ten edges, which are colored by the objects

(X1, X2, X3, X4, Z1, Z2, Z3, Y1, Y2, Y3), and 13 nodes, 5 of which are inner nodes colored

by morphisms ( f1, f2, f3, f4, f5). It has domain dom(Γ) = (X1, · · · , X4) and codomain

codom(Γ) = (Y1, Y2, Y3). In addition to the graph, we show eight auxiliary dashed

lines:

1) Two horizontal ones at R × {t1} and R × {t2}. These are called regular level

lines and their levels 0 < t1 < t2 < 1 are chosen such that R × {ti} does not

intersect the inner nodes Γ0 − ∂Γ. Cutting Γ at R × {t1} and R × {t2}, we get

three consecutive progressive graphs Γ1, Γ2 and Γ3, where Γ1 is the progressive

graph in R×[0, t1], Γ2 is the one in R×[t1, t2] and Γ3 is the top one in R×[t2, 1].

2) Six vertical lines, three in Γ1, two in Γ2 and one in Γ3. Each collection of

vertical lines gives a tensor decomposition of Γ1, Γ2 and Γ3, respectively. E.g.

the three vertical lines in Γ1, split it into a disjoint union of four graphs Γi
1
,

i = 1, · · · , 4, which are linearly ordered from left to right. Each Γi
1

either

contains exactly one inner node or does not contain an inner node.

The C-coloring of Γ associates to Γi
1

a morphism in C. For the graphs Γi
1

these are

(4.6) fΓ1
1
= idX1

, fΓ2
1
= idX2

, fΓ3
1
= f4, fΓ4

1
= idX4

,

with f4 ∈ HomC(X3, Z2 ⊗ Z3) as in figure 1. The progressive graph Γ1 thus evaluates to

the morphism

(4.7) fΓ1
≔ fΓ1

1
⊗ fΓ2

1
⊗ fΓ3

1
⊗ fΓ4

1
: X1 ⊗ X2 ⊗ X3 ⊗ X4 → X1 ⊗ X2 ⊗ Z2 ⊗ Z3 ⊗ X4,
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i.e. fΓ1
= idX1

⊗ idX2
⊗ f4 ⊗ idX4

. The morphisms fΓ2
and fΓ3

are defined analogously.

The morphism associated to the whole progressive graph is given by

(4.8) fΓ ≔ fΓ3
◦ fΓ2

◦ fΓ1
.

Remark 4.6. We highlight the two very different roles of the x-direction and the y-

directions in the plane: The horizontal x-direction corresponds to the monoidal product

in C, whereas the vertical y-direction corresponds to the composition of morphisms. In

other words, the implicitly chosen standard 2-framing on the strip R×[0, 1] is essential

for evaluating a progressive graph Γ to a morphism in C.

By one of the main results in [JS91], morphism fΓ : dom(Γ, ϕ) → codom(Γ, ϕ)

constructed for a C-colored progressive graph Γ depends neither on the choice of the

regular level lines, nor on the tensor decomposition. Consider two C-colored progres-

sive graphs (Γ1, ϕ1), (Γ2, ϕ2) in R × [0, 1]. We say that Γ1 and Γ2 are progressively

isotopic, if there exists an isotopy H : [0, 1] × (R × [0, 1]) from Γ1 to Γ2 such that

H(s, •)|Γ1
is a progressive graph for all s ∈ [0, 1]. The isotopy H is called a progres-

sive isotopy. Invariance of the associated morphism for a C-colored progressive graph

under the auxiliary decomposition in regular levels and tensor decompositions is then

linked to the invariance under progressive isotopies, i.e. if (Γ1, ϕ1) and (Γ2, ϕ2) are

progressively isotopic, then fΓ1
= fΓ2

.

Conversely, every morphism in C can be represented by a C-colored graph:

f : X1 ⊗ · · · ⊗ Xn → Y1 ⊗ · · · ⊗ Ym 7→ f

· · ·

· · ·

X1 Xn

Y1 Ym

Obviously, a morphism can have different realizations as a progressive graph. The

graph Γ from figure 1 describing the morphism fΓ is topologically very different from

the graph with a single inner node colored by fΓ in equation (4.8). As in the oriented

case, identifying different graphical realizations of the same morphism will be at the

heart of the framed string-net construction.

5. Framed String-Net Construction

In this section, we define string-nets on 2-framed surfaces. The algebraic input

for our string-net construction is a tensor category; as output, it produces a vector

space for any 2-framed surface. The main point of the construction is to globalize

the discussion of progressive graphs from the standard framed plane in section 4 to an

arbitrary framed surface.
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5.1. Locally Progressive Graphs.

Definition 5.1. Let Σ be a smooth surface. Σ is 2-framed if there exist two nowhere-

vanishing vector fields X1, X2 ∈ Γ(TΣ) such that ((X1)p, (X2)p) ∈ TpΣ is an ordered

basis for every p ∈ Σ. The pair (X1, X2) is a global ordered frame for the tangent

bundle TΣ of Σ.

To any vector field X on Σ, we can associate its maximal flow θ : D → Σ. The

domain is a subset D ⊂ R × Σ where D(p)
≔ {t ∈ R | (t, p) ∈ D} is an open interval. D

is called a flow domain. The flow θ satisfies θ(0, p) = p and θ(t1, θ(t2, p)) = θ(t1 + t2, p)

for all p ∈ Σ. The flow is maximal for X in the sense that for all p ∈ Σ, the curve

(5.1) θ(•, p)→ Σ

is the unique maximal integral curve of X, i.e. d
dt
θ(t, p) = Xθ(t,p) with initial value

θ(0, p) = p. For a global frame (X1, X2) on Σ, we denote by θ1 : D1 → Σ and θ2 : D2 →

Σ the corresponding maximal flows. The maximal integral curves for (X1, X2) through

a point p ∈ Σ are denoted by θ
(p)

1
: D

(p)

1
→ Σ and θ

(p)

2
: D

(p)

2
→ Σ. Since X1, X2 are

nowhere-vanishing, the curves θ
(p)

1
, θ

(p)

2
are smooth immersions for all p ∈ Σ. Further

details on maximal flows and framed manifolds and flows can be found e.g. in [Lee13,

Chapter 9].

Recall that a planar graph was defined as an abstract graph (Γ, Γ0, ∂Γ) with a smooth

map ι : Γ → R2 such that ι|Γ−Γ0
is a smooth embedding. Similarly, for (Σ, ∂Σ) a

smooth surface Σ with boundary ∂Σ an embedded graph is an abstract graph (Γ, Γ0, ∂Γ)

together with a smooth map ιΣ : Γ→ Σ such that ιΣ|Γ−Γ0
is an embedding and ιΣ(∂Γ) =

ιΣ(Γ)∩ ∂Σ. For an embedded graph (Γ, ιΣ), we usually suppress the embedding ιΣ from

the notation.

We want to formulate the equivalent of a progressive graph for an arbitrary 2-framed

surface. To do so, we have to generalize the condition of injectivity of the projection

to the second component that features in the definition of a progressive graph. The

idea is to formulate a local condition on graphs at every point on the surface. Using

the global frame of a 2-framed surface Σ, there is a neighborhood around every p ∈ Σ,

which looks like the strip R× [0, 1] and the two vector fields give the two distinguished

directions on the strip. The flow lines of X2 are then a natural analog of the vertical

y-direction in the plane and we can perform a projection to X2-flow lines by moving

points along the flow of X1 (see figure 2). Given an embedded graph Γ ⊂ Σ, we require

that locally around every point, this projection, restricted to Γ, is injective. This allows

us to define a local evaluation map of an embedded C-graph, which is the framed

analog of the evaluation of graphs inside of disks in the oriented case.

A variant of the flow-out theorem [Lee13, Theorem 9.20] shows that for a 2-framed

surface Σwith global frame (X1, X2) and corresponding flow domains D1, D2, for every

point p ∈ Σ, there exist open intervals I
(p)

1
⊂ D

(p)

1
, I

(p)

2
⊂ D

(p)

2
containing 0 such that

(5.2)
φ(p) : I

(p)

1 × I
(p)

2
֒→ Σ

(s, t) 7→ θ1(s, θ2(t, p))

is a smooth embedding. Let (Γ, Γ0, ∂Γ) be an embedded graph in Σ. An element t ∈ I
(p)

2

is regular with respect to Γ, if φ(p)(I
(p)

1
× {t}) ∩ (Γ0 − ∂Γ) = ∅, i.e. the flow line of X1 at

t inside φ(p)(I
(p)

1 × I
(p)

2
) does not contain any inner nodes of Γ. If t1 < 0 < t2 are regular
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Figure 2. In the colored version, red horizontal lines correspond to flow

lines of X1 and the blue vertical line is a flow line of X2. Together they

yield a standard rectangle (and even an evaluation rectangle) for the

locally progressive graph shown in black.

levels, the image φ(p)(I
(p)

1
×[t1, t2]) is called a standard rectangle for Γ at p. The restric-

tion of Γ to a standard rectangle at p is denoted by (Γ(p)[t1, t2], Γ
(p)

0
[t1, t2], ∂Γ(p)[t1, t2]).

Definition 5.2. Let (Σ, (X1, X2)) be a 2-framed surface and (Γ, Γ0, ∂Γ) an embedded

graph in Σ. Then Γ is a locally progressive graph if for every p ∈ Σ, there exists a

standard rectangle φ(p)(I
(p)

1
× [t1, t2]) for Γ at p such that the restriction of

(5.3)
pr

(p)

2
≔ pr2 ◦

(
φ(p)

)−1
: φ(p)(I

(p)

1
× [t1, t2])→ [t1, t2]

φ(p)(s, t) 7→ t

to Γ(p)[t1, t2] − Γ
(p)

0
[t1, t2] is injective.

To understand these definitions, it is best to consider figure 2. The figure shows a

small patch of a 2-framed surface (Σ, (X1, X2)). The red horizontal lines are flow lines

of X1 and the blue vertical line is a flow line of X2. In black, we show an embedded

graph. Each of the dashed horizontal lines intersects an edge of the embedded graph at

a unique point. Transporting this intersection point along the horizontal line until we

hit the vertical blue line, defines the projection map pr
(p)

2
evaluated at the intersection

point. For the graph shown in figure 2 the projection is obviously injective and thus,

this is a locally progressive graph for the underlying 2-framed surface.

Definition 5.3. Let (Γ, Γ0, ∂Γ) be an embedded graph inside a framed surface Σ and

φ(p) : I
(p)

1 × I
(p)

2
֒→ Σ a standard rectangle at p. Given two regular levels t1 < 0 < t2 and

[s1, s2] ⊂ I
(p)

1 , the image φ(p) ([s1, s2] × [t1, t2]) is an evaluation rectangle for Γ at p, if

(5.4) Γ ∩ φ(p)({s1, s2} × I
(p)

2
) = ∅
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and

(5.5) Γ0 ∩ φ
(p) ([s1, s2] × {t1, t2}) = ∅ .

Let now C be again a tensor category, which is not assumed to be pivotal. An evalua-

tion rectangle at p ∈ Σ for a C-colored graph Γ will be denoted by R
(p)

Γ
.

Given an evaluation rectangle R
(p)

Γ
= φ(p)([s1, s2] × [t1, t2]) for a locally progressive

graph C-colored graph Γ in Σ, by (5.5), only the lower and upper horizontal flow

lines φ(p)([s1, s2] × t1), φ(p)([s1, s2] × t2) intersect edges of the graph Γ. We associate

to each intersection point the corresponding C-color of the edge of Γ. Taking the

tensor product of these elements according to the linear order on [s1, s2] gives the (co-

)domain of Γ with respect to R
(p)

Γ
, which will be denoted by domR(Γ) and codomR(Γ),

respectively. Note that in analogy to the (co-)domain of a progressive graph, we have

domR(Γ), codomR(Γ) ∈ ob(C).

Remark 5.4. From the definition of a locally progressive graph, it directly follows that

the preimage of Γ is a progressive graph in the rectangle [s1, s2] × [t1, t2] for every

evaluation rectangle φ(p)([s1, s2] × [t1, t2]). The C-colored progressive graph has (co-

)domain (co−)domR(Γ) and yields a morphism in f Γ
R
∈ HomC(domR(Γ), codomR(Γ)).

This defines an evaluation map νR(Γ) ≔ f ΓR .

Remark 5.5. When defining the evaluation of a C-colored progressive graph, we stressed

the very different roles the x− and y-directions had in the plane. The first corresponds

to taking tensor products in C, whereas the latter encodes the composition of mor-

phisms. The vector fields of a global frame have similar roles for C-colored embedded

graphs. As stated in Remark 5.4, the y-flow lines define domain and codomain for the

morphism corresponding to a locally progressive graph, whereas going along x-flow

lines corresponds to taking tensor products.

5.2. Framed String-Net Spaces. Let C be a tensor category and Σ a 2-framed sur-

face. We now define a string-net space in terms of C-graphs on Σ, which we are going

to call framed string-net space.

Definition 5.6. Let B ≔ {p1, · · · , pn} ⊂ ∂Σ be a finite and possibly empty subset of

the boundary of the surface Σ and νB : B → ob(C) a map. The pair (B, νB) is called a

boundary value.

Let (Γ, Γ0, ∂Γ) be C-colored embedded graph in Σ. Boundary nodes of Γ are mapped

to the boundary ∂Σ of the surface. This gives a finite subset BΓ of the boundary.

Defining a map νΓ : BΓ → ob(C) by mapping the boundary node to the C-color

of its adjacent edge, we obtain a boundary value (BΓ, νΓ) for a C-colored embedded

graph. We call this the boundary value of the graph Γ.

Definition 5.7. The set of all C-colored locally progressive graphs on a 2-framed

surface Σ with boundary value (B, νB) is denoted by

(5.6) Graph(Σ, (B, νB)) .

The vector space

(5.7) VGraph
K

(Σ, (B, νB)) ≔ span
K

Graph(Σ, (B, νB))

freely generated by this set is called framed pre-string-net space.
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From now on all string-nets on 2-framed surfaces will be locally progressive. Sim-

ilar to the construction of string-net spaces on oriented surfaces, we want to identify

elements of VGraph(Σ, (B, νB)) if they locally evaluate to the same morphism in C.

However, the additional datum of a 2-framing on Σ allows us to use evaluation rectan-

gles of graphs instead of disks so that as an algebraic input we do not need a pivotal

structure on C. By Remark 5.4 the preimage of a locally progressive graph inside

every evaluation rectangle is a progressive graph. Thus, we can use the evaluation

map for C-colored progressive graphs we explained in section 4 to associate to every

C-colored locally progressive graph and evaluation rectangle φ(p) ([s1, s2] × [t1, t2]) at

any point p ∈ Σ a morphism in C.

Definition 5.8. Let (B, νB) be a boundary value and Γ1, · · · , Γn ∈ Graph(Σ, (B, νB)).

For λ1, · · · , λn ∈ K, the element Γ ≔
∑n

i=1 λiΓi ∈ VGraph
K

(Σ, (B, νB)) is a null graph,

if there exists a common evaluation rectangle R(p)
≔ φ(p) ([s1, s2] × [t1, t2]) for all Γi

such that

i)

(5.8) Γi ∩ φ
(p)([s1, s2] × {t1, t2}) = Γ j ∩ φ

(p)([s1, s2] × {t1, t2})

for all i, j = 1, · · · , n.

ii) domR(Γ) ≔ domR(Γi) = domR(Γ j) and codomR(Γ) ≔ codomR(Γi) = codom(Γ j)

for all i, j = 1, · · · , n.

iii) Γi|Σ−R(p) = Γ j|Σ−R(p) for all i, j = 1, · · · , n.

iv)

(5.9)

n∑

i=1

λiνR(Γi) = 0 ∈ HomC(domR(Γ), codomR(Γ)) .

The sub-vector space spanned by all null graphs is denoted by NGraph(Σ, (B, νB)).

Definition 5.9. Let Σ be a framed surface, Ca tensor category and (B, νB) be a bound-

ary value in C. The framed string-net space with boundary value (B, νB) is defined as

the vector space quotient

(5.10) SN f r(Σ, (B, νB)) ≔
VGraph(Σ, (B, νB))

NGraph(Σ, (B, νB))
.

Remark 5.10. Taking the quotient by null graphs also takes appropriate isotopies be-

tween locally progressive graphs into account. Recall that we defined locally pro-

gressive graphs as embedded graphs with a fixed embedding. Thus, a priori abstract

C-colored graphs with different embeddings yield different elements in VGraph(Σ).

By taking the above quotient, we can identify embedded graphs that differ by those

isotopies such that graphs along the isotopy are all locally progressive graphs.

6. Circle Categories and Twisted Drinfeld Centers

In this final section, we put our construction of string-nets for framed surfaces to

the test and compute the relevant circle categories. We show that they are related to

Drinfeld centers twisted by appropriate powers of the double dual.
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Figure 3. Flow lines for the framed cylinders C−1, C0 and C1.

6.1. 2-Framings of the Circle and Framed Cylinders. A 2-framing of a circle S 1 is

an isomorphism λ : TS 1 ⊕ R
≃
−→ R2 of vector bundles, where R → S 1 and R2 → S 1

are the trivial vector bundles with fibers R and R2, respectively. There is a bijection

[DSPS20, section 1.1]

(6.1)
{
Homotopy classes of 2-framings of S 1

}
≃ Z .

The different 2-framings for n ∈ Z can be depicted as follows. We identify S 1 as

the quotient S 1 ≃ [0, 1]/0 ∼ 1 and draw a circle as an interval, while keeping in mind

that we identify the endpoints. The integer n then counts the number of full rotations

in counterclockwise direction a frame of R2 undergoes while going around the circle.

We denote the circle with 2-framing corresponding to n ∈ Z by S 1
n. We can trivially

continue the 2-framing of S 1
n along the radial direction of a cylinder over S 1. This

gives a 2-framed cylinder C over the circle, i.e. an annulus with a distinguished radial

direction, which can be seen as 2-framed cobordism C : S 1
n → S 1

n. Possibly after a

global rotation of the two vector fields, we can arrange that there is at least one point

on S 1 such that the flow line for the second vector field is radial. We fix such a point as

an auxiliary datum and call the corresponding flow line the distinguished radial line.

We denote the cylinder with this particular 2-framing corresponding to n ∈ Z by Cn.

The flow lines for C−1, C0 and C1 are shown in figure 3.

6.2. Circle Categories. Given a finite tensor category C and a 2-framed cylinder Cn

over a one-manifold, we construct a VectK-enriched category as follows.
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Definition 6.1. The circle category Cyl(Cn, C) is defined as follows:

• the objects of Cyl(Cn, C) are the objects of C;

• the vector space of morphisms between two objects X, Y ∈ Cyl(Cn, C) is the

framed string-net space

(6.2) HomCyl(Cn,C)(X, Y) ≔ SN f r(Cn, BX,Y)

where we take the boundary value BX,Y ≔ ({p1, p2} , (X, Y)) with the chosen

point p1 on S 1 × {0} and its counterpart p2 on S 1 × {1} in Cn.

The composition of morphisms is given by stacking cylinders and concatenating the

corresponding string-nets.

For the related notion of a tube category, we refer to [HK20].

We first define a functor I : C→ Cyl(Cn, C) which is the identity on objects. It

maps a morphism f : c1 → c2 in C to the string-net which has two edges, both on the

distinguished radial line, with a single node on this line, labeled by f .

In the following, we consider as an example the blackboard framed cylinder which

is the framed surface C1 in figure 3.

6.3. Circle Categories as Kleisli Categories. To describe the morphism spaces of

the circle category purely in terms of algebraic data, we need to know that string-

net constructions obey factorization. This has been discussed repeatedly in the litera-

ture, starting from [Wal06, Section 4.4]. Other references include [Hoe19, p. 40] and

[KJT20, Section 7]. The idea is that gluing relates the left exact functors associated

to a surface to a coend. The cylinder can be obtained by gluing a rectangle at two op-

posite boundaries; taking the insertions at the remaining boundaries into account and

using the fact that for the rectangle string-net spaces give morphisms in C, the idea to

implement factorization by a coend yields

(6.3) HomCyl(C1,C)(•, •) �

∮ c∈C

HomC( (•) , c ⊗ (•) ⊗ ∨c) .

Lemma 6.2. Let X, Y ∈ C be two objects of a finite tensor category C. Then there is

an isomorphism of vector spaces

(6.4) HomCyl(C1,C)(x, y) ≃ HomC(x, Ty)

where T ≔ idTid is the usual central monad of C.

Proof. Recall from Lemma 3.5 that

(6.5) HomC(x, Ty) =

∮ c∈C

HomC( (•) , c ⊗ (•) ⊗ ∨c)(x, y) .

and combine it with the factorization (6.3). �

Theorem 6.3. There is an equivalence of VectK-enriched categories

(6.6) Cyl(C1, C) � CT .

Proof. Note that the circle category Cyl(C1, C) and the Kleisli category CT have the

same objects as C. Thus we can define a functor

(6.7) κ : Cyl(C1, C)→ CT
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which is the identity on objects and acts on morphism spaces via the isomorphism in-

duced by Lemma 6.2. For κ to be a functor, we need to check that it respects identity

morphisms and composition of morphisms. For x, y ∈ CT , it holds that HomCT
(x, y) =

HomC(x, Ty). Let
{
ιc : c ⊗ (•) ⊗ ∨c⇒ T (•)

}
c∈C be the universal dinatural family for

the coend T . Then
{
(ιc)∗ : HomC((•), c ⊗ (•) ⊗ ∨c)⇒ HomC((•), T (•))

}
c∈C is the uni-

versal dinatural family for the left exact coend HomC((•), T (•)) ≃
∮ c∈C

HomC((•), c⊗

(•)⊗∨c). From the proof of Lemma 6.2, we get that κmaps a string-net of the following

form as

(6.8)

h

evc

c ∨c

x

y

7→ (ιc)y ◦ h ∈ HomC(x, Ty) .

For the identity in HomCyl(C1,C)(x, x), we get

(6.9)

id

x

x

7→ (ι
1

)x ◦ idx ∈ HomC(x, T x) .

The morphism ι
1

: x → T x is the unit of the monad T and thus corresponds to the

identity morphism in HomCT
(X, X). Composing two string-nets on C1 in standard
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form, we get

(6.10)

g

h

evd

evc

d ∨dc ∨c

z

y

x

=

(id ⊗ g ⊗ id) ◦ h

evc⊗d

c ⊗ d ∨(c ⊗ d)

x

z

7→ (ι(c⊗d))z ◦ (id ⊗ g ⊗ id) ◦ h .

There is the commutative diagram

x c ⊗ y ⊗ ∨c c ⊗ d ⊗ z ⊗ ∨d ⊗ ∨c

Ty T 2(z) Tz.

h

(ιc)y◦h

id⊗g⊗id

(ιc)y

(ιc⊗d)z

(ιc)T (z)◦(id⊗(ιd)z⊗id)

T ((ιd)z◦g) µz

The lower path is the composition (αd ◦ g) ◦CT
(αc ◦ h) in CT . By Lemma 6.2, κ is

fully faithful and since it is essentially surjective, it is an equivalence. �

Recall the functor I : C→ Cyl(C1, C) introduced at the end of section 6.2. Under

the equivalence between the circle category and the Kleisli category, it is mapped to

the induction functor IT : C→ CT . Combining from Theorem 6.3, Proposition 3.6

and Proposition 3.2, we obtain

Theorem 6.4. Let PShI(Cyl(C1, C)) be the category of I-representable presheaves on

the circle category Cyl(C1, C). There is an equivalence of K-linear categories

(6.11) PShI(Cyl(C1, C)) � Z(C) ,

Remark 6.5.

(1) Since C is not required to be fusion, the Karoubification of the circle category

Cyl(C1, C) does not, in general, yield the full center Z(C).

Recall that a projective module for a monad is a retract of a free module

(cf. [TV17, Section 7.3.2]). The Karoubification of the Kleisli category only

yields the subcategory of Z(C) which has as objects the objects that under

the equivalence T − Mod ≃ Z(C) correspond to projective T -modules. This

was our motivation to discuss a different completion of the Kleisli category as

I-representable presheaves on the Kleisli category in section 3.2.

(2) For the general 2-framed cylinder Cn, the 2-framing forces us to add suffi-

ciently many evaluations and coevaluations so that we get an equivalence

(6.12) PShI(Cyl(Cn, C)) ≃ Zn(C) .

The proof of this is in complete analogy to the case of C1.
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Our computation of circle categories for string-nets on framed cylinders Cn is in

complete accordance with the results of [DSPS20, Corollary 3.2.3, Table 3].
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