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#### Abstract

Inspired by epithelial morphogenesis, we consider a minimal model for the shaping of a surface driven by $p$-atic topological defects. We show that a positive (negative) defect can dynamically generate a (hyperbolic) cone whose shape evolves diffusively, and predict that a defect of charge $+1 / p$ leads to a final semi-cone angle $\beta$ which satisfies the inequality $\sin \beta \geq 1-\frac{1}{p}+\frac{1}{2 p^{2}}$. By exploiting the fact that for axisymmetric surfaces, the extrinsic geometry is tightly coupled to the intrinsic geometry, we further show that the resulting stationary shape of a membrane with negligible bending modulus and embedded polar order is a deformed lemon with two defects at antipodal points. Finally, we close by pointing out that our results may be relevant beyond epithelial morphogenesis in such contexts as shape transitions in macroscopic closed spheroidal surfaces such as pollen grains.


## I. INTRODUCTION

A two-dimensional surface embedded in $\mathbb{R}^{3}$ is fully described, up to rigid motions, by the first and second fundamental forms, or equivalently, the induced metric and the curvature tensor. The first fundamental form encodes the intrinsic geometry, whereas the second fundamental forms encodes both the intrinsic and extrinsic aspects of the geometry. More specifically, the eigenvalues of the second fundamental form are the two principal curvatures of the surface; their average, the mean (extrinsic) curvature, describes how the surface is embedded in $\mathbb{R}^{3}$, whereas their product, the Gaussian (intrinsic) curvature, is independent of the embedding. For example, a cylinder and cone have zero Gaussian curvature, but nonzero mean curvature, whereas minimal surfaces, such as helicoids and catenoid, have non-zero Gaussian curvature but zero mean curvature. The six quantities characterizing the first and second fundamental forms are not all independent; for a surface to be embeddable in three dimensions, there are additional three compatibility relations (See Ref. [1 for a comprehensive review of these ideas.)

In biology, epithelial morphogenesis of thin sheet-like structures in plants and animals is responsible for the vast majority of functional structures that make up organs and organisms. These may be modeled effectively as two-dimensional surfaces whose geometry is driven by active processes that are intimately connected to the presence of orientational order in the tangent plane that modifies the embedding and in turn is modified by it. The nature of in-plane order is akin to that of polar molecules, liquid crystals, etc., or more generally to $p$-fold rotational order, denoted as " $p$-atics". There is a growing body of evidence suggesting that topological defects, singular disruptions of the rotational order, play a crucial role in guiding or controlling morphogenesis, as seen in experimental observations of cell extrusion and apoptosis [2],
mound formation [3, 4, layer formation [5, and body shaping using bulges, pits and tentacles [6]. Previous work on the role of defects in deformable surfaces has focused on the dynamics driven by the extrinsic geometry $[7-13]$ (see Ref. $[14$ for a recent review). In contrast, in this work, following the formalism introduced in Ref. [15], and taking advantage of the results of Ref. [16], we focus on viewing the intrinsic geometry as the fundamental field and study its dynamics. However, unlike our previous work [15, where we included the effect of activity, here we consider a passive system, where there is no activity, and demonstrate that even in this passive setting the dynamics is rich. It has been known that defects drive the geometry (see for example [9-11). What is novel here is that we find a simple and robust link between topological defects and the resulting geometry.

This paper is organized as follows. We begin in Sec. II by reviewing a minimal model for a $p$-atic on a curved surface that incorporates intrinsic geometry and then extend it to include extrinsic geometry as well. Throughout the paper, we consider the following three examples: isolated positive defect, isolated negative defect, and multiple defects. In Sec. III, we introduce the dynamical equation for intrinsic geometry, and then in Sec. IV, we study the dynamics of intrinsic geometry of defects on the plane. In particular, we show that a positive (negative) defect can dynamically generate a (hyperbolic) cone, and predict its shape. In Sec. V we turn to the dynamics of extrinsic geometry for axisymmetric surfaces. For an isolated positive defect, we analytically find the height $h(t)$ of the surface as a function of time $t$, and show that $h(t) \propto \sqrt{t}$. In Sec. VI we consider surfaces and focus on the intrinsic and extrinsic dynamics of a sphere and lemon geometry. In Sec. VII, we incorporate the effect of mean curvature through the bending energy. We review the crucial fact that for axisymmetric surfaces, the intrinsic geometry entirely encodes the extrinsic geometry, which we exploit to write the bending energy in terms
of the intrinsic metric. Numerically, we find that for small bending modulus, the final geometry configuration is a deformed lemon. Moreover, we propose a model for pollen grains where the transition between spherical and lemon geometries is driven by an order-disorder phase transition depending on the hydration. We conclude in Sec. VIII by reviewing our results and suggesting future directions of research.

## II. MINIMAL MODEL

In this section, we first review aspects of [16] which develops techniques to study $p$-atic liquid crystals deep in the ordered limit on fixed curved surfaces and then apply it to a minimal model of morphogenesis [15].

## A. Isothermal coordinates

Following Gauss' work [17], we learn that in two dimensions it is always possible to choose local coordinates $z$ and $\bar{z}$, known as isothermal (conformal) coordinates, such that the metric takes the form

$$
\begin{equation*}
d s^{2}=g_{z \bar{z}} d z d \bar{z}+g_{\bar{z} z} d \bar{z} d z=2 g_{z \bar{z}}|d z|^{2} \equiv e^{\varphi}|d z|^{2} \tag{1}
\end{equation*}
$$

In terms of $z=x+i y$ and $\bar{z}=x-i y$, we also have

$$
d s^{2}=e^{\varphi(x, y)}\left(d x^{2}+d y^{2}\right)
$$

We thus immediately see that the metric is conformally flat, i.e. proportional to the identity matrix, where $e^{\varphi}$, known as the conformal factor, describes positiondependent isotropic stretching. Following Ref. [16], in analogy to electrostatics, we will interpret $\varphi$ as the geometric potential.

## B. Orientational order

## 1. p-atic tensor order parameter

Now suppose our curved 2D surface is equipped with $p$ atic order, that is, $p$-fold rotational symmetry. Let $\mathbf{Q}$ be the $p$-atic tensor order parameter, a traceless real symmetrized rank- $p$ tensor. In terms of isothermal coordinates, since $\mathbf{Q}$ is traceless (contraction of any pair of indices vanishes), the only non-zero components of $\mathbf{Q}$ are $Q \equiv Q^{z \ldots z}$ and $\bar{Q} \equiv Q^{\bar{z} \ldots \bar{z}}$, where here ellipses denote $p$ copies. Also, by reality, $Q=(\bar{Q})^{*}$. For ease of notation, let $\nabla \equiv \nabla_{z}$ denote the covariant derivative with respect to $z$ and $\bar{\nabla} \equiv \nabla_{\bar{z}}$ denote the covariant derivative with respect to $\bar{z}$. Explicitly, covariant derivatives of the $p$-atic tensor are

$$
\begin{align*}
\nabla Q & =\partial Q+p(\partial \varphi) Q, & \bar{\nabla} Q & =\bar{\partial} Q  \tag{2a}\\
\bar{\nabla} \bar{Q} & =\bar{\partial} \bar{Q}+p(\bar{\partial} \varphi) \bar{Q}, & & \nabla \bar{Q}=\partial \bar{Q}, \tag{2b}
\end{align*}
$$

where partial derivatives $\partial \equiv \partial_{z}$ and $\bar{\partial} \equiv \partial_{\bar{z}}$.

## 2. Topological defects

The in-plane orientational order can be interrupted by topological defects, where the phase of the order parameter winds around a closed loop and the amplitude vanishes. Topological defects have been observed to play a key role in diverse biological processes [2|6], in Fig. 1], we show a few examples and sketches of defects, which we aim to describe.

## C. Free energy

For a surface with intrinsic in-plane $p$-atic order that is embedded in three dimensions, the three main contributions to the free energy that we consider are: (i) $\mathcal{F}_{Q}$, from the $p$-atic tensor $\mathbf{Q}$ describing features in the plane (ii) $\mathcal{F}_{g}$, from the metric $g_{a b}$ (iii) $\mathcal{F}_{e l}$, due to the embedding. Then the total free energy $\mathcal{F}$ is the sum of contributions from the $p$-atic field, the intrinsic metric, and the embedding, with

$$
\begin{equation*}
\mathcal{F}=\mathcal{F}_{Q}+\mathcal{F}_{g}+\mathcal{F}_{e l} \tag{3}
\end{equation*}
$$

In isothermal coordinates, $\mathcal{F}_{Q}$, the contribution from the $p$-atic field to the free energy (Eq. (3)), is given by
$\mathcal{F}_{Q}=\frac{2^{p+1}}{p^{2}} \int d^{2} z \sqrt{g}\left[K|\nabla Q|^{2}+K^{\prime}|\bar{\nabla} Q|^{2}+\epsilon^{-2}\left(1-2^{p}|Q|^{2}\right)^{2}\right]$,
where
$|\nabla Q|^{2}=g_{z \bar{z}}^{p-1} \nabla Q \bar{\nabla} \bar{Q},|\bar{\nabla} Q|^{2}=g_{z \bar{z}}^{p-1} \bar{\nabla} Q \nabla \bar{Q},|Q|^{2}=g_{z \bar{z}}^{p} Q \bar{Q}$.
Here $K, K^{\prime}>0$ are Frank elastic type terms (having the same effect in flat space), and the last term governs the $p$-atic order, with $\epsilon$ controlling the microscopic $p$-atic coherence length (or defect core radius) $\xi=\sqrt{K+K^{\prime}} \epsilon$.
$\mathcal{F}_{g}$, the geometric contribution to the free energy (Eq. (3)), is written in isothermal coordinates as

$$
\begin{equation*}
\mathcal{F}_{g}=\int d^{2} z \sqrt{g}\left[2 K_{\varphi} R \varphi+\lambda\right] \tag{5}
\end{equation*}
$$

where $R=-2 e^{-\varphi} \partial \bar{\partial} \varphi$ is the Gaussian curvature. $K_{\varphi}$ is an elastic constant penalizing changes in the curvature, and this term is a manifestation of the well-known trace anomaly, where the response of the system to conformal rescaling of the metric is proportional to the curvature [19. $\lambda(t)$ controls the growth rate of the area. In general, $\lambda=\lambda(x, t)$, but for simplicity we will take $\lambda=\lambda(t)$, with $\lambda$ chosen such that the surface area $A=\int d^{2} z \sqrt{g}$ does not change. Here we will mostly focus on the case $\lambda<0$, which corresponds to positive Gaussian curvature.


FIG. 1. Examples of $p$-atic liquid crystals which exhibit topological defects. (a) Hydra, adapted from Fig. 1 of 6. Schematics in left and right corners depict textures of +1 and $\pm 1 / 2$ defects. Insets: zoomed in pictures of corresponding actin fiber orientation and scalar order parameter. (b) Starfish embryos, adapted from Fig. 1 of [18]. Schematics in left and right corners depict textures of $\pm 1 / 6$ defects.

The final contribution to the free energy (Eq. (3)) is the bending energy,

$$
\mathcal{F}_{e l}=B \int d^{2} z \sqrt{g} H^{2}
$$

where $H$ is the mean curvature [20, 21]. In Sec. VII, we express $H$ in terms of $\varphi$.

## D. Strongly ordered limit

We work deep in the ordered limit $(\epsilon \ll 1)$. In this limit, $\mathcal{F}_{Q}$ (Eq. (4)) is minimized when

$$
\begin{equation*}
2^{p}|Q|^{2}=1 \tag{6}
\end{equation*}
$$

From Eq. (6), writing the order parameter $Q$ in terms of its amplitude $A$ and phase $\theta$ as

$$
\begin{equation*}
Q^{z \ldots z}=A^{z \ldots z} e^{i \theta}=A e^{i \theta} \tag{7}
\end{equation*}
$$

leads to

$$
\begin{equation*}
A=e^{-\frac{p}{2} \varphi} \tag{8}
\end{equation*}
$$

where we have used $g_{z \bar{z}}=\frac{1}{2} e^{\varphi}$ from Eq. (1). Upon substitution of $Q$ (Eq. (7) with the amplitude $A$ given by Eq. (8)) into Eq. (4), $\mathcal{F}_{Q}$ simplifies to

$$
\begin{equation*}
\mathcal{F}_{Q}=\left(K+K^{\prime}\right) \int d^{2} z\left|\left(\frac{p}{2}\right) \partial \varphi+i \partial \theta\right|^{2} \tag{9}
\end{equation*}
$$

where we have used

$$
\begin{aligned}
\nabla_{z} Q^{z \ldots z} & =\left(\frac{p}{2} \partial \varphi+i \partial \theta\right) Q^{z \ldots z} \\
\bar{\nabla}_{\bar{z}} Q^{z \ldots z} & =\left(-\frac{p}{2} \bar{\partial} \varphi+i \bar{\partial} \theta\right) Q^{z \ldots z}
\end{aligned}
$$

which itself was obtained by evaluating the covariant derivatives (Eq. (2)) using Eqs. (7) and (8). Minimiz-
$\operatorname{ing} \mathcal{F}_{Q}$ (Eq. (9)) with respect to $\theta$ gives

$$
\begin{equation*}
\partial \bar{\partial} \theta=0 \tag{10}
\end{equation*}
$$

In the presence of a topological defect of charge $\sigma \in \mathbb{Z} / p$, the phase $\theta$ will wind by $2 \pi p \sigma$. Thus a solution to Eq. 10 with defects $j$ at $z_{j}$ with charge $\sigma_{j}$ is

$$
\begin{equation*}
\theta=-\frac{i}{2} \sum_{j}\left(p \sigma_{j}\right) \ln \frac{z-z_{j}}{\bar{z}-\overline{z_{j}}} . \tag{11}
\end{equation*}
$$

Using Eq. 11) and the Green's function $G\left(z, z^{\prime}\right)$, which satisfies

$$
\partial \bar{\partial} G\left(z, z^{\prime}\right)=\frac{1}{4} \delta^{2}\left(z-z^{\prime}\right)
$$

we can compute the contribution of defects to $\mathcal{F}_{Q}$ (Eq. 9p), leading to

$$
\begin{align*}
\mathcal{F}_{Q} & =2\left(K+K^{\prime}\right) \times\left[-4 \sum_{m \neq n} \sigma_{m} \sigma_{n} G\left(z_{m}, z_{n}\right)\right. \\
& \left.-\pi \sum_{m}\left(\sigma_{m}-\frac{1}{2} \sigma_{m}^{2}\right) \varphi\left(z_{m}\right)+\frac{1}{2} \int d^{2} z|\partial \varphi|^{2}\right] \tag{12}
\end{align*}
$$

(see 16] for more details).
The first term in Eq. (12) is the usual elastic interaction between defect pairs and the second term is the interaction between topological defects and the geometry [16, [22], where a topological defect of charge $\sigma_{m}$ acquires an effective charge of $q_{m}=\sigma_{m}-\frac{1}{2} \sigma_{m}^{2}$. The third term is an elastic contribution to the free energy from the geometry.

## III. RELAXATIONAL DYNAMICS OF THE INTRINSIC GEOMETRY

In this paper, we are interested in the interaction between topological defects and geometry, which is cap-
tured by the last two terms of $\mathcal{F}_{Q}$ (Eq. 121 ), which we will focus on. For simplicity, we focus on the case when the defects are frozen, i.e. we fix $Q$ and assume that the geometry responds to the presence of the defects. This assumption is valid if the defects are already at equilibrium positions, or we are in a regime where defect dynamics are slow compared to the changes in the geometry. We will start by limiting ourselves to the study of the dynamics of the intrinsic geometry, as it is simpler but still capable of yielding insights into the shape of the surface. We will then incorporate the extrinsic geometry via the embedding and the mean curvature in axisymmetric cases, noting that in these situations, there is a tight link between intrinisic and extrinsic geometry.

With these assumptions, the relevant part of the free energy (using the last line of Eq. (12) and Eq. (5)) is given by

$$
\begin{align*}
\mathcal{F}= & -2 \pi\left(K+K^{\prime}\right) \sum_{m}\left(\sigma_{m}-\frac{1}{2} \sigma_{m}^{2}\right) \varphi\left(z_{m}\right) \\
& +\left(K+K^{\prime}+2 K_{\varphi}\right) \int d^{2} z|\partial \varphi|^{2}+\int d^{2} z \sqrt{g} \lambda \tag{13}
\end{align*}
$$

We assume relaxational dynamics for $\varphi$, i.e.,

$$
\begin{equation*}
\partial_{t} \varphi=-\gamma_{\varphi}^{-1} \frac{1}{\sqrt{g}} \frac{\partial \mathcal{F}}{\partial \varphi} \tag{14}
\end{equation*}
$$

Stationary solutions to Eq. (14) satisfy $\frac{\partial \mathcal{F}}{\partial \varphi}=0$, leading to

$$
\begin{equation*}
\frac{1}{D} \partial_{t} \varphi=-2\left(R-R_{0}\right)+4 \pi e^{-\varphi} \sum_{j} \chi_{j} \delta^{2}\left(z-z_{j}\right)=0 \tag{15}
\end{equation*}
$$

where $D=2 \gamma_{\varphi}^{-1}\left(2 K_{\varphi}+K+K^{\prime}\right)$ is the diffusivity, $R=-2 e^{-\varphi} \partial \bar{\partial} \varphi$ is the Gaussian curvature, $R_{0}=$ $-2\left(D \gamma_{\varphi}\right)^{-1} \lambda$, and

$$
\begin{equation*}
\chi_{j}=\frac{K+K^{\prime}}{2 K_{\varphi}+K+K^{\prime}}\left(\sigma_{j}-\frac{1}{2} \sigma_{j}^{2}\right) \leq \sigma_{j}-\frac{1}{2} \sigma_{j}^{2} \tag{16}
\end{equation*}
$$

where the inequality for $\chi_{j}$ follows because $K, K^{\prime}, K_{\varphi} \geq$ 0 . We can interpret Eq. (15) as the Gaussian curvature $R$ is sourced by defects at $z_{j}$ with strengths $\chi_{j}$, and away from the defects, $R$ is locked to $R_{0}$, an effective target curvature via $R=R_{0}$ and thus is constant. Related aspects were noted in Ref. 11.

We now turn to the evolution of the geometry. Rewriting Eq. 15) explicitly in terms of $\varphi$, we have

$$
\begin{equation*}
e^{\varphi} \partial_{t} \varphi=D\left[\partial \bar{\partial} \varphi+\pi \sum_{j=1}^{n} \chi_{j} \delta^{2}\left(z-z_{j}\right)+R_{0} e^{\varphi} / 2\right] \tag{17}
\end{equation*}
$$

Eq. 17), except for the nonlinearity due to the $e^{\varphi}$ terms, looks like the regular diffusion equation with sources at positions of defects $z_{j}$, with strengths $\chi_{j}$. Linearizing Eq. (17) in the neighborhood of $\varphi=0$, then we have the
usual linear diffusion equation, with point sources, whose solutions can be written by convolving with the usual Green's function. The full nonlinear equation (Eq. (17)) corresponds to Ricci flow [23] with sources. Moreover, the $e^{\varphi}$ factor gives rise to nonlinearity, which has been extensively studied by mathematicians and in fact confirms this physical intuition.

We begin our analysis of Eq. (14) with the analysis of defects on the plane, with the case of intrinsic geometry covered in Sec. IV and the case of extrinsic geometry covered in Sec. V. In Sec. VI, we generalize the analysis to surfaces. We then take into account the effect of the mean curvature in Sec. VII.

## IV. INTRINSIC GEOMETRY OF DEFECTS ON THE PLANE

## A. Stationary solution

Here we study a single defect at the origin of the plane for $R_{0}=0$. A solution to Eq. 15 is

$$
\varphi=-\chi \log (z \bar{z})
$$

which is in fact the geometry of a cone, i.e., the cone half angle $\beta$ satisfies $1-\sin \beta=\chi$. A positive (negative) defect thus ultimately generates a cone with positive (negative) curvature singularity. Related aspects were noted in $9-11$. We now comment that since $\chi \leq \sigma-\sigma^{2} / 2$, then we predict that there is an upper bound for $\chi$. Since $\sigma$ is in units of $1 / p$, then for $p=1, \chi \leq 1 / 2$, which corresponds to $\sin \beta \geq 1 / 2$, i.e., $\beta \geq \pi / 6$. This means that there is an upper bound to how sharp a cone can be. For all $p$-atics, the upper bound is given by $p=1$, and as $p$ increases, the cone becomes less sharp. For example, we predict for a nematic that $\chi \leq 1 / 2-(1 / 2)^{2} / 2=3 / 8$.

## B. Dynamics

We study the evolution of the intrinsic geometry by starting with the case of an isolated defect on the plane ( $R_{0}=0$ ), with initial condition $\varphi(z, \bar{z}, t=0)=0$, i.e. flat geometry. To see how a defect can generate non-trivial geometry, we assume axisymmetric solution, i.e. $\varphi=$ $\varphi(r, t)$, which upon substitution of $\partial \bar{\partial}=\frac{1}{4}\left(\frac{\partial^{2}}{\partial r^{2}}+\frac{1}{r} \frac{\partial}{\partial r}\right)$ and $\delta^{2}(z)=\frac{1}{2 \pi r} \delta(r)$ into Eq. 17), gives

$$
\begin{equation*}
\partial_{t} \varphi=D e^{-\varphi}\left[\frac{1}{4} \frac{\partial^{2} \varphi}{\partial r^{2}}+\frac{1}{4 r} \frac{\partial \varphi}{\partial r}+\frac{\epsilon}{2 r} \delta(r)\right] . \tag{18}
\end{equation*}
$$

We propose a self-similar ansatz,

$$
\begin{equation*}
\varphi=\varphi\left(u \equiv \frac{r^{2}}{D t}\right) \tag{19}
\end{equation*}
$$



FIG. 2. Plot of $\varphi(u)$ for the exact diffusion (Eq. 20) and linearized equation $(\mathrm{Eq} \sqrt[21 p]{ })$ for $\chi=0.5$.
which upon substitution into Eq. 18 gives

$$
\begin{equation*}
-u e^{\varphi} \partial_{u} \varphi=\partial_{u}\left(u \partial_{u} \varphi\right)+\chi \delta(u) \tag{20}
\end{equation*}
$$

In Fig. 2, we show the comparison of the geometric diffusion equation (Eq. 20 ) with the solution of the linearized diffusion equation

$$
\begin{equation*}
-u \partial_{u} \varphi=\partial_{u}\left(u \partial_{u} \varphi\right)+\chi \delta(u) \tag{21}
\end{equation*}
$$

(for $\chi=0.5$ ), and find excellent agreement. The difference becomes more significant as $\chi$ approaches 1 .

The $u \rightarrow 0$ limit of Eq. 20) corresponds to the steady state of Eq. (17), and yields the short distance / long time behavior of the geometry. To understand the long distance / short time behavior, we now consider the $u \rightarrow$ $\infty$ limit.

Starting from flat configuration $\varphi=0$, and to leading order in $\varphi$, Eq. 20 becomes

$$
\begin{equation*}
-u \partial_{u} \varphi=\partial_{u}\left(u \partial_{u} \varphi\right) \tag{22}
\end{equation*}
$$

Let $f(u)=u \partial_{u} \varphi$. Then integrating Eq. (22) once immediately gives $f=-C_{1} e^{-u}$, with constant of integration $C_{1}>0$ (because $f=u \partial_{u} \varphi<0$ ), and so integrating Eq. 22) once more immediately gives

$$
\begin{equation*}
\varphi=-C_{1} \int_{\infty}^{u} \frac{d u^{\prime}}{u^{\prime}} e^{-u^{\prime}}, \tag{23}
\end{equation*}
$$

where by construction $\varphi(u=\infty)=0$ and the constant of integration $C_{1}$ can in principle be determined by matching this solution with the one for $u \rightarrow 0$, leading to $C_{1}=\chi$. Intriguingly, in both the $u \rightarrow 0$ and $u \rightarrow \infty$ limits, the exponential factor $e^{\varphi}$ was negligible. In fact, Eq. (23) is the Green's function of the geometric diffusion equation, ignoring the $e^{\varphi}$ terms.

Having seen that the solution to the linearized equation is sufficiently good for sufficiently small $\chi_{j}$, then in this regime we can get a good approximation for our dynam-
ical solution by simply solving the linearized equation, which leads to

$$
\varphi(r, t)=\sum_{j} \chi_{j} \int_{0}^{t} \frac{d t^{\prime}}{t^{\prime}} \exp \left\{-\frac{\left|r-r_{j}\right|^{2}}{D t^{\prime}}\right\}
$$

## V. EXTRINSIC GEOMETRY OF A DEFECT ON THE PLANE

We now find the extrinsic geometry of a defect on the plane. In particular, for a single positive defect, we find the exact dynamical solution, and show that at all times, the height grows as $h(t) \propto \sqrt{t}$. We begin by considering a surface over the flat $\left(z^{\prime}, \bar{z}^{\prime}\right)$ plane with the height $h\left(z^{\prime}, \bar{z}^{\prime}\right)$ above the plane which reproduces the intrinsic metric we have found. In other words, we look for solutions to

$$
\begin{equation*}
d s^{2}=e^{\varphi} d z d \bar{z}=d h^{2}+d z^{\prime} d \bar{z}^{\prime} \tag{24}
\end{equation*}
$$

In terms of polar coordinates, $z=r e^{i \phi}$ and $\tilde{z}^{\prime}=r^{\prime} e^{i \phi^{\prime}}$, Eq. (24) becomes

$$
\begin{equation*}
e^{\varphi}\left(d r^{2}+r^{2} d \phi^{2}\right)=d h^{2}+d r^{\prime 2}+r^{\prime 2} d \phi^{\prime 2} \tag{25}
\end{equation*}
$$

We now consider separately the cases of a single positive or negative defect.

## A. Positive defect

For a positive defect, noting that $\phi=\phi^{\prime}$ implies that

$$
\begin{equation*}
r^{\prime 2}=r^{2} e^{\varphi} \tag{26}
\end{equation*}
$$

and so

$$
\begin{equation*}
d h^{2}+d r^{\prime 2}=e^{\varphi} d r^{2} \tag{27}
\end{equation*}
$$

As in the case of intrinsic geometry, it is useful to write in terms of $u \equiv r^{2} /(D t)$. Dividing Eq. 27) by $d r^{2}$ and using

$$
\begin{aligned}
\frac{d r^{\prime}}{d r}=\left(1+\frac{r}{2} \partial_{r} \varphi\right) e^{\varphi / 2} & =\left(1+u \partial_{u} \varphi\right) e^{\varphi / 2} \\
\frac{d h}{d r}=\frac{d h}{d u} & \frac{d u}{d r}
\end{aligned}=\frac{2 u}{\sqrt{u D t}} .
$$

leads to

$$
\begin{equation*}
\frac{h}{\sqrt{D t}}=I-\frac{1}{2} \int_{0}^{u} d u \sqrt{\left[-2 \partial_{u} \varphi-u\left(\partial_{u} \varphi\right)^{2}\right]} e^{\varphi / 2} \tag{28}
\end{equation*}
$$

where

$$
I=\frac{1}{2} \int_{0}^{\infty} d u \sqrt{\left[-2 \partial_{u} \varphi-u\left(\partial_{u} \varphi\right)^{2}\right]} e^{\varphi / 2}
$$

is a constant that depends only on $\chi$.

We now study two limits of Eq. 28): the $u \ll 1$ and $u \rightarrow \infty$ limits.

$$
\text { 1. } u \ll 1 \text { limit }
$$

We first study the $u \ll 1$ limit of Eq. (28), or equivalently, the $t \rightarrow \infty$ or $r=0$ limit. In this limit, since $\varphi=-\chi \log u$, then Eq. 28) simplifies to

$$
\begin{align*}
\frac{h}{\sqrt{D t}} & \approx I-\frac{1}{2} \int_{0}^{u} d u \sqrt{1-(1-\chi)^{2}} u^{-\frac{\chi+1}{2}} \\
& =I-\frac{\sqrt{1-(1-\chi)^{2}}}{1-\chi} u^{\frac{1-\chi}{2}} \tag{29}
\end{align*}
$$

Then from Eq. 26,

$$
r^{\prime 2}=r^{2} e^{\varphi} \Longrightarrow u=\left(\frac{r^{\prime 2}}{D t}\right)^{\frac{1}{1-\chi}}
$$

and thus upon substitution into Eq. 29, we have

$$
\begin{equation*}
h=I \sqrt{D t}-\cot \beta r^{\prime} \tag{30}
\end{equation*}
$$

where $\sin \beta=1-\chi$. What this means is that we have a cone with half-cone angle $\beta$ where the height grows proportional to $\sqrt{t}$ with proportionality $I \sqrt{D}$ that is determined in our model. (See Fig. 3 for a plot).

Here for simplicity we have assumed $\lambda=0$. If we were to restore $\lambda$, then away from the defect, in the steady state we get constant Gaussian curvature, whose sign is opposite that of $\lambda$. This makes contact with Ref. [10], which corresponds to studying the case where $\lambda>0$. However, the main difference is that at the defect, we predict a finite, fixed angle cone, whereas Ref. [10] finds that the slope diverges and comment that they need mean curvature to smooth the divergence. Note that our results are consistent with the experimental observation of positive defects being correlated with positive Gaussian curvature in Hydra [6].

$$
\text { 2. } u \rightarrow \infty \text { limit }
$$

We now study the opposite limit, $u \rightarrow \infty$ of Eq. 28) (or equivalently, $t \rightarrow 0$ ). Then starting from flat configuration $\varphi=0$, we can assume $\varphi$ is small. Therefore, in the $u \rightarrow \infty$ limit (and thus to leading order in $\varphi$ ),

$$
\begin{aligned}
\frac{h}{\sqrt{D t}} & \approx \frac{1}{2} \int_{u}^{\infty} d u \sqrt{-2 \partial_{u} \varphi} \\
& =\frac{1}{2} \sqrt{2 C_{1}} \int_{u}^{\infty} d u \sqrt{\frac{e^{-u}}{u}} \\
& =\sqrt{\pi C_{1}} \operatorname{erfc}(\sqrt{u / 2})
\end{aligned}
$$

        \(h\left(r^{\prime}\right)\)
    
(a)

(b)

FIG. 3. Plots of $h\left(r^{\prime}, t\right)$ (Eq. 28) (a): $h\left(r^{\prime}, t\right)$ for $t=1.0$. (b): $h\left(r^{\prime}, t\right)$ for $t=0.5,1.0, \ldots, 2.5, D=1.0, \chi=0.5$. As $t$ increases, curve is dilated by factor of $\sqrt{t}$ (both $r^{\prime}$ and $h\left(r^{\prime}, t\right)$ ). Parameters used are $D=1.0$ and $\chi=0.5$.
where

$$
\operatorname{erfc}(x)=1-\operatorname{erf}(\mathrm{x})=1-\frac{2}{\sqrt{\pi}} \int_{0}^{x} e^{-t^{2}} d t
$$

is the complementary error function. See Fig. 3 for plots.
If we had more than one positive defect, then as long as the defects are not influencing each other diffusively, that is, the distance between defects $\ell \gg \sqrt{D t}$, then each defect would create its own conical geometry.

## B. Negative defect

As before, we look for solutions to Eq. (25). Unlike the case of positive defect, here there are no rotationally symmetric embeddings-even though the intrinsic metric is rotationally invariant, the embedding breaks the rotational symmetry. Hence we will assume that $\varphi=\varphi(r)$, $h=f\left(r^{\prime}\right) \cos \left(m \phi^{\prime}\right), r^{\prime}=r^{\prime}(r, \phi)$, and $\phi^{\prime}=\phi^{\prime}(\phi)$. For ex-
ample, $m=2$ corresponds to a regular saddle, and $m=3$ corresponds to a monkey saddle. By equating the coefficients of the differentials in Eq. 25), we find that we have to solve the following coupled system of nonlinear equations:

$$
\begin{aligned}
\frac{\partial r^{\prime}}{\partial \phi} & =m f \frac{\partial f}{\partial r^{\prime}} \frac{\cos \left(m \phi^{\prime}\right) \sin \left(m \phi^{\prime}\right) \frac{\partial \phi^{\prime}}{\partial \phi}}{1+\left(\frac{\partial f}{\partial r^{\prime}}\right)^{2} \cos ^{2}\left(m \phi^{\prime}\right)} \\
e^{\varphi} r^{2} & =\left[\frac{m^{2} f^{2} \sin ^{2}\left(m \phi^{\prime}\right)}{1+\left(\frac{\partial f}{\partial r^{\prime}}\right)^{2} \cos ^{2}\left(m \phi^{\prime}\right)}+r^{\prime 2}\right]\left(\frac{\partial \phi^{\prime}}{\partial \phi}\right)^{2} \\
e^{\varphi} & =\left(1+\left(\frac{\partial f}{\partial r^{\prime}}\right)^{2} \cos ^{2}\left(m \phi^{\prime}\right)\right)\left(\frac{\partial r^{\prime}}{\partial r}\right)^{2} \\
\phi^{\prime}(\phi) & =\phi^{\prime}(\phi+2 \pi)
\end{aligned}
$$

We now check explicitly for a hyperbolic cone (see Fig. 4 for a diagram). The embedding for a hyperbolic cone is

$$
\begin{aligned}
& x=r^{\prime} \cos \phi^{\prime} \\
& y=r^{\prime} \sin \phi^{\prime} \\
& h=a r^{\prime} \cos \left(m \phi^{\prime}\right)
\end{aligned}
$$

With the following change of variables

$$
\begin{aligned}
& r=\left[(1+\chi) \sqrt{1+a^{2} \cos ^{2}\left(m \phi^{\prime}\right)} r^{\prime}\right]^{\frac{1}{1+\chi}} \\
& \phi=\frac{1}{1+\chi} \int_{0}^{\phi^{\prime}} d \phi^{\prime} \frac{\sqrt{1+a^{2}\left[1+\left(m^{2}-1\right) \sin ^{2} \phi\right]}}{1+a^{2} \cos ^{2}\left(m \phi^{\prime}\right)}
\end{aligned}
$$

with $a$ satisfying

$$
2 \pi(1+\chi)=\int_{0}^{2 \pi} d \phi \frac{\sqrt{1+a^{2}\left[1+\left(m^{2}-1\right) \sin ^{2} \phi\right]}}{1+a^{2} \cos ^{2} \phi}
$$

the metric (Eq. 25 ) takes the form

$$
d s^{2}=d r^{\prime 2}+r^{\prime 2} d \phi^{\prime 2}+d h^{2}
$$

as expected.

(a) $m=2$
(b) $m=3$

FIG. 4. Plot of saddle geometry (Eq. (31) for $\chi=-0.15$ for (a) $m=2$, i.e. the regular saddle) (b) $m=3$, i.e. the monkey saddle).

## VI. DEFECTS ON SURFACES

While we can consider the general case of surfaces with constant positive or negative Gaussian curvature, by Hilbert's theorem we cannot embed constant negative Gaussian curvature surfaces in $\mathbb{R}^{3}$ [24]. Ideally, we would like to answer the following questions: (i) What kinds of stationary solutions exist? (ii) Are they stable? (iii) What is the embedding? (iv) What are the dynamics of the intrinsic and extrinsic geometry? To attempt answers to these questions, we first consider multiple defects on surfaces, and then in more detail multiple defects on the sphere.

## A. Intrinsic geometry

We begin by reviewing the case of surfaces. Integrating Eq. 15 over the surface gives

$$
\frac{1}{D} \partial_{t} A=4 \pi(2 g-2)+4 \pi \sum_{j} \chi_{j}+2 R_{0} A=0
$$

where $g$ is the genus of the surface and $A=\int d^{2} z \sqrt{g}$ is the area, leading to

$$
(2-2 g)-\sum_{j} \chi_{j}=\frac{R_{0} A}{2 \pi}
$$

Since away from the defects, the sign of the constant curvature is the same as the sign of $R_{0}$, from the above it follows that the sign of the LHS correlates with the sign of the constant curvature away from the defects, i.e.

$$
\begin{equation*}
(2-2 g) \lesseqgtr \sum_{j} \chi_{j} \Longleftrightarrow R \lesseqgtr 0 . \tag{32}
\end{equation*}
$$

In particular, for the case of the sphere, $g=0$, in which case

$$
\begin{equation*}
2 \lesseqgtr \sum_{j} \chi_{j} \Longleftrightarrow R \lesseqgtr 0 \tag{33}
\end{equation*}
$$

We now comment on the stability of the stationary solution. For positive curvature, $R>0$, the stationary solution is not stable if $R_{0}$ is a constant since $\partial_{t} A=$ $2 R_{0} D A+$ const. which leads to runaway. However, in principle we can choose $R_{0}$ to be time-dependent, so that we can always ensure that the stationary solution be achieved, as we shall assume. For negative curvature, $R<0$, the stationary solution is automatically stable. Regardless of whether we are at stationary point or not, we can always choose $R_{0}(t)$ such that the area does not change, as we will be assuming in the following.

We now consider in more detail two cases in turn: $R>$ 0 and $R<0$.

## 1. $R>0$

We first consider $R>0$ on the sphere. There is no stationary solution to Eq. (14) for $n=1$. For $n=2$, there exists a stationary solution if and only if $\chi_{1}=\chi_{2}$ and the defects are at antipodal points [25]. In this case, the shape resembles that of a lemon (see Fig. 5). For $n \geq 3$ defects and $\chi_{i} \in(0,1)$, denoting the deficit angle $2 \pi \chi_{i}$, and assuming the Troyanov inequality [26, 27,

$$
\begin{equation*}
2 \max \chi_{i}<\sum_{i} \chi_{i}<2 \tag{34}
\end{equation*}
$$

then there exists a $2 n-6$ parameter family of metrics on the sphere with constant positive scalar curvature with $n$ conical singularities given by deficit angles $2 \pi \chi_{i}$. Here, the $2 n$ counts the coordinate degree of freedom, but there are 6 constraints associated with the Möbius transformations of the sphere. The first inequality is an intriguing prediction which would be interesting to interpret physically, while the second inequality in Eq. (34) follows from Eq. (33).

For $p$-atic defects on a sphere that we discuss later, all the $\chi_{i}$ are positive and equal, and so this inequality is automatically satisfied. Moreover, as $t \rightarrow \infty$, in all cases where a solution exists, the solution indeed converges to the unique constant curvature solution [28-30], and can be embedded uniquely in $\mathbb{R}^{3}$ up to translation and rotation 31. We note that even though our model does not directly contain any information about the embedding of the surface in $\mathbb{R}^{3}$ or the extrinsic geometry, the solution leads to recovering unique extrinsic geometry! Moreover, Ref. 32 extended the existence of stationary solutions to allow some $\chi_{i}<0$, and found that a solution can exist if additional constraints on $\chi_{i}$ are satisfied. Note that naively, if we had defects of mixed sign, then we would expect them to annihilate each other due to the Coulomb interaction, and is consistent with the mathematical result that the steady state metric isn't unique [26].

$$
\text { 2. } \quad R<0
$$

We now consider $R<0$. In this case, for a compact Riemann surface $S$ of genus $g$ with all $\chi_{i}<1$, we know from Eq. 32 that we need

$$
\sum_{i} \chi_{i}>2-2 g
$$

which has also been shown to be sufficient [26]. Note that here we are not assuming that all $\chi_{i}$ are positive. The position degree of freedom gives $2 n$ degrees for genus $g>1,2 n-2$ for $g=1(-2$ accounts for two translations of torus), and $2 n-6$ for $g=0(-6$ accounts for Möbius transformations of the sphere).

## 3. p-atic on the sphere

Here we consider in more detail a $p$-atic on the sphere. Since the net charge is 2 , we consider $2 p$ defects each of the minimal charge $+1 / p$. Since according to Eq. (16), $\sum_{j} \chi_{j}<2$, then $R$ is constant positive away from the defects because of Eq. (33). Moreover, the LHS of the Troyanov inequality Eq. (34) is also satisfied because all the $\chi_{j}$ are equal. Thus a unique solution exists.

An example where we can explicitly write the stationary state metric is for $p=1$, corresponding to polar liquid crystal, with two +1 defects on the sphere with equal deficit angles of $\chi$, which we place on the north and south poles of the sphere. We construct this metric by starting from the the round metric (spherically symmetric metric),

$$
d s^{2}=4 \frac{1}{\left(1+|z|^{2}\right)^{2}}|d z|^{2}
$$

which has Gaussian curvature of 1 . The coordinate transformation $z \rightarrow z^{1-\chi}$ then gives rise to conical singularities of strength $\chi$ at the north and south poles, giving the round conical metric [25],

$$
\begin{equation*}
d s^{2}=4(1-\chi)^{2} \frac{|z|^{-2 \chi}}{\left(1+|z|^{2(1-\chi)}\right)^{2}}|d z|^{2} \tag{35}
\end{equation*}
$$

Here the Gaussian curvature is still 1 (away from the poles). At the two poles $z=0$ and $z=\infty$, there are conic singularities of strength $\chi$. We call this the lemon geometry.

## B. Extrinsic geometry

For the lemon geometry, defined by Eq. (35), the embedding $x_{i}$ is 33

$$
\begin{aligned}
& x_{1}=a \sin \theta \cos \phi \\
& x_{2}=a \sin \theta \sin \phi \\
& x_{3}=\int_{0}^{\theta} d \theta^{\prime} \sqrt{1-a^{2} \cos ^{2} \theta^{\prime}}
\end{aligned}
$$

where $\theta \in[0, \pi], \phi \in[0,2 \pi]$, and $a=1-\chi$.
It can be checked that

$$
d s^{2}=d x_{1}^{2}+d x_{2}^{2}+d x_{3}^{2}=d \theta^{2}+a^{2} \sin ^{2} \theta d \phi^{2}=e^{\varphi}|d z|^{2}
$$

where

$$
\begin{aligned}
z & =\left(\tan \frac{\theta}{2}\right)^{1 / a} e^{i \phi} \\
e^{\varphi} & =\frac{a^{2} \sin ^{2} \theta}{\left(\tan \frac{\theta}{2}\right)^{2 / a}}
\end{aligned}
$$

See Fig. 5 for a plot.

## VII. INCLUDING MEAN CURVATURE

In this section, we consider the full model by including the effect of the bending energy. The key is that for axisymmetric surfaces, the extrinsic geometry is entirely encoded by the intrinsic geometry. We first review this fact and explicitly express the mean curvature, via the principal curvatures $\kappa_{1}$ and $\kappa_{2}$, in terms of $\varphi$.

For an axisymmetric surface, the embedding is

$$
X^{i}=(\rho(u) \cos \theta, \rho(u) \sin \theta, h(u))
$$

from which follows that the metrix is

$$
\begin{equation*}
d s^{2}=\left(d X^{i}\right)^{2}=\left(\rho^{\prime 2}+h^{\prime 2}\right) d u^{2}+\rho^{2} d \theta^{2} \tag{37}
\end{equation*}
$$

The task at hand is to express the mean curvature,

$$
\begin{equation*}
H=\frac{1}{2}\left(\kappa_{1}+\kappa_{2}\right), \tag{38}
\end{equation*}
$$

and thus the principal curvatures,

$$
\begin{align*}
& \kappa_{1}=\frac{1}{2} \frac{\frac{d^{2} h}{d \rho^{2}}}{\left(1+\left(\frac{d h}{d \rho}\right)^{2}\right)^{3 / 2}}  \tag{39a}\\
& \kappa_{2}=\frac{1}{2} \frac{\frac{d h}{d \rho}}{\rho\left(1+\left(\frac{d h}{d \rho}\right)^{2}\right)^{1 / 2}} \tag{39b}
\end{align*}
$$

in terms of $\varphi$.
Choosing the parameter $u$ in the metric ( Eq 37) such that 34

$$
\begin{equation*}
\rho^{\prime 2}+h^{\prime 2}=\rho^{2} \tag{40}
\end{equation*}
$$

immediately gives

$$
\begin{equation*}
d s^{2}=\rho(u)^{2}\left(d u^{2}+d \theta^{2}\right) \tag{41}
\end{equation*}
$$

$(\rho, \theta)$ can be viewed as cylindrical coordinates, and in terms of isothermal coordinates, $z=u+i \theta$. In these coordinates,

$$
d s^{2}=e^{\varphi(z, \bar{z})}|d z|^{2}
$$

where

$$
\begin{equation*}
\rho(u)^{2}=e^{\varphi(u)} \tag{42}
\end{equation*}
$$

and $u=(z+\bar{z}) / 2$. Since $\theta$ is periodic, then $z \sim z+2 \pi i$. Thus rotating the coordinates by $\alpha$ corresponds to shift$\operatorname{ing} z$ by $i \alpha$. This metric (Eq. (41)) is manifestly rotational invariant as $\rho$ (Eq. 42) depends only on $u$ and not $\theta$. We briefly explicitly consider the examples of sphere and lemon before turning to the general axisymmetric surfaces.

## A. Sphere geometry

The round sphere has metric

$$
\begin{equation*}
d s^{2}=\frac{4|d w|^{2}}{\left(1+|w|^{2}\right)^{2}} \tag{43}
\end{equation*}
$$

We define $w=\exp [z]$ so that the phase rotation of $w$ is identified with shift of the imaginary component of $z$. In terms of $z$, Eq. 43) becomes

$$
d s^{2}=\frac{4\left|d e^{z}\right|^{2}}{\left(1+\left|e^{z}\right|^{2}\right)^{2}}=\frac{4\left|e^{z}\right|^{2}|d z|^{2}}{\left(1+\left|e^{z}\right|^{2}\right)^{2}}
$$

Using $\left|e^{z}\right|=e^{u}$, we learn that

$$
d s^{2}=\frac{4\left|d e^{z}\right|^{2}}{\left(1+\left|e^{z}\right|^{2}\right)^{2}}=\frac{4 e^{2 u}|d z|^{2}}{\left(1+e^{2 u}\right)^{2}}=\operatorname{sech}^{2}(u)|d z|^{2}
$$

and thus $\rho(u)=\operatorname{sech}(u)$. For the height,

$$
h= \pm \int d u \operatorname{sech}^{2}(u)= \pm \tanh (u)
$$

Note that as a consistency check, $\rho^{2}+h^{2}=1$, which indeed describes a sphere.

## B. Lemon geometry

The lemon geometry has metric

$$
\begin{equation*}
d s^{2}=4(1-\chi)^{2} \frac{|w|^{-2 \chi}}{\left(1+|w|^{2(1-\chi)}\right)^{2}}|d w|^{2} \tag{44}
\end{equation*}
$$

In terms of $z=\ln w$, Eq. 44 becomes
$d s^{2}=4(1-\chi)^{2} \frac{\left|e^{z}\right|^{-2 \chi}\left|d e^{z}\right|^{2}}{\left(1+\left|e^{z}\right|^{2(1-\chi)}\right)^{2}}=4(1-\chi)^{2} \frac{e^{2 u(1-\chi)}|d z|^{2}}{\left(1+e^{2 u(1-\chi)}\right)^{2}}$.
Thus we learn

$$
\rho(u)=(1-\chi) \operatorname{sech}(u(1-\chi))
$$

## C. General axisymmetric surfaces

We now turn to general axisymmetric surfaces. We first note, using Eq. (40), that

$$
\left(\frac{d h}{d \rho}\right)^{2}=\left(\frac{h^{\prime}}{\rho^{\prime}}\right)^{2}=\frac{\rho^{2}-\rho^{\prime 2}}{\rho^{\prime 2}}
$$

from which follows that

$$
\begin{equation*}
\frac{d h}{d \rho}=\sqrt{\frac{4}{\varphi^{\prime 2}}-1}, \quad \sqrt{1+\left(\frac{d h}{d \rho}\right)^{2}}=\frac{2}{\varphi^{\prime}} \tag{45}
\end{equation*}
$$

We also note that

$$
\begin{align*}
\frac{d^{2} h}{d \rho^{2}}=\frac{1}{\rho^{\prime}}\left(\frac{d h}{d \rho}\right)^{\prime} & =\frac{2 e^{-\varphi / 2}}{\varphi^{\prime}} \frac{d}{d u} \sqrt{\frac{4}{\varphi^{\prime 2}}-1} \\
& =-8 e^{-\varphi / 2} \frac{\varphi^{\prime \prime}}{\varphi^{\prime 3} \sqrt{4-\varphi^{\prime 2}}} \tag{46}
\end{align*}
$$

Now substituting Eqs. 45 and (46) into the principal curvatures (Eq. (39) gives

$$
\begin{align*}
& \kappa_{1}=-\frac{\varphi^{\prime \prime} e^{-\varphi / 2}}{\sqrt{4-\varphi^{\prime 2}}}  \tag{47a}\\
& \kappa_{2}=\frac{1}{2} e^{-\varphi / 2} \sqrt{4-\varphi^{\prime 2}} \tag{47~b}
\end{align*}
$$

Note that in these coordinates, the Gaussian curvature $R$ takes the form

$$
\begin{equation*}
R=\kappa_{1} \kappa_{2}=-\frac{1}{2} \varphi^{\prime \prime} e^{-\varphi} \tag{48}
\end{equation*}
$$

Upon substitution of Eq. 47) into $\mathcal{F}=\mathcal{F}_{Q}+\mathcal{F}_{g}+\mathcal{F}_{e l}$,
we arrive at

$$
\begin{align*}
\mathcal{F}_{Q}= & \left(K+K^{\prime}\right) \times \\
& {\left[-\pi \sum_{m}\left(\sigma_{m}-\frac{1}{2} \sigma_{m}^{2}\right) \varphi\left(u_{m}\right)+\frac{1}{8} \int d^{2} u \varphi^{\prime 2}\right] }  \tag{49a}\\
\mathcal{F}_{g}= & \int d^{2} u e^{\varphi}\left[K_{\varphi} R \varphi+\lambda\right]  \tag{49b}\\
\mathcal{F}_{e l}= & B \int d^{2} u\left(\frac{\varphi^{\prime \prime}}{\sqrt{4-\varphi^{\prime 2}}}+\frac{1}{2} \sqrt{4-\varphi^{\prime 2}}\right)^{2} \tag{49c}
\end{align*}
$$

completing the task at hand.
We now comment on the effect of $\mathcal{F}_{e l}$ via the principal curvatures $\kappa_{1}$ and $\kappa_{2}$. We first note that near a singularity, $\kappa_{1}$ (the first term in the parentheses of Eq. (49cp) vanishes whereas $\kappa_{2}$ (the second term in the parentheses of Eq. 49 c$)$ ) is finite. Hence $\kappa_{2}$ contributes to the coefficient of $\varphi^{\prime 2}$ in the last term in Eq. (49a), leading to enchanced charge

$$
\chi_{j}=\frac{K+K^{\prime}}{2 K_{\varphi}+K+K^{\prime}-B}\left(\sigma_{j}-\frac{1}{2} \sigma_{j}^{2}\right)
$$

which is valid when

$$
\frac{B}{2 K_{\varphi}+K+K^{\prime}}<1
$$

We now comment on what we must choose for $\lambda$ to keep constant the surface area. Let $\hat{\mathcal{F}}=\mathcal{F}-\lambda \int d^{2} u e^{\varphi}=$ $\mathcal{F}-\lambda A$. Then

$$
0=\partial_{t} A=\int d^{2} u e^{\varphi} \partial_{t} \varphi=\int d^{2} u \frac{\delta \mathcal{F}}{\delta \varphi}=\int d^{2} u \frac{\delta \hat{\mathcal{F}}}{\delta \varphi}+\lambda A
$$

from which follows that

$$
\begin{equation*}
\lambda=-\frac{R_{0}}{2} \int d^{2} u \frac{\delta \hat{\mathcal{F}}}{\delta \varphi} \tag{50}
\end{equation*}
$$

to fix $A(t)=2 / R_{0}$. In other words, minimizing the free energy while fixing the area is equivalent to minimizing

$$
\mathcal{F}=\hat{\mathcal{F}}+\lambda\left(\int d^{2} u e^{\varphi}-2 R_{0}^{-1}\right)
$$

where we are treating $\lambda$ as a Lagrange multiplier, given in Eq. 50.

To analyze the dynamics of shaping these surfaces requires the formulation of a gradient flow based on the free energy contributions given by $\mathcal{F}=\mathcal{F}_{Q}+\mathcal{F}_{g}+\mathcal{F}_{e l}$ leading to an equation of the form

$$
\partial_{t} \varphi=-\frac{1}{\sqrt{g}} \frac{\delta \mathcal{F}}{\delta \varphi}
$$

Here, we do not solve this complicated equation but

(a)

(b)

(c)

FIG. 5. (a): plot of lemon geometry (Eq. $\sqrt{36}$ ) for $a=0.7$. (b): plot of long-time solution of Eq. VII C), starting from initial configuration of sphere. Parameters used are $\chi=0.1$ and $\frac{B}{K+K^{\prime}+2 K_{\varphi}}=0.6$. (c): figure adapted from Fig. 2 of Ref. 35. For both lily pollen (left) and euphorbia pollen (right), spherical shapes evolve into lemon shapes.
resort to heuristic arguments to illuminate the basic physics. To gain insight, we consider the initial geometry of the lemon, and study the deformation of this lemon geometry due to the flow. We start with lemon geometry such that when $B=0$, the lemon is a stationary solution. We now turn on the bending term, and consider the effect of $B>0$ for the dynamics. Naively, we would expect the bending energy to flatten the lemon such that the principal curvatures are the same, as in the sphere. We see in Fig. 5 that indeed, near the equator ( $u=0$ ), the geometry does indeed become flattened. However, near the tips, in order to keep the area constant, the tips become more conical.

## D. Connecting our results to the shapes of pollen grains

We now apply our understanding of the previous results to the shape of some spherical shell-like pollen grains that fold into reversible lemon-like shapes when they are dehydrated, and reverse into spherical shells when hydrated [35]. We assume polar order, i.e. $p=1$. We note that on the sphere, the low energy configuration involves two +1 defects at the north and south poles [36].

Although, so far we have assumed that we are in the
ordered phase, i.e., $|Q| \neq 0$, we now extend the potential $V[Q]$ to allow $|Q|=0$, i.e. account for the disordered phase as well. In terms of the humidity $\rho$, and a critical humidity $\rho_{c}$ where the grain switches from a spherical to a conically folded phase, we let $V[Q]$ takes the form

$$
V[Q]=\epsilon^{-2}\left(1+r|Q|^{2}\right)^{2}
$$

where $r \propto\left(\rho-\rho_{c}\right)$. For $r>(<) 0, Q=(\neq) 0$. There is thus a 2 nd order phase transition at $\rho=\rho_{c}$, which separates the hydrated and hydrated phases. In the hydrated phase, corresponding to $Q=0$, there are no topological defects, and the pollen grains remain spherical. In the dehydrated phase, corresponding to $Q \neq 0$, two topological defects at the north and south poles drive the pollen grains to take the shape of a lemon, deformed by the bending energy term, as in Fig. 5. This allows us to recover the two different geometries (Fig. 5p shown in 35 and provide an explanation for their origin in terms of the need to have topological defects that drive these shape changes.

## VIII. DISCUSSION

Our minimal framework for the geometry of curved surfaces with frozen $p$-atic defects driven by relaxational dynamics leads to their diffusive equilibration. In particular, we show that a positive (negative) defect can dynamically generate a cone (hyperbolic cone), and we predict that the half cone angle $\beta$ satisfies $1-\sin \beta \leq$ $1 / p(1-1 /(2 p))$. Although we focused primarily on the intrinsic geometry of the surfaces, we showed that for axisymmetric surfaces, where the extrinsic geometry can be deduced entirely by the intrinsic geometry, we can deduce the changes in extrinsic shape as well. For nominally flat surfaces, this leads to a simple intuitive prediction that in the presence of a positive defect, a bump forms with height profile $h(t) \sim \sqrt{t}$ for early times $t$, while for polar order on spheres, we find that the resulting stationary geometry is a deformed lemon.

More generally, we can ask what would happen if the defects were mobile, and moved in response to spatial variations in the geometry, while themselves changing the surface geometry. Over long times, if we have both positive and negative defects, naively we would expect them to annihilate each other. However, if we consider charges of the same sign, as we did for the case of the sphere, there can in principle be a steady state for the defects. For example, Ref. [36] found equilibrium configurations of the $p$-atic defect on a sphere. Here, using this equilibrium configurations as our initial condition for geometric growth, we find that the defects will not move, but the surface will develop conical singularities at the locations of the defects, thus pinning the defects. For example, for the case of $p=1$, we get the lemon configuration. Understanding the varying equilibrium configurations as a function of the number and type of defects is a natural
next question to study.
While our current study has mainly focused on positive defects, there are other cases where an equilibrium configuration with both positive and negative defects can be attained. For example, on a torus with varying mean and Gaussian curvature, plus-minus defect pairs can nucleate 37. In active systems, we might expect that activity can stabilize a defect configuration of both signs, as for example shown in [15], and another interesting question is to study these cases further.

With the recently increasing interest in the mathematical and physical study of textiles [38, 39] that are knit or woven from filaments, or active versions thereof, our study suggests new ways to engineer shape by using $p$ atic defects to generate complex curvature patterns and enhance drapability of the human body, building on ancient empirical approaches that have been long known to
artists and artisans.

## ACKNOWLEDGMENTS

We thank David Nelson and Grace Zhang for valuable discussion of defect dynamics on a cone and Pengfei Guan, Craig Hodgson, Puskar Mondal, Freid Tong, Marc Troyanov, and Shing-Tung Yau for valuable discussions on Ricci flow equations and reconstructing the embedding from the intrinsic metric. We also like to thank Yeonsu Jung for discussions of experimental realizations of the model. This work is partially supported by the Center for Mathematical Sciences and Applications at Harvard University (F. V.), the NSF Simons Center for Mathematical and Statistical Analysis of Biology Award No. 1764269 (L. M.), the Simons Foundation (L. M.), and the Henri Seydoux Fund (L. M.).
[1] M. Deserno, Fluid lipid membranes: From differential geometry to curvature stresses, Chemistry and Physics of Lipids 185, 11 (2015), membrane mechanochemistry: From the molecular to the cellular scale.
[2] T. B. Saw, A. Doostmohammadi, V. Nier, L. Kocgozlu, S. Thampi, Y. Toyama, P. Marcq, C. T. Lim, J. M. Yeomans, and B. Ladoux, Topological defects in epithelia govern cell death and extrusion, Nature 544, 212-216 (2017)
[3] K. Kawaguchi, R. Kageyama, and M. Sano, Topological defects control collective dynamics in neural progenitor cell cultures, Nature 545, 327-331 (2017).
[4] C. Blanch-Mercader, P. Guillamat, A. Roux, and K. Kruse, Quantifying material properties of cell monolayers by analyzing integer topological defects, Physical Review Letters 126, 028101 (2021).
[5] K. Copenhagen, R. Alert, N. S. Wingreen, and J. W. Shaevitz, Topological defects promote layer formation in Myxococcus xanthus colonies, Nature Physics 17, 211 (2021)
[6] Y. Maroudas-Sacks, L. Garion, L. Shani-Zerbib, A. Livshits, E. Braun, and K. Keren, Topological defects in the nematic order of actin fibres as organization centres of hydra morphogenesis, Nature Physics 10.1038/s41567-020-01083-1 (2020).
[7] H. S. Seung and D. R. Nelson, Defects in flexible membranes with crystalline order, Phys. Rev. A 38, 1005 (1988).
[8] J.-M. Park and T. C. Lubensky, Topological defects on fluctuating surfaces: General properties and the kosterlitz-thouless transition, Phys. Rev. E 53, 2648 (1996)
[9] M. W. Deem and D. R. Nelson, Free energies of isolated five- and sevenfold disclinations in hexatic membranes, Phys. Rev. E 53, 2551 (1996)
[10] J. R. Frank and M. Kardar, Defects in nematic membranes can buckle into pseudospheres, Phys. Rev. E 77, 041705 (2008)
[11] L. Giomi, Hyperbolic interfaces, Phys. Rev. Lett. 109, 136101 (2012)
[12] L. Metselaar, J. M. Yeomans, and A. Doostmohammadi, Topology and morphology of self-deforming active shells, Physical review letters 123, 208001 (2019).
[13] L. A. Hoffmann, L. N. Carenza, J. Eckert, and L. Giomi, Defect-mediated morphogenesis (2021), arXiv:2105.15200 [cond-mat.soft].
[14] S. C. Al-Izzi and R. G. Morris, Active flows and deformable surfaces in development, Seminars in Cell \& Developmental Biology 120, 44 (2021), special issue: The mechanics of development by Timothy Saunders and Ivo Telley.
[15] F. Vafa and L. Mahadevan, Active nematic defects and epithelial morphogenesis, Phys. Rev. Lett. 129, 098102 (2022).
[16] F. Vafa, G. H. Zhang, and D. R. Nelson, Defect absorption and emission for $p$-atic liquid crystals on cones, Phys. Rev. E 106, 024704 (2022)
[17] C. F. Gauss, On conformal representations, in A Source Book in Mathematics, edited by D. E. Smith (Dover, 1959) p. 463-475.
[18] T. H. Tan, A. Mietke, J. Li, Y. Chen, H. Higinbotham, P. J. Foster, S. Gokhale, J. Dunkel, and N. Fakhri, Odd dynamics of living chiral crystals, Nature 607, 287 (2022).
[19] A. Polyakov, Quantum geometry of bosonic strings, Physics Letters B 103, 207 (1981)
[20] T. J. Willmore, Note on embedded surfaces, An. Sti. Univ."Al. I. Cuza" Iasi Sect. I a Mat.(NS) B 11, 20 (1965).
[21] W. Helfrich, Elastic properties of lipid bilayers: theory and possible experiments, Zeitschrift für Naturforschung c 28, 693 (1973).
[22] V. Vitelli and A. M. Turner, Anomalous coupling between topological defects and curvature, Phys. Rev. Lett. 93, 215 (2004).
[23] R. S. Hamilton, Three-manifolds with positive ricci curvature, J. Differential Geom. 17, 255 (1982).
[24] D. Hilbert, Ueber flächen von constanter gaussscher krümmung, Transactions of the American mathematical Society 2, 87 (1901).
[25] M. Troyanov, Metrics of constant curvature on a sphere with two conical singularities, in Differential Geometry: Proceedings of the 3rd International Symposium, held at Peñiscola, Spain, June 5-12, 1988, edited by F. J. Carreras, O. Gil-Medrano, and A. M. Naveira (Springer Berlin Heidelberg, Berlin, Heidelberg, 1989) pp. 296-306.
[26] M. Troyanov, Prescribing curvature on compact surfaces with conical singularities, Transactions of the American Mathematical Society 324, 793 (1991)
[27] F. Luo and G. Tian, Liouville equation and spherical convex polytopes, Proceedings of the American Mathematical Society 116, 1119 (1992).
[28] H. Yin, Ricci flow on surfaces with conical singularities, Journal of Geometric Analysis 20, 970 (2010)
[29] R. Mazzeo, Y. Rubinstein, and N. Sesum, Ricci flow on surfaces with conic singularities, Analysis \& PDE 8, 839 (2015)
[30] D. H. Phong, J. Song, J. Sturm, and X. Wang, The Ricci flow on the sphere with marked points, Journal of Differential Geometry 114, 117 (2020)
[31] J. A. Gálvez, L. Hauswirth, and P. Mira, Surfaces of constant curvature in $\mathbb{R}^{3}$ with isolated singularities, Advances in Mathematics 241, 103 (2013)
[32] G. Mondello and D. Panov, Spherical metrics with coni-
cal singularities on a 2 -sphere: angle constraints (2015), arXiv:1505.01994 [math.DG].
[33] M. P. d. Carmo, Differential geometry of curves \& surfaces, revised \& updated second ed. (Dover Publications, INC, Mineola, New York, 2016).
[34] J. Arteaga and M. A. Malakhaltsev, Infinitesimal ricci flows of minimal surfaces in the three-dimensional euclidean space, Russian Mathematics 51, 29 (2007).
[35] E. Katifori, S. Alben, E. Cerda, D. R. Nelson, and J. Dumais, Foldable structures and the natural design of pollen grains, Proceedings of the National Academy of Sciences 107, 7635 (2010), https://www.pnas.org/content/107/17/7635.full.pdf
[36] T. C. Lubensky and J. Prost, Orientational order and vesicle shape, Journal de Physique II 2, 371 (1992)
[37] M. Bowick, D. R. Nelson, and A. Travesset, Curvatureinduced defect unbinding in toroidal geometries, Phys. Rev. E 69, 041102 (2004).
[38] N.-K. Persson, J. G. Martinez, Y. Zhong, A. Maziz, and E. W. Jager, Actuating textiles: next generation of smart textiles, Advanced Materials Technologies 3, 1700397 (2018).
[39] H. Yasuda, P. R. Buskohl, A. Gillman, T. D. Murphey, S. Stepney, R. A. Vaia, and J. R. Raney, Mechanical computing, Nature 598, 39 (2021).

