
Statics and diffusive dynamics of surfaces driven by p-atic topological defects

Farzan Vafa1 and L. Mahadevan2, 3

1Center of Mathematical Sciences and Applications,
Harvard University, Cambridge, MA 02138, USA

2School of Engineering and Applied Sciences, Harvard University, Cambridge, MA 02138, USA
3Departments of Physics, and Organismic and Evolutionary Biology,

Harvard University, Cambridge, MA 02138, USA
(Dated: March 2, 2023)

Inspired by epithelial morphogenesis, we consider a minimal model for the shaping of a surface
driven by p-atic topological defects. We show that a positive (negative) defect can dynamically
generate a (hyperbolic) cone whose shape evolves diffusively, and predict that a defect of charge
+1/p leads to a final semi-cone angle β which satisfies the inequality sinβ ≥ 1 − 1

p
+ 1

2p2
. By

exploiting the fact that for axisymmetric surfaces, the extrinsic geometry is tightly coupled to
the intrinsic geometry, we further show that the resulting stationary shape of a membrane with
negligible bending modulus and embedded polar order is a deformed lemon with two defects at
antipodal points. Finally, we close by pointing out that our results may be relevant beyond epithelial
morphogenesis in such contexts as shape transitions in macroscopic closed spheroidal surfaces such
as pollen grains.

I. INTRODUCTION

A two-dimensional surface embedded in R3 is fully de-
scribed, up to rigid motions, by the first and second fun-
damental forms, or equivalently, the induced metric and
the curvature tensor. The first fundamental form encodes
the intrinsic geometry, whereas the second fundamental
forms encodes both the intrinsic and extrinsic aspects of
the geometry. More specifically, the eigenvalues of the
second fundamental form are the two principal curva-
tures of the surface; their average, the mean (extrinsic)
curvature, describes how the surface is embedded in R3,
whereas their product, the Gaussian (intrinsic) curva-
ture, is independent of the embedding. For example, a
cylinder and cone have zero Gaussian curvature, but non-
zero mean curvature, whereas minimal surfaces, such as
helicoids and catenoid, have non-zero Gaussian curvature
but zero mean curvature. The six quantities character-
izing the first and second fundamental forms are not all
independent; for a surface to be embeddable in three di-
mensions, there are additional three compatibility rela-
tions (See Ref. [1] for a comprehensive review of these
ideas.)

In biology, epithelial morphogenesis of thin sheet-like
structures in plants and animals is responsible for the
vast majority of functional structures that make up or-
gans and organisms. These may be modeled effectively as
two-dimensional surfaces whose geometry is driven by ac-
tive processes that are intimately connected to the pres-
ence of orientational order in the tangent plane that mod-
ifies the embedding and in turn is modified by it. The
nature of in-plane order is akin to that of polar molecules,
liquid crystals, etc., or more generally to p-fold rotational
order, denoted as “p-atics”. There is a growing body
of evidence suggesting that topological defects, singular
disruptions of the rotational order, play a crucial role in
guiding or controlling morphogenesis, as seen in exper-
imental observations of cell extrusion and apoptosis [2],

mound formation [3, 4], layer formation [5], and body
shaping using bulges, pits and tentacles [6]. Previous
work on the role of defects in deformable surfaces has
focused on the dynamics driven by the extrinsic geom-
etry [7–13] (see Ref. [14] for a recent review). In con-
trast, in this work, following the formalism introduced in
Ref. [15], and taking advantage of the results of Ref. [16],
we focus on viewing the intrinsic geometry as the fun-
damental field and study its dynamics. However, unlike
our previous work [15], where we included the effect of
activity, here we consider a passive system, where there
is no activity, and demonstrate that even in this passive
setting the dynamics is rich. It has been known that de-
fects drive the geometry (see for example [9–11]). What
is novel here is that we find a simple and robust link
between topological defects and the resulting geometry.

This paper is organized as follows. We begin in Sec. II
by reviewing a minimal model for a p-atic on a curved
surface that incorporates intrinsic geometry and then ex-
tend it to include extrinsic geometry as well. Throughout
the paper, we consider the following three examples: iso-
lated positive defect, isolated negative defect, and mul-
tiple defects. In Sec. III, we introduce the dynamical
equation for intrinsic geometry, and then in Sec. IV, we
study the dynamics of intrinsic geometry of defects on the
plane. In particular, we show that a positive (negative)
defect can dynamically generate a (hyperbolic) cone, and
predict its shape. In Sec. V, we turn to the dynamics of
extrinsic geometry for axisymmetric surfaces. For an iso-
lated positive defect, we analytically find the height h(t)
of the surface as a function of time t, and show that
h(t) ∝

√
t. In Sec. VI, we consider surfaces and focus

on the intrinsic and extrinsic dynamics of a sphere and
lemon geometry. In Sec. VII, we incorporate the effect of
mean curvature through the bending energy. We review
the crucial fact that for axisymmetric surfaces, the in-
trinsic geometry entirely encodes the extrinsic geometry,
which we exploit to write the bending energy in terms
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of the intrinsic metric. Numerically, we find that for
small bending modulus, the final geometry configuration
is a deformed lemon. Moreover, we propose a model for
pollen grains where the transition between spherical and
lemon geometries is driven by an order-disorder phase
transition depending on the hydration. We conclude in
Sec. VIII by reviewing our results and suggesting future
directions of research.

II. MINIMAL MODEL

In this section, we first review aspects of [16] which
develops techniques to study p-atic liquid crystals deep
in the ordered limit on fixed curved surfaces and then
apply it to a minimal model of morphogenesis [15].

A. Isothermal coordinates

Following Gauss’ work [17], we learn that in two di-
mensions it is always possible to choose local coordinates
z and z̄, known as isothermal (conformal) coordinates,
such that the metric takes the form

ds2 = gzz̄dzdz̄ + gz̄zdz̄dz = 2gzz̄|dz|2 ≡ eϕ|dz|2. (1)

In terms of z = x+ iy and z̄ = x− iy, we also have

ds2 = eϕ(x,y)(dx2 + dy2).

We thus immediately see that the metric is confor-
mally flat, i.e. proportional to the identity matrix, where
eϕ, known as the conformal factor, describes position-
dependent isotropic stretching. Following Ref. [16], in
analogy to electrostatics, we will interpret ϕ as the geo-
metric potential.

B. Orientational order

1. p-atic tensor order parameter

Now suppose our curved 2D surface is equipped with p-
atic order, that is, p-fold rotational symmetry. Let Q be
the p-atic tensor order parameter, a traceless real sym-
metrized rank-p tensor. In terms of isothermal coordi-
nates, since Q is traceless (contraction of any pair of
indices vanishes), the only non-zero components of Q are
Q ≡ Qz...z and Q̄ ≡ Qz̄...z̄, where here ellipses denote p
copies. Also, by reality, Q = (Q̄)∗. For ease of notation,
let ∇ ≡ ∇z denote the covariant derivative with respect
to z and ∇̄ ≡ ∇z̄ denote the covariant derivative with re-
spect to z̄. Explicitly, covariant derivatives of the p-atic
tensor are

∇Q = ∂Q+ p(∂ϕ)Q, ∇̄Q = ∂̄Q (2a)

∇̄Q̄ = ∂̄Q̄+ p(∂̄ϕ)Q̄, ∇Q̄ = ∂Q̄, (2b)

where partial derivatives ∂ ≡ ∂z and ∂̄ ≡ ∂z̄.

2. Topological defects

The in-plane orientational order can be interrupted by
topological defects, where the phase of the order param-
eter winds around a closed loop and the amplitude van-
ishes. Topological defects have been observed to play a
key role in diverse biological processes [2–6], in Fig. 1, we
show a few examples and sketches of defects, which we
aim to describe.

C. Free energy

For a surface with intrinsic in-plane p-atic order that
is embedded in three dimensions, the three main con-
tributions to the free energy that we consider are: (i)
FQ, from the p-atic tensor Q describing features in the
plane (ii) Fg, from the metric gab (iii) Fel, due to the
embedding. Then the total free energy F is the sum of
contributions from the p-atic field, the intrinsic metric,
and the embedding, with

F = FQ + Fg + Fel. (3)

In isothermal coordinates, FQ, the contribution from
the p-atic field to the free energy (Eq. (3)), is given by

FQ =
2p+1

p2

∫
d2z
√
g[K|∇Q|2+K ′|∇̄Q|2+ε−2(1−2p|Q|2)2],

(4)
where

|∇Q|2 = gp−1
zz̄ ∇Q∇̄Q̄, |∇̄Q|2 = gp−1

zz̄ ∇̄Q∇Q̄, |Q|2 = gpzz̄QQ̄.

Here K,K ′ > 0 are Frank elastic type terms (having
the same effect in flat space), and the last term governs
the p-atic order, with ε controlling the microscopic p-atic
coherence length (or defect core radius) ξ =

√
K +K ′ε.

Fg, the geometric contribution to the free energy
(Eq. (3)), is written in isothermal coordinates as

Fg =

∫
d2z
√
g[2KϕRϕ+ λ], (5)

where R = −2e−ϕ∂∂̄ϕ is the Gaussian curvature. Kϕ

is an elastic constant penalizing changes in the curva-
ture, and this term is a manifestation of the well-known
trace anomaly, where the response of the system to con-
formal rescaling of the metric is proportional to the cur-
vature [19]. λ(t) controls the growth rate of the area.
In general, λ = λ(x, t), but for simplicity we will take
λ = λ(t), with λ chosen such that the surface area
A =

∫
d2z
√
g does not change. Here we will mostly focus

on the case λ < 0, which corresponds to positive Gaus-
sian curvature.
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(a) p = 2 (b) p = 6

FIG. 1. Examples of p-atic liquid crystals which exhibit topological defects. (a) Hydra, adapted from Fig. 1 of [6]. Schematics
in left and right corners depict textures of +1 and ±1/2 defects. Insets: zoomed in pictures of corresponding actin fiber
orientation and scalar order parameter. (b) Starfish embryos, adapted from Fig. 1 of [18]. Schematics in left and right corners
depict textures of ±1/6 defects.

The final contribution to the free energy (Eq. (3)) is
the bending energy,

Fel = B

∫
d2z
√
gH2,

where H is the mean curvature [20, 21]. In Sec. VII, we
express H in terms of ϕ.

D. Strongly ordered limit

We work deep in the ordered limit (ε � 1). In this
limit, FQ (Eq. (4)) is minimized when

2p|Q|2 = 1. (6)

From Eq. (6), writing the order parameter Q in terms of
its amplitude A and phase θ as

Qz...z = Az...zeiθ = Aeiθ (7)

leads to

A = e−
p
2ϕ, (8)

where we have used gzz̄ = 1
2e
ϕ from Eq. (1). Upon sub-

stitution of Q (Eq. (7) with the amplitude A given by
Eq. (8)) into Eq. (4), FQ simplifies to

FQ = (K +K ′)

∫
d2z

∣∣∣(p
2

)
∂ϕ+ i∂θ

∣∣∣2 , (9)

where we have used

∇zQz...z =
(p

2
∂ϕ+ i∂θ

)
Qz...z

∇̄z̄Qz...z =
(
−p

2
∂̄ϕ+ i∂̄θ

)
Qz...z,

which itself was obtained by evaluating the covariant
derivatives (Eq. (2)) using Eqs. (7) and (8). Minimiz-

ing FQ (Eq. (9)) with respect to θ gives

∂∂̄θ = 0 . (10)

In the presence of a topological defect of charge σ ∈ Z/p,
the phase θ will wind by 2πpσ. Thus a solution to
Eq. (10) with defects j at zj with charge σj is

θ = − i
2

∑
j

(pσj) ln
z − zj
z̄ − zj

. (11)

Using Eq. (11) and the Green’s function G(z, z′), which
satisfies

∂∂̄G(z, z′) =
1

4
δ2(z − z′),

we can compute the contribution of defects to FQ
(Eq. (9)), leading to

FQ = 2(K +K ′)×

−4
∑
m 6=n

σmσnG(zm, zn)

−π
∑
m

(
σm −

1

2
σ2
m

)
ϕ(zm) +

1

2

∫
d2z|∂ϕ|2

]
(12)

(see [16] for more details).
The first term in Eq. (12) is the usual elastic inter-

action between defect pairs and the second term is the
interaction between topological defects and the geome-
try [16, 22], where a topological defect of charge σm ac-
quires an effective charge of qm = σm − 1

2σ
2
m. The third

term is an elastic contribution to the free energy from
the geometry.

III. RELAXATIONAL DYNAMICS OF THE
INTRINSIC GEOMETRY

In this paper, we are interested in the interaction be-
tween topological defects and geometry, which is cap-
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tured by the last two terms of FQ (Eq. (12)), which we
will focus on. For simplicity, we focus on the case when
the defects are frozen, i.e. we fix Q and assume that the
geometry responds to the presence of the defects. This
assumption is valid if the defects are already at equi-
librium positions, or we are in a regime where defect
dynamics are slow compared to the changes in the ge-
ometry. We will start by limiting ourselves to the study
of the dynamics of the intrinsic geometry, as it is simpler
but still capable of yielding insights into the shape of the
surface. We will then incorporate the extrinsic geometry
via the embedding and the mean curvature in axisym-
metric cases, noting that in these situations, there is a
tight link between intrinisic and extrinsic geometry.

With these assumptions, the relevant part of the free
energy (using the last line of Eq. (12) and Eq. (5)) is
given by

F = −2π(K +K ′)
∑
m

(
σm −

1

2
σ2
m

)
ϕ(zm)

+ (K +K ′ + 2Kϕ)

∫
d2z|∂ϕ|2 +

∫
d2z
√
gλ. (13)

We assume relaxational dynamics for ϕ, i.e.,

∂tϕ = −γ−1
ϕ

1
√
g

∂F
∂ϕ

. (14)

Stationary solutions to Eq. (14) satisfy ∂F
∂ϕ = 0, leading

to

1

D
∂tϕ = −2(R−R0)+4πe−ϕ

∑
j

χjδ
2(z−zj) = 0, (15)

where D = 2γ−1
ϕ (2Kϕ + K + K ′) is the diffusivity,

R = −2e−ϕ∂∂̄ϕ is the Gaussian curvature, R0 =
−2(Dγϕ)−1λ, and

χj =
K +K ′

2Kϕ +K +K ′

(
σj −

1

2
σ2
j

)
≤ σj −

1

2
σ2
j , (16)

where the inequality for χj follows because K,K ′,Kϕ ≥
0. We can interpret Eq. (15) as the Gaussian curvature
R is sourced by defects at zj with strengths χj , and away
from the defects, R is locked to R0, an effective target
curvature via R = R0 and thus is constant. Related
aspects were noted in Ref. [11].

We now turn to the evolution of the geometry. Rewrit-
ing Eq. (15) explicitly in terms of ϕ, we have

eϕ∂tϕ = D

∂∂̄ϕ+ π

n∑
j=1

χjδ
2(z − zj) +R0e

ϕ/2

 .
(17)

Eq. (17), except for the nonlinearity due to the eϕ terms,
looks like the regular diffusion equation with sources at
positions of defects zj , with strengths χj . Linearizing
Eq. (17) in the neighborhood of ϕ = 0, then we have the

usual linear diffusion equation, with point sources, whose
solutions can be written by convolving with the usual
Green’s function. The full nonlinear equation (Eq. (17))
corresponds to Ricci flow [23] with sources. Moreover,
the eϕ factor gives rise to nonlinearity, which has been
extensively studied by mathematicians and in fact con-
firms this physical intuition.

We begin our analysis of Eq. (14) with the analysis of
defects on the plane, with the case of intrinsic geometry
covered in Sec. IV and the case of extrinsic geometry
covered in Sec. V. In Sec. VI, we generalize the analysis
to surfaces. We then take into account the effect of the
mean curvature in Sec. VII.

IV. INTRINSIC GEOMETRY OF DEFECTS ON
THE PLANE

A. Stationary solution

Here we study a single defect at the origin of the plane
for R0 = 0. A solution to Eq. (15) is

ϕ = −χ log(zz̄),

which is in fact the geometry of a cone, i.e., the cone half
angle β satisfies 1− sinβ = χ. A positive (negative) de-
fect thus ultimately generates a cone with positive (neg-
ative) curvature singularity. Related aspects were noted
in [9–11]. We now comment that since χ ≤ σ−σ2/2, then
we predict that there is an upper bound for χ. Since σ
is in units of 1/p, then for p = 1, χ ≤ 1/2, which cor-
responds to sinβ ≥ 1/2, i.e., β ≥ π/6. This means that
there is an upper bound to how sharp a cone can be. For
all p-atics, the upper bound is given by p = 1, and as p
increases, the cone becomes less sharp. For example, we
predict for a nematic that χ ≤ 1/2− (1/2)2/2 = 3/8.

B. Dynamics

We study the evolution of the intrinsic geometry by
starting with the case of an isolated defect on the plane
(R0 = 0), with initial condition ϕ(z, z̄, t = 0) = 0, i.e. flat
geometry. To see how a defect can generate non-trivial
geometry, we assume axisymmetric solution, i.e. ϕ =

ϕ(r, t), which upon substitution of ∂∂̄ = 1
4

(
∂2

∂r2 + 1
r
∂
∂r

)
and δ2(z) = 1

2πr δ(r) into Eq. (17), gives

∂tϕ = De−ϕ[
1

4

∂2ϕ

∂r2
+

1

4r

∂ϕ

∂r
+

ε

2r
δ(r)]. (18)

We propose a self-similar ansatz,

ϕ = ϕ(u ≡ r2

Dt
), (19)
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FIG. 2. Plot of ϕ(u) for the exact diffusion (Eq. (20)) and
linearized equation (Eq (21)) for χ = 0.5.

which upon substitution into Eq. (18) gives

− ueϕ∂uϕ = ∂u(u∂uϕ) + χδ(u). (20)

In Fig. 2, we show the comparison of the geometric
diffusion equation (Eq. (20)) with the solution of the lin-
earized diffusion equation

− u∂uϕ = ∂u(u∂uϕ) + χδ(u) (21)

(for χ = 0.5), and find excellent agreement. The differ-
ence becomes more significant as χ approaches 1.

The u→ 0 limit of Eq. (20) corresponds to the steady
state of Eq. (17), and yields the short distance / long
time behavior of the geometry. To understand the long
distance / short time behavior, we now consider the u→
∞ limit.

Starting from flat configuration ϕ = 0, and to leading
order in ϕ, Eq. (20) becomes

− u∂uϕ = ∂u(u∂uϕ). (22)

Let f(u) = u∂uϕ. Then integrating Eq. (22) once imme-
diately gives f = −C1e

−u, with constant of integration
C1 > 0 (because f = u∂uϕ < 0), and so integrating
Eq. (22) once more immediately gives

ϕ = −C1

∫ u

∞

du′

u′
e−u

′
, (23)

where by construction ϕ(u =∞) = 0 and the constant of
integration C1 can in principle be determined by match-
ing this solution with the one for u → 0, leading to
C1 = χ. Intriguingly, in both the u → 0 and u → ∞
limits, the exponential factor eϕ was negligible. In fact,
Eq. (23) is the Green’s function of the geometric diffusion
equation, ignoring the eϕ terms.

Having seen that the solution to the linearized equation
is sufficiently good for sufficiently small χj , then in this
regime we can get a good approximation for our dynam-

ical solution by simply solving the linearized equation,
which leads to

ϕ(r, t) =
∑
j

χj

∫ t

0

dt′

t′
exp

{
−|r − rj |

2

Dt′

}
.

V. EXTRINSIC GEOMETRY OF A DEFECT ON
THE PLANE

We now find the extrinsic geometry of a defect on the
plane. In particular, for a single positive defect, we find
the exact dynamical solution, and show that at all times,
the height grows as h(t) ∝

√
t. We begin by considering a

surface over the flat (z′, z̄′) plane with the height h(z′, z̄′)
above the plane which reproduces the intrinsic metric we
have found. In other words, we look for solutions to

ds2 = eϕdzdz̄ = dh2 + dz′dz̄′. (24)

In terms of polar coordinates, z = reiφ and z̃′ = r′eiφ
′
,

Eq. (24) becomes

eϕ(dr2 + r2dφ2) = dh2 + dr′2 + r′2dφ′2. (25)

We now consider separately the cases of a single positive
or negative defect.

A. Positive defect

For a positive defect, noting that φ = φ′ implies that

r′2 = r2eϕ, (26)

and so

dh2 + dr′2 = eϕdr2. (27)

As in the case of intrinsic geometry, it is useful to write
in terms of u ≡ r2/(Dt). Dividing Eq. (27) by dr2 and
using

dr′

dr
= (1 +

r

2
∂rϕ)eϕ/2 = (1 + u∂uϕ)eϕ/2

dh

dr
=
dh

du

du

dr
=

2u√
uDt

leads to

h√
Dt

= I − 1

2

∫ u

0

du
√

[−2∂uϕ− u(∂uϕ)2]eϕ/2, (28)

where

I =
1

2

∫ ∞
0

du
√

[−2∂uϕ− u(∂uϕ)2]eϕ/2

is a constant that depends only on χ.
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We now study two limits of Eq. (28): the u � 1 and
u→∞ limits.

1. u� 1 limit

We first study the u � 1 limit of Eq. (28), or equiv-
alently, the t → ∞ or r = 0 limit. In this limit, since
ϕ = −χ log u, then Eq. (28) simplifies to

h√
Dt
≈ I − 1

2

∫ u

0

du
√

1− (1− χ)2u−
χ+1
2

= I −
√

1− (1− χ)2

1− χ
u

1−χ
2 (29)

Then from Eq. (26),

r′2 = r2eϕ =⇒ u =

(
r′2

Dt

) 1
1−χ

,

and thus upon substitution into Eq. (29), we have

h = I
√
Dt− cotβ r′, (30)

where sinβ = 1 − χ. What this means is that we have
a cone with half-cone angle β where the height grows
proportional to

√
t with proportionality I

√
D that is de-

termined in our model. (See Fig. 3 for a plot).

Here for simplicity we have assumed λ = 0. If we were
to restore λ, then away from the defect, in the steady
state we get constant Gaussian curvature, whose sign is
opposite that of λ. This makes contact with Ref. [10],
which corresponds to studying the case where λ > 0.
However, the main difference is that at the defect, we
predict a finite, fixed angle cone, whereas Ref. [10] finds
that the slope diverges and comment that they need mean
curvature to smooth the divergence. Note that our re-
sults are consistent with the experimental observation of
positive defects being correlated with positive Gaussian
curvature in Hydra [6].

2. u→∞ limit

We now study the opposite limit, u→∞ of Eq. (28)
(or equivalently, t → 0). Then starting from flat config-
uration ϕ = 0, we can assume ϕ is small. Therefore, in
the u→∞ limit (and thus to leading order in ϕ),

h√
Dt
≈ 1

2

∫ ∞
u

du
√
−2∂uϕ

=
1

2

√
2C1

∫ ∞
u

du

√
e−u

u

=
√
πC1erfc(

√
u/2),

(a)

(b)

FIG. 3. Plots of h(r′, t) (Eq. (28)) (a): h(r′, t) for t = 1.0.
(b): h(r′, t) for t = 0.5, 1.0, . . . , 2.5, D = 1.0, χ = 0.5. As t
increases, curve is dilated by factor of

√
t (both r′ and h(r′, t)).

Parameters used are D = 1.0 and χ = 0.5.

where

erfc(x) = 1− erf(x) = 1− 2√
π

∫ x

0

e−t
2

dt

is the complementary error function. See Fig. 3 for plots.
If we had more than one positive defect, then as long

as the defects are not influencing each other diffusively,
that is, the distance between defects `�

√
Dt, then each

defect would create its own conical geometry.

B. Negative defect

As before, we look for solutions to Eq. (25). Unlike
the case of positive defect, here there are no rotationally
symmetric embeddings–even though the intrinsic metric
is rotationally invariant, the embedding breaks the rota-
tional symmetry. Hence we will assume that ϕ = ϕ(r),
h = f(r′) cos(mφ′), r′ = r′(r, φ), and φ′ = φ′(φ). For ex-
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ample, m = 2 corresponds to a regular saddle, and m = 3
corresponds to a monkey saddle. By equating the coef-
ficients of the differentials in Eq. (25), we find that we
have to solve the following coupled system of nonlinear
equations:

∂r′

∂φ
= mf

∂f

∂r′

cos(mφ′) sin(mφ′)∂φ
′

∂φ

1 +
(
∂f
∂r′

)2

cos2(mφ′)

eϕr2 =

 m2f2 sin2(mφ′)

1 +
(
∂f
∂r′

)2

cos2(mφ′)
+ r′2

(∂φ′
∂φ

)2

eϕ =

(
1 +

(
∂f

∂r′

)2

cos2(mφ′)

)(
∂r′

∂r

)2

φ′(φ) = φ′(φ+ 2π).

We now check explicitly for a hyperbolic cone (see
Fig. 4 for a diagram). The embedding for a hyperbolic
cone is

x = r′ cosφ′

y = r′ sinφ′

h = ar′ cos(mφ′).

With the following change of variables

r =
[
(1 + χ)

√
1 + a2 cos2(mφ′)r′

] 1
1+χ

φ =
1

1 + χ

∫ φ′

0

dφ′

√
1 + a2[1 + (m2 − 1) sin2 φ]

1 + a2 cos2(mφ′)
,

with a satisfying

2π(1 + χ) =

∫ 2π

0

dφ

√
1 + a2[1 + (m2 − 1) sin2 φ]

1 + a2 cos2 φ
,

the metric (Eq. (25)) takes the form

ds2 = dr′2 + r′2dφ′2 + dh2,

as expected.

(a) m = 2 (b) m = 3

FIG. 4. Plot of saddle geometry (Eq. (31)) for χ = −0.15 for
(a) m = 2, i.e. the regular saddle) (b) m = 3, i.e. the monkey
saddle).

VI. DEFECTS ON SURFACES

While we can consider the general case of surfaces
with constant positive or negative Gaussian curvature,
by Hilbert’s theorem we cannot embed constant nega-
tive Gaussian curvature surfaces in R3 [24]. Ideally, we
would like to answer the following questions: (i) What
kinds of stationary solutions exist? (ii) Are they stable?
(iii) What is the embedding? (iv) What are the dynam-
ics of the intrinsic and extrinsic geometry? To attempt
answers to these questions, we first consider multiple de-
fects on surfaces, and then in more detail multiple defects
on the sphere.

A. Intrinsic geometry

We begin by reviewing the case of surfaces. Integrating
Eq. (15) over the surface gives

1

D
∂tA = 4π(2g − 2) + 4π

∑
j

χj + 2R0A = 0,

where g is the genus of the surface and A =
∫
d2z
√
g is

the area, leading to

(2− 2g)−
∑
j

χj =
R0A

2π
.

Since away from the defects, the sign of the constant
curvature is the same as the sign of R0, from the above
it follows that the sign of the LHS correlates with the
sign of the constant curvature away from the defects, i.e.

(2− 2g) S
∑
j

χj ⇐⇒ R S 0. (32)

In particular, for the case of the sphere, g = 0, in which
case

2 S
∑
j

χj ⇐⇒ R S 0. (33)
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We now comment on the stability of the stationary so-
lution. For positive curvature, R > 0, the stationary
solution is not stable if R0 is a constant since ∂tA =
2R0DA + const. which leads to runaway. However, in
principle we can choose R0 to be time-dependent, so
that we can always ensure that the stationary solution
be achieved, as we shall assume. For negative curvature,
R < 0, the stationary solution is automatically stable.
Regardless of whether we are at stationary point or not,
we can always choose R0(t) such that the area does not
change, as we will be assuming in the following.

We now consider in more detail two cases in turn: R >
0 and R < 0.

1. R > 0

We first consider R > 0 on the sphere. There is no
stationary solution to Eq. (14) for n = 1. For n = 2,
there exists a stationary solution if and only if χ1 = χ2

and the defects are at antipodal points [25]. In this case,
the shape resembles that of a lemon (see Fig. 5). For
n ≥ 3 defects and χi ∈ (0, 1), denoting the deficit angle
2πχi, and assuming the Troyanov inequality [26, 27],

2 maxχi <
∑
i

χi < 2, (34)

then there exists a 2n−6 parameter family of metrics on
the sphere with constant positive scalar curvature with
n conical singularities given by deficit angles 2πχi. Here,
the 2n counts the coordinate degree of freedom, but there
are 6 constraints associated with the Möbius transforma-
tions of the sphere. The first inequality is an intriguing
prediction which would be interesting to interpret physi-
cally, while the second inequality in Eq. (34) follows from
Eq. (33).

For p-atic defects on a sphere that we discuss later, all
the χi are positive and equal, and so this inequality is
automatically satisfied. Moreover, as t→∞, in all cases
where a solution exists, the solution indeed converges to
the unique constant curvature solution [28–30], and can
be embedded uniquely in R3 up to translation and rota-
tion [31]. We note that even though our model does not
directly contain any information about the embedding of
the surface in R3 or the extrinsic geometry, the solution
leads to recovering unique extrinsic geometry! Moreover,
Ref. [32] extended the existence of stationary solutions
to allow some χi < 0, and found that a solution can exist
if additional constraints on χi are satisfied. Note that
naively, if we had defects of mixed sign, then we would
expect them to annihilate each other due to the Coulomb
interaction, and is consistent with the mathematical re-
sult that the steady state metric isn’t unique [26].

2. R < 0

We now consider R < 0. In this case, for a compact
Riemann surface S of genus g with all χi < 1, we know
from Eq. (32) that we need∑

i

χi > 2− 2g,

which has also been shown to be sufficient [26]. Note
that here we are not assuming that all χi are positive.
The position degree of freedom gives 2n degrees for genus
g > 1, 2n− 2 for g = 1 (−2 accounts for two translations
of torus), and 2n− 6 for g = 0 (−6 accounts for Möbius
transformations of the sphere).

3. p-atic on the sphere

Here we consider in more detail a p-atic on the sphere.
Since the net charge is 2, we consider 2p defects each of
the minimal charge +1/p. Since according to Eq. (16),∑
j χj < 2, then R is constant positive away from the

defects because of Eq. (33). Moreover, the LHS of the
Troyanov inequality Eq. (34) is also satisfied because all
the χj are equal. Thus a unique solution exists.

An example where we can explicitly write the station-
ary state metric is for p = 1, corresponding to polar
liquid crystal, with two +1 defects on the sphere with
equal deficit angles of χ, which we place on the north
and south poles of the sphere. We construct this metric
by starting from the the round metric (spherically sym-
metric metric),

ds2 = 4
1

(1 + |z|2)2
|dz|2,

which has Gaussian curvature of 1. The coordinate trans-
formation z → z1−χ then gives rise to conical singular-
ities of strength χ at the north and south poles, giving
the round conical metric [25],

ds2 = 4(1− χ)2 |z|−2χ

(1 + |z|2(1−χ))2
|dz|2. (35)

Here the Gaussian curvature is still 1 (away from the
poles). At the two poles z = 0 and z = ∞, there are
conic singularities of strength χ. We call this the lemon
geometry.
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B. Extrinsic geometry

For the lemon geometry, defined by Eq. (35), the em-
bedding xi is [33]

x1 = a sin θ cosφ

x2 = a sin θ sinφ

x3 =

∫ θ

0

dθ′
√

1− a2 cos2 θ′,

where θ ∈ [0, π], φ ∈ [0, 2π], and a = 1− χ.

It can be checked that

ds2 = dx2
1 + dx2

2 + dx2
3 = dθ2 + a2 sin2 θdφ2 = eϕ|dz|2,

where

z =

(
tan

θ

2

)1/a

eiφ

eϕ =
a2 sin2 θ(
tan θ

2

)2/a .
See Fig. 5 for a plot.

VII. INCLUDING MEAN CURVATURE

In this section, we consider the full model by including
the effect of the bending energy. The key is that for
axisymmetric surfaces, the extrinsic geometry is entirely
encoded by the intrinsic geometry. We first review this
fact and explicitly express the mean curvature, via the
principal curvatures κ1 and κ2, in terms of ϕ.

For an axisymmetric surface, the embedding is

Xi = (ρ(u) cos θ, ρ(u) sin θ, h(u)),

from which follows that the metrix is

ds2 =
(
dXi

)2
=
(
ρ′2 + h′2

)
du2 + ρ2dθ2. (37)

The task at hand is to express the mean curvature,

H =
1

2
(κ1 + κ2), (38)

and thus the principal curvatures,

κ1 =
1

2

d2h
dρ2(

1 +
(
dh
dρ

)2
)3/2

(39a)

κ2 =
1

2

dh
dρ

ρ

(
1 +

(
dh
dρ

)2
)1/2

, (39b)

in terms of ϕ.

Choosing the parameter u in the metric (Eq (37)) such
that [34]

ρ′2 + h′2 = ρ2 (40)

immediately gives

ds2 = ρ(u)2(du2 + dθ2). (41)

(ρ, θ) can be viewed as cylindrical coordinates, and in
terms of isothermal coordinates, z = u + iθ. In these
coordinates,

ds2 = eϕ(z,z̄)|dz|2,

where

ρ(u)2 = eϕ(u) (42)

and u = (z + z̄)/2. Since θ is periodic, then z ∼ z + 2πi.
Thus rotating the coordinates by α corresponds to shift-
ing z by iα. This metric (Eq. (41)) is manifestly rota-
tional invariant as ρ (Eq. (42)) depends only on u and not
θ. We briefly explicitly consider the examples of sphere
and lemon before turning to the general axisymmetric
surfaces.

A. Sphere geometry

The round sphere has metric

ds2 =
4|dw|2

(1 + |w|2)2
. (43)

We define w = exp[z] so that the phase rotation of w is
identified with shift of the imaginary component of z. In
terms of z, Eq. (43) becomes

ds2 =
4|dez|2

(1 + |ez|2)2
=

4|ez|2|dz|2

(1 + |ez|2)2
.

Using |ez| = eu, we learn that

ds2 =
4|dez|2

(1 + |ez|2)2
=

4e2u|dz|2

(1 + e2u)2
= sech2(u)|dz|2,

and thus ρ(u) = sech(u). For the height,

h = ±
∫
du sech2(u) = ± tanh(u).

Note that as a consistency check, ρ2 + h2 = 1, which
indeed describes a sphere.
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B. Lemon geometry

The lemon geometry has metric

ds2 = 4(1− χ)2 |w|−2χ

(1 + |w|2(1−χ))2
|dw|2. (44)

In terms of z = lnw, Eq. (44) becomes

ds2 = 4(1−χ)2 |ez|−2χ|dez|2

(1 + |ez|2(1−χ))2
= 4(1−χ)2 e2u(1−χ)|dz|2

(1 + e2u(1−χ))2
.

Thus we learn

ρ(u) = (1− χ) sech(u(1− χ)).

C. General axisymmetric surfaces

We now turn to general axisymmetric surfaces. We
first note, using Eq. (40), that(

dh

dρ

)2

=

(
h′

ρ′

)2

=
ρ2 − ρ′2

ρ′2
,

from which follows that

dh

dρ
=

√
4

ϕ′2
− 1,

√
1 +

(
dh

dρ

)2

=
2

ϕ′
. (45)

We also note that

d2h

dρ2
=

1

ρ′

(
dh

dρ

)′
=

2e−ϕ/2

ϕ′
d

du

√
4

ϕ′2
− 1

= −8e−ϕ/2
ϕ′′

ϕ′3
√

4− ϕ′2
. (46)

Now substituting Eqs. (45) and (46) into the principal
curvatures (Eq. (39)) gives

κ1 = − ϕ′′e−ϕ/2√
4− ϕ′2

(47a)

κ2 =
1

2
e−ϕ/2

√
4− ϕ′2. (47b)

Note that in these coordinates, the Gaussian curvature
R takes the form

R = κ1κ2 = −1

2
ϕ′′e−ϕ. (48)

Upon substitution of Eq. (47) into F = FQ+Fg +Fel,

we arrive at

FQ = 2(K +K ′)×[
−π
∑
m

(
σm −

1

2
σ2
m

)
ϕ(um) +

1

8

∫
d2uϕ′2

]
(49a)

Fg =

∫
d2u eϕ[KϕRϕ+ λ] (49b)

Fel = B

∫
d2u

(
ϕ′′√

4− ϕ′2
+

1

2

√
4− ϕ′2

)2

, (49c)

completing the task at hand.

We now comment on the effect of Fel via the principal
curvatures κ1 and κ2. We first note that near a singu-
larity, κ1 (the first term in the parentheses of Eq. (49c))
vanishes whereas κ2 (the second term in the parentheses
of Eq. (49c)) is finite. Hence κ2 contributes to the co-
efficient of ϕ′2 in the last term in Eq. (49a), leading to
enchanced charge

χj =
K +K ′

2Kϕ +K +K ′ −B

(
σj −

1

2
σ2
j

)
,

which is valid when

B

2Kϕ +K +K ′
< 1.

We now comment on what we must choose for λ to
keep constant the surface area. Let F̂ = F−λ

∫
d2ueϕ =

F − λA. Then

0 = ∂tA =

∫
d2ueϕ∂tϕ =

∫
d2u

δF
δϕ

=

∫
d2u

δF̂
δϕ

+ λA

from which follows that

λ = −R0

2

∫
d2u

δF̂
δϕ

(50)

to fix A(t) = 2/R0. In other words, minimizing the free
energy while fixing the area is equivalent to minimizing

F = F̂ + λ

(∫
d2ueϕ − 2R−1

0

)
,

where we are treating λ as a Lagrange multiplier, given
in Eq. (50).

To analyze the dynamics of shaping these surfaces re-
quires the formulation of a gradient flow based on the
free energy contributions given by F = FQ + Fg + Fel
leading to an equation of the form

∂tϕ = − 1
√
g

δF
δϕ

.

Here, we do not solve this complicated equation but
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(a) (b)

(c)

FIG. 5. (a): plot of lemon geometry (Eq. (36)) for a = 0.7.
(b): plot of long-time solution of Eq. (VII C), starting from
initial configuration of sphere. Parameters used are χ = 0.1
and B

K+K′+2Kϕ
= 0.6. (c): figure adapted from Fig. 2 of

Ref. [35]. For both lily pollen (left) and euphorbia pollen
(right), spherical shapes evolve into lemon shapes.

resort to heuristic arguments to illuminate the basic
physics. To gain insight, we consider the initial geometry
of the lemon, and study the deformation of this lemon ge-
ometry due to the flow. We start with lemon geometry
such that when B = 0, the lemon is a stationary solu-
tion. We now turn on the bending term, and consider
the effect of B > 0 for the dynamics. Naively, we would
expect the bending energy to flatten the lemon such that
the principal curvatures are the same, as in the sphere.
We see in Fig. 5 that indeed, near the equator (u = 0),
the geometry does indeed become flattened. However,
near the tips, in order to keep the area constant, the tips
become more conical.

D. Connecting our results to the shapes of pollen
grains

We now apply our understanding of the previous re-
sults to the shape of some spherical shell-like pollen
grains that fold into reversible lemon-like shapes when
they are dehydrated, and reverse into spherical shells
when hydrated [35]. We assume polar order, i.e. p = 1.
We note that on the sphere, the low energy configuration
involves two +1 defects at the north and south poles [36].

Although, so far we have assumed that we are in the

ordered phase, i.e., |Q| 6= 0, we now extend the potential
V [Q] to allow |Q| = 0, i.e. account for the disordered
phase as well. In terms of the humidity ρ, and a critical
humidity ρc where the grain switches from a spherical to
a conically folded phase, we let V [Q] takes the form

V [Q] = ε−2(1 + r|Q|2)2

where r ∝ (ρ − ρc). For r > (<) 0, Q = (6=) 0. There is
thus a 2nd order phase transition at ρ = ρc, which sepa-
rates the hydrated and hydrated phases. In the hydrated
phase, corresponding to Q = 0, there are no topological
defects, and the pollen grains remain spherical. In the
dehydrated phase, corresponding to Q 6= 0, two topolog-
ical defects at the north and south poles drive the pollen
grains to take the shape of a lemon, deformed by the
bending energy term, as in Fig. 5. This allows us to re-
cover the two different geometries (Fig. 5) shown in [35]
and provide an explanation for their origin in terms of the
need to have topological defects that drive these shape
changes.

VIII. DISCUSSION

Our minimal framework for the geometry of curved
surfaces with frozen p-atic defects driven by relaxational
dynamics leads to their diffusive equilibration. In par-
ticular, we show that a positive (negative) defect can
dynamically generate a cone (hyperbolic cone), and we
predict that the half cone angle β satisfies 1 − sinβ ≤
1/p(1 − 1/(2p)). Although we focused primarily on the
intrinsic geometry of the surfaces, we showed that for ax-
isymmetric surfaces, where the extrinsic geometry can be
deduced entirely by the intrinsic geometry, we can deduce
the changes in extrinsic shape as well. For nominally flat
surfaces, this leads to a simple intuitive prediction that
in the presence of a positive defect, a bump forms with
height profile h(t) ∼

√
t for early times t, while for polar

order on spheres, we find that the resulting stationary
geometry is a deformed lemon.

More generally, we can ask what would happen if the
defects were mobile, and moved in response to spatial
variations in the geometry, while themselves changing the
surface geometry. Over long times, if we have both posi-
tive and negative defects, naively we would expect them
to annihilate each other. However, if we consider charges
of the same sign, as we did for the case of the sphere,
there can in principle be a steady state for the defects.
For example, Ref. [36] found equilibrium configurations
of the p-atic defect on a sphere. Here, using this equilib-
rium configurations as our initial condition for geometric
growth, we find that the defects will not move, but the
surface will develop conical singularities at the locations
of the defects, thus pinning the defects. For example, for
the case of p = 1, we get the lemon configuration. Un-
derstanding the varying equilibrium configurations as a
function of the number and type of defects is a natural
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next question to study.

While our current study has mainly focused on positive
defects, there are other cases where an equilibrium con-
figuration with both positive and negative defects can be
attained. For example, on a torus with varying mean and
Gaussian curvature, plus-minus defect pairs can nucle-
ate [37]. In active systems, we might expect that activity
can stabilize a defect configuration of both signs, as for
example shown in [15], and another interesting question
is to study these cases further.

With the recently increasing interest in the mathemat-
ical and physical study of textiles [38, 39] that are knit
or woven from filaments, or active versions thereof, our
study suggests new ways to engineer shape by using p-
atic defects to generate complex curvature patterns and
enhance drapability of the human body, building on an-
cient empirical approaches that have been long known to

artists and artisans.
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