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#### Abstract

We will construct a non-separable Hilbert space for which the inhomogeneous $\operatorname{SL}(2, \mathbb{C})$ acts on it unitarily. Each vector in this Hilbert space is described by a (rectangular) space-like surface in $\mathbb{R}^{4}$, for which a frame consisting of a time-like vector and a space-like vector, and a vector field is defined on it. The inner product on this Hilbert space is defined via a surface integral, which is associated with the area of the surface.
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## 1 Preliminaries

Consider the 4-dimensional Euclidean space $\mathbb{R} \times \mathbb{R}^{3} \equiv \mathbb{R}^{4}$. Note that $\mathbb{R}$ will be referred to as the time-axis and $\mathbb{R}^{3}$ is the spatial 3-dimensional Euclidean space. Fix the standard coordinates on $\mathbb{R}^{4} \equiv \mathbb{R} \times \mathbb{R}^{3}, \vec{x}=\left(x^{0}, x^{1}, x^{2}, x^{3}\right)$, with time coordinate $x^{0}$ and spatial coordinates $x=\left(x^{1}, x^{2}, x^{3}\right)$. On $\mathbb{R}^{4}$, we endow it with the standard Riemannian metric.

Throughout this article, we adopt Einstein's summation convention, i.e. we sum over repeated superscripts and subscripts.

We set the speed of light $c=1$. On $\mathbb{R}^{4}$, we can define the Minkowski metric, given by

$$
\begin{equation*}
\vec{x} \cdot \vec{y}:=-x^{0} y^{0}+\sum_{i=1}^{3} x^{i} y^{i} \tag{1.1}
\end{equation*}
$$

Note that our Minkowski metric is negative of the one used by physicists.

## 2 Inhomogeneous $\operatorname{SL}(2, \mathbb{C})$

A Lorentz transformation $\Lambda$ is a linear transformation mapping space-time $\mathbb{R}^{4}$ onto itself, which preserves the Minkowski metric given in Equation (1.1). Indeed, the Lorentz transformations form a group, referred to as Lorentz group $L$. It has 4 components, and we will call the component containing the identity, as the restricted Lorentz group, denoted $L_{+}^{\uparrow}$.

Given any continuous group acting on $\mathbb{R}^{4}$, we can consider its corresponding inhomogeneous group, whose elements are pairs consisting of a translation and a homogeneous transformation. For example, the Poincare group $\mathscr{P}$ containing the Lorentz group $L$, will have elements $\{\vec{a}, \Lambda\}$, where $\Lambda \in L$ and $\vec{a}$ will represent translation in the direction $\vec{a}$. The multiplication law for the Poincare group is given by

$$
\left\{\vec{a}_{1}, A_{1}\right\}\left\{\vec{a}_{2}, A_{2}\right\}=\left\{\vec{a}_{1}+A_{1} \vec{a}_{2}, A_{1} A_{2}\right\} .
$$

Associated with the restricted Lorentz group $L_{+}^{\uparrow}$ is the group of $2 \times 2$ complex matrices of determinant one, denoted by $\operatorname{SL}(2, \mathbb{C})$. There is an onto homomorphism $Y: \operatorname{SL}(2, \mathbb{C}) \rightarrow L_{+}^{\uparrow}$. Thus, given $\Lambda \in \operatorname{SL}(2, \mathbb{C}), Y(\Lambda) \in L_{+}^{\uparrow} \subset L$. A formula for $Y$ can be found in [1].

Instead of the Poincare group, we can consider the inhomogeneous $\operatorname{SL}(2, \mathbb{C})$ in its place, which we will denote also by $\operatorname{SL}(2, \mathbb{C})$, and use it to construct unitary representations of the Poincare group. Its elements will consist of $\{\vec{a}, \Lambda\}$ and its multiplication law is given by

$$
\left\{\vec{a}_{1}, \Lambda_{1}\right\}\left\{\vec{a}_{2}, \Lambda_{2}\right\}=\left\{\vec{a}_{1}+Y\left(\Lambda_{1}\right) \vec{a}_{2}, \Lambda_{1} \Lambda_{2}\right\} .
$$

By abuse of notation, for any $\Lambda \in \operatorname{SL}(2, \mathbb{C})$, we will write $\Lambda \vec{a}_{2} \equiv Y(\Lambda) \vec{a}_{2}$.
Now, every irreducible finite dimensional representation of $\operatorname{SL}(2, \mathbb{C})$ is denoted by $D^{(j / 2, k / 2)}, j, k$ are non-negative integers. This representation is known as the spinor representation of $\mathrm{SL}(2, \mathbb{C})$. Any irreducible representation of $\mathrm{SU}(2)$ is equivalent to $A \in \operatorname{SU}(2) \subset \mathrm{SL}(2, \mathbb{C}) \mapsto D^{(j / 2,0)}(A)$ for some integer $j$. See [1].

But what we are interested in is to construct unitary representations of $\operatorname{SL}(2, \mathbb{C})$. (See [2].) And the only unitary finite dimensional representation of $\operatorname{SL}(2, \mathbb{C})$ is the trivial representation. See Theorem 16.2 in [3].

Thus, we need to look at unitary infinite dimensional representations of $\mathrm{SL}(2, \mathbb{C})$. A discussion of the classification of unitary representation of inhomogeneous $\operatorname{SL}(2, \mathbb{C})$ can be found in (4). An explicit construction can be found in (5). This construction used $L^{2}$ complex valued functions. Another construction is the space of tempered distributions (acting on $L^{2}\left(\mathbb{R}^{2}\right)$ ), which can be found in [6]. An unitary representation of inhomogeneous $\mathrm{SL}(2, \mathbb{C})$ using a spinor representation of positive mass $m$, can be found in [1].

We would like to give another construction, using rectangular surfaces in $\mathbb{R}^{4}$. Clearly, the area of a surface is invariant under spatial rotation. Suppose we have a rectangular surface in the $x^{0}-x^{1}$ plane. If we give it a boost in the $x^{1}$-direction, because of time-dilation and length contraction, we see that the area of the rectangular surface remains invariant.

However, if we boost in the $x^{2}$ direction, then the area is no longer invariant. But this motivates us to look at surfaces in $\mathbb{R}^{4}$, and we consider an inner product that is associated with the area of a surface. We can generalize this idea as given in the next section, by considering a field over a surface.

An unitary representation of inhomogeneous $\operatorname{SL}(2, \mathbb{C})$ appears in the Wightman's axioms. See [1]. A construction of a 4-dimensional quantum field theory that satisfies Wightman's axioms, is required to prove the Yang-Mills mass gap problem, as described in 8].

## 3 Quantum Hilbert Space

Notation 3.1 We will let $I=[0,1]$ be the unit interval, and $I^{2} \equiv I \times I$. The variables $s, \bar{s}, t, \bar{t}$ will take values in $I$ and $\hat{s}=(s, \bar{s}), \hat{t}=(t, \bar{t}) \in I^{2}$. And d $\hat{s} \equiv d s d \bar{s}$, $d \hat{t} \equiv d t d \bar{t}$. Typically, s, $\bar{s}, t, \bar{t}$ will be reserved as the variable for some parametrization, i.e. $\vec{\rho}: s \in I \mapsto \mathbb{R}^{4}$.

To construct a Hilbert space $\mathscr{H}$ for which $\operatorname{SL}(2, \mathbb{C})$ acts on unitarily, we need a finite dimensional real vector space $\mathcal{V}$, of which $\left\{E^{\alpha}\right\}_{\alpha=1}^{N}$ is its orthonormal basis. We endow a real inner product $\langle\cdot, \cdot\rangle$ on $\mathcal{V}$. Extend this inner product to be a sesquilinear complex inner product, over the complexification of $\mathcal{V}$, denoted as $\mathcal{V}_{\mathbb{C}} \equiv \mathcal{V} \otimes_{\mathbb{R}} \mathbb{C}$. Hence, it is linear in the first variable, conjugate linear in the second.

Definition 3.2 (Time-like and space-like surfaces)
Let $S$ be a rectangular surface in $\mathbb{R}^{4}$, contained in some plane. By rotating the spatial axes if necessary, we may assume without any loss of generality, that a parametrization of $S$ is given by $\left\{\left(a^{0}+s b^{0}, a^{1}, a^{2}+s b^{2}, a^{3}+t b^{3}\right)^{T} \in \mathbb{R}^{4}: s, t \in I\right\}$, for constants $a^{\alpha}, b^{\alpha} \in \mathbb{R}$. Now, the surface $S$ is spanned by two directional vectors $\left(b^{0}, 0, b^{2}, 0\right)^{T}$ and $\left(0,0,0, b^{3}\right)^{T}$. Note that $\left(b^{0}, 0, b^{2}, 0\right)^{T}$ lie in the $x^{0}-x^{2}$ plane and is orthogonal to $\left(0,0,0, b^{3}\right)^{T}$.

We say a rectangular surface $S$ is space-like, if $\left|b^{0}\right|<\left|b^{2}\right|$, i.e. the acute angle which the vector $\left(b^{0}, 0, b^{2}, 0\right)^{T}$ makes with the $x^{2}$-axis in the $x^{0}-x^{2}$-plane is less than $\pi / 4$.

We say a rectangular surface $S$ is time-like, if $\left|b^{0}\right|>\left|b^{2}\right|$, i.e. the acute angle which the vector $\left(b^{0}, 0, b^{2}, 0\right)^{T}$ makes with the $x^{0}$-axis in the $x^{0}-x^{2}$-plane is less than $\pi / 4$.

Remark 3.3 Let $S$ be a rectangular surface in $\mathbb{R}^{4}$ contained in some plane, and $T S$ denote the set of directional vectors that lie inside $S$.

Write $\vec{v}=\left(v^{0}, v\right) \equiv\left(v^{0}, v^{1}, v^{2}, v^{3}\right) \in T S$, and define $|v|^{2}=\left(v^{1}\right)^{2}+\left(v^{2}\right)^{2}+\left(v^{3}\right)^{2}$. An equivalent way to say that $S$ is time-like is

$$
\begin{equation*}
\inf _{\overrightarrow{0} \neq \vec{v} \in T S} \frac{|v|^{2}}{\left(v^{0}\right)^{2}}<1 . \tag{3.1}
\end{equation*}
$$

And we say that $S$ is space-like if

$$
\begin{equation*}
\inf _{\overrightarrow{0} \neq \vec{v} \in T S} \frac{|v|^{2}}{\left(v^{0}\right)^{2}}>1 . \tag{3.2}
\end{equation*}
$$

By definition, a time-like surface must contain a time-like directional vector in it. Since under Lorentz transformation, a time-like vector remains time-like, we see that a time-like surface remains time-like under Lorentz transformation. Similarly, a surface is space-like means all its directional vectors in the surface are space-like. Under Lorentz transformation, all its directional vectors spanning $S$ remain spacelike, hence a space-like surface remains space-like under Lorentz transformation.

In the rest of this article, we will only consider surfaces which contain rectangular surfaces contained in some plane, which are space-like.

Suppose we consider a time-like surface contained in some plane, i.e. let $\phi \in \mathbb{R}$ such that $\operatorname{coth} \phi=\left|b^{0}\right| /\left|b^{2}\right|>1$. Then we can write $b^{0}=\alpha \cosh \phi, b^{2}=\alpha \sinh \phi$, $\phi \geq 0$. When the surface is space-like, then we will write $b^{0}=\alpha \sinh \phi, b^{2}=\alpha \cosh \phi$, $\alpha$ is a non-zero constant. Hence, we can parametrize a time-like rectangular surface with

$$
(s, t) \in I^{2} \mapsto\left(\begin{array}{c}
a^{0}+s \alpha \cosh \phi \\
a^{1} \\
a^{2}+s \alpha \sinh \phi \\
a^{3}+t \beta b^{3}
\end{array}\right)=\left(\begin{array}{c}
a^{0} \\
a^{1} \\
a^{2} \\
a^{3}
\end{array}\right)+\left(\begin{array}{cccc}
\cosh \phi & 0 & \sinh \phi & 0 \\
0 & 1 & 0 & 0 \\
\sinh \phi & 0 & \cosh \phi & 0 \\
0 & 0 & 0 & 1
\end{array}\right)\left(\begin{array}{c}
\alpha s \\
0 \\
0 \\
\beta t b^{3}
\end{array}\right) ;
$$

a space-like rectangular surface with

$$
(s, t) \in I^{2} \mapsto\left(\begin{array}{c}
a^{0}+s \alpha \sinh \phi  \tag{3.3}\\
a^{1} \\
a^{2}+s \alpha \cosh \phi \\
a^{3}+t \beta b^{3}
\end{array}\right)=\left(\begin{array}{c}
a^{0} \\
a^{1} \\
a^{2} \\
a^{3}
\end{array}\right)+\left(\begin{array}{cccc}
\cosh \phi & 0 & \sinh \phi & 0 \\
0 & 1 & 0 & 0 \\
\sinh \phi & 0 & \cosh \phi & 0 \\
0 & 0 & 0 & 1
\end{array}\right)\left(\begin{array}{c}
0 \\
0 \\
\alpha s \\
\beta t b^{3}
\end{array}\right),
$$

whereby $\alpha$ and $\beta$ are some fixed non-zero constants.
In this article, when we say surface $S$, we mean it is a finite, disjoint union of space-like rectangular compact surfaces in $\mathbb{R}^{4}$, containing none, some or all of its boundary points.

## Definition 3.4 (Surface)

Any surface $S \equiv\left\{S_{u}: u=1, \ldots, n\right\} \subset \mathbb{R}^{4}$, satisfies the following conditions:

- each connected component $S_{u}$ is a rectangular surface in $\mathbb{R}^{4}$ contained in some plane, which is space-like;
- each connected component $S_{u}$ may contain none, some or all of its boundary;
- $S_{u} \cap S_{v}=\emptyset$ if $u \neq v$;
- $S$ is contained in some bounded set in $\mathbb{R}^{4}$.

Given 2 surfaces, $S$ and $\tilde{S}$, we need to take the intersection and union of these surfaces. Now, the union of these 2 surfaces can always be written as a disjoint union of connected sets, each such set is a surface, containing none, some or all of its boundary points. However, the intersection may not be a surface. For example, the two surfaces may intersect to give a curve. In such a case, we will take the intersection to be the empty set $\emptyset$.

Definition 3.5 Let $S_{0}$ be a compact rectangular space-like surface inside the $x^{2}-x^{3}$ plane. From Equation (3.3), we see that any rectangular space-like surface $S$ can be transformed to $S_{0}$ by Lorentz transformations and translation. Let $e_{0}=(1,0,0,0)^{T}$ and $e_{1}=(0,1,0,0)^{T}$ be time-like and space-like vectors respectively.

We say that $\left\{\hat{f}_{0}, \hat{f}_{1}\right\}$ is a frame for a compact space-like surface $S$ contained in some plane, if there exists a sequence of Lorentz transformations $\Lambda_{1}, \cdots, \Lambda_{n}$ and a translation by $\vec{a} \in \mathbb{R}^{4}$, such that

- $S=\Lambda_{n} \cdots \Lambda_{1} S_{0}+\vec{a}$;
- $\hat{f}_{0}=\Lambda_{n} \cdots \Lambda_{1} e_{0} \in \mathbb{R}^{4} ;$ and
- $\hat{f}_{1}=\Lambda_{n} \cdots \Lambda_{1} e_{1} \in \mathbb{R}^{4}$.

Remark 3.6 Observe that $\hat{f}_{0}$ is time-like and $\hat{f}_{1}$ is space-like, both in $\mathbb{R}^{4}$, satisfying the following properties:

- $\hat{f}_{0} \cdot \vec{x}=\hat{f}_{1} \cdot \vec{x}=0$ for any directional vector $\vec{x}$ in $S$;
- $\hat{f}_{0} \cdot \hat{f}_{1}=0$ and
- $\hat{f}_{0} \cdot \hat{f}_{0}=-1$ and $\hat{f}_{1} \cdot \hat{f}_{1}=1$.

Given a space-like surface $S=\bigcup_{u=1}^{\infty} S_{u}$, each $S_{u}$ is a compact rectangular spacelike surface contained inside some plane, we will write $\left\{\hat{f}_{0}^{u}, \hat{f}_{1}^{u}\right\}_{u \geq 1}$ to denote a collection of frames for $S$, such that each $\left\{\hat{f}_{0}^{u}, \hat{f}_{1}^{u}\right\}$ is a frame for $S_{u}$.

Consider the trivial bundle $\mathbb{R}^{4} \times \mathcal{V}_{\mathbb{C}} \rightarrow \mathbb{R}^{4}$. The Hilbert space $\mathscr{H}$ will consist of vectors of the form $\sum_{u=1}^{\infty}\left(S_{u}, f_{\alpha}^{u} \otimes E^{\alpha},\left\{\hat{f}_{0}^{u}, \hat{f}_{1}^{u}\right\}\right)$, whereby $S_{u}$ is some space-like surface in $\mathbb{R}^{4}$ as described above, $f_{\alpha}^{u}$ will be some (measurable) complex-valued function, which is defined on the surface $S_{u}$ and $\left\{\hat{f}_{0}^{u}, \hat{f}_{1}^{u}\right\}$ is a frame for each surface $S_{u}$ contained in a plane as described in Definition 3.5. We sum over repeated index $\alpha$, from $\alpha=1$ to $N$. Let $\sigma:[0,1] \times[0,1] \rightarrow \mathbb{R}^{4}$ be a parametrization of $S$. The complex-valued function $f_{\alpha}$ is said to be measurable on $S$, if $f_{\alpha} \circ \sigma:[0,1]^{2} \rightarrow \mathbb{C}$ is measurable.

Remark 3.7 One should think of $f_{\alpha}^{u} \otimes E^{\alpha}$ as a section of the vector bundle $\mathbb{R}^{4} \times$ $\mathcal{V}_{\mathbb{C}} \rightarrow \mathbb{R}^{4}$, defined over the surface $S_{u}$. Henceforth, it will be referred to as a field over $S_{u}$. If $\vec{x} \in S_{u}$, then the field vector at $\vec{x}$ will be given by $f_{\alpha}^{u}(\vec{x}) \otimes E^{\alpha}$.

Let $S$ and $\tilde{S}$ be rectangular space-like surfaces contained in a plane. Given scalars $\lambda$ and $\mu$, we define the addition and scalar multiplication as

$$
\begin{align*}
\lambda\left(S, f_{\alpha} \otimes E^{\alpha},\left\{\hat{f}_{0}, \hat{f}_{1}\right\}\right) & +\mu\left(\tilde{S}, g_{\alpha} \otimes E^{\alpha},\left\{\hat{f}_{0}, \hat{f}_{1}\right\}\right) \\
& :=\left(S \cup \tilde{S},\left(\lambda \tilde{f}_{\alpha}+\mu \tilde{g}_{\alpha}\right) \otimes E^{\alpha},\left\{\hat{f}_{0}, \hat{f}_{1}\right\}\right) \tag{3.4}
\end{align*}
$$

Here, we extend $f_{\alpha}$ to be $\tilde{f}_{\alpha}: S \cup \tilde{S} \rightarrow \mathbb{R}$ by $\tilde{f}_{\alpha}(p)=f_{\alpha}(p)$ if $p \in S$; otherwise $\tilde{f}(p)=0$. Similarly, $\tilde{g}_{\alpha}$ is an extension of $g_{\alpha}$, defined as $\tilde{g}_{\alpha}(p)=g_{\alpha}(p)$, if $p \in \tilde{S}, 0$ otherwise.

Remark 3.8 For the above addition to hold, we require that the frame $\left\{\hat{f}_{0}, \hat{f}_{1}\right\}$ on $S$ and $\tilde{S}$ to be the same.

Definition 3.9 Given a bounded surface $S=\bigcup_{u=1}^{n} S_{u}$, each $S_{u}$ equipped with a frame $\left\{\hat{f}_{0}^{u}, \hat{f}_{1}^{u}\right\}$, and a set of bounded and continuous complex-valued functions $\left\{f_{\alpha}^{u}\right\}_{\alpha=1}^{N}$, $u \geq 1$, defined on $S_{u}$, form a vector $\sum_{u=1}^{n}\left(S_{u}, f_{\alpha}^{u} \otimes E^{\alpha},\left\{\hat{f}_{0}^{u}, \hat{f}_{1}^{u}\right\}\right)$. Note that for each $u, f_{\alpha}^{u} \otimes E^{\alpha}$ is a vector field over $S_{u}$, with $S_{u}$ contained in some space-like plane, equipped with a frame $\left\{\hat{f}_{0}^{u}, \hat{f}_{1}^{u}\right\}$. Let $V$ be a (complex) vector space containing such vectors, with addition and scalar multiplication defined by Equation (3.4).

Remark 3.10 The zero vector can be written as ( $S, 0,\left\{\hat{f}_{0}, \hat{f}_{1}\right\}$ ) for any space-like rectangular surface $S$ contained in a plane, equipped with any frame $\left\{\hat{f}_{0}, \hat{f}_{1}\right\}$.

We want to make $V$ to be a normed space. We can define the following inner product.

Definition 3.11 For a surface $S$, define $\int_{S} d \rho$ as in Corollary B.2. Assume that $S$ and $\tilde{S}$ be space-like surfaces, contained in a plane. Let $\sigma: I^{2} \rightarrow S \cap \tilde{S}$ be a parametrization. Define an inner product $\langle\cdot, \cdot\rangle$ for $\left(S, f_{\alpha} \otimes E^{\alpha},\left\{\hat{f}_{0}, \hat{f}_{1}\right\}\right) \in V$, $\left(\tilde{S}, g_{\beta} \otimes E^{\beta},\left\{\hat{g}_{0}, \hat{g}_{1}\right\}\right) \in V$, given by

$$
\begin{aligned}
& \left\langle\left(S, f_{\alpha} \otimes E^{\alpha},\left\{\hat{f}_{0}, \hat{f}_{1}\right\}\right),\left(\tilde{S}, g_{\beta} \otimes E^{\beta},\left\{\hat{g}_{0}, \hat{g}_{1}\right\}\right)\right\rangle \\
& \quad:=\sum_{\alpha, \beta=1}^{N} \int_{S \cap \tilde{S}} f_{\alpha} \overline{g_{\beta}} d \rho\left\langle E^{\alpha}, E^{\beta}\right\rangle \\
& \quad=\sum_{\alpha, \beta=1}^{N} \sum_{0 \leq a<b \leq 3} \int_{I^{2}} f_{\alpha}(\sigma(\hat{s})) \overline{g_{\beta}}(\sigma(\hat{s})) \rho_{\sigma}^{a b}(\hat{s})\left|J_{a b}^{\sigma}\right|(\hat{s}) d \hat{s}\left\langle E^{\alpha}, E^{\beta}\right\rangle,
\end{aligned}
$$

provided $\left\{\hat{f}_{0}, \hat{f}_{1}\right\}=\left\{\hat{g}_{0}, \hat{g}_{1}\right\}$. Otherwise, it is defined as zero.

For a surface $S, \int_{S} d \rho$ gives us the area of a surface $S$. See Corollary B. 2 and its following remark. Unfortunately, area of a surface is not invariant under boost. Therefore, the above inner product will not be invariant if we boost $S$. Hence we will not consider this inner product.

Given a surface $S$, let $\sigma$ be any parametrization of $S$. We can define $\int_{S} d \rho$ using this parametrization $\sigma$ as given in Definition B.1. Now, replace $\sigma \equiv\left(\sigma_{0}, \sigma_{1}, \sigma_{2}, \sigma_{3}\right)$ with $\sigma=\left(i \sigma_{0}, \sigma_{1}, \sigma_{2}, \sigma_{3}\right)$ and hence define $\int_{S} d \rho$ as given in Definition B.5. Essentially, we change the time component in the formula for $\int_{S} d \rho$ to be purely imaginary. Now we will define and use the following inner product in the rest of this article.

Definition 3.12 Refer to Definition B.5 for the definition of $\int_{S} d|\rho|$, for a surface $S$. Assume that $S$ and $\tilde{S}$ be space-like surfaces, contained in a plane. Let $\sigma: I^{2} \rightarrow$ $S \cap \tilde{S}$ be a parametrization. Define an inner product $\langle\cdot, \cdot\rangle$ for $\left(S, f_{\alpha} \otimes E^{\alpha},\left\{\hat{f}_{0}, \hat{f}_{1}\right\}\right) \in$
$V,\left(\tilde{S}, g_{\beta} \otimes E^{\beta},\left\{\hat{g}_{0}, \hat{g}_{1}\right\}\right) \in V$, given by

$$
\begin{aligned}
& \left\langle\left(S, f_{\alpha} \otimes E^{\alpha},\left\{\hat{f}_{0}, \hat{f}_{1}\right\}\right),\left(\tilde{S}, g_{\beta} \otimes E^{\beta},\left\{\hat{g}_{0}, \hat{g}_{1}\right\}\right)\right\rangle:=\sum_{\alpha, \beta=1}^{N} \int_{S \cap \tilde{S}} f_{\alpha} \overline{g_{\beta}} d|\hat{\rho}|\left\langle E^{\alpha}, E^{\beta}\right\rangle \\
& =\sum_{\alpha, \beta=1}^{N} \int_{I^{2}} f_{\alpha}(\sigma(\hat{s})) \overline{g_{\beta}}(\sigma(\hat{s}))\left|\sum_{0 \leq a<b \leq 3} \dot{\rho}_{\sigma}^{a b}(\hat{s})\left[\operatorname{det} \tilde{J}_{a b}^{\sigma}\right](\hat{s})\right| d \hat{s}\left\langle E^{\alpha}, E^{\beta}\right\rangle,
\end{aligned}
$$

provided $\left\{\hat{f}_{0}, \hat{f}_{1}\right\}=\left\{\hat{g}_{0}, \hat{g}_{1}\right\}$. Otherwise, it is zero.
Denote its norm by $|\cdot|$. Let $\mathscr{H}$ denote the Hilbert space containing $V$, using the said inner product.

Remark 3.13 The integrals in Definitions 3.11 and 3.12 are independent of the choice of parametrization $\sigma$.

Proposition 3.14 The Hilbert space $\mathscr{H}$ is non-separable.

Proof. Consider a compact rectangular surface $S_{0}$ contained in the $x^{2}-x^{3}$ plane, with $\left\{e_{0}, e_{1}\right\}$ as its frame. Then, we see that

$$
\left\{\left(S_{0}+\vec{a}, E^{\alpha},\left\{e_{0}, e_{1}\right\}\right): \vec{a} \in \mathbb{R}\right\}
$$

is an uncountable set of vectors in $\mathscr{H}$, since

$$
\left\langle\left(S_{0}+\vec{a}, E^{\alpha},\left\{e_{0}, e_{1}\right\}\right),\left(S_{0}+\vec{b}, E^{\alpha},\left\{e_{0}, e_{1}\right\}\right)\right\rangle=0
$$

if $\vec{a} \neq \vec{b}$. Thus this uncountable set consists of an orthogonal vectors, hence the Hilbert space is non-separable.

## 4 Unitary representation of inhomogeneous $\mathrm{SL}(2, \mathbb{C})$

Given a vector $\vec{x} \in \mathbb{R}^{4}$, $\{\vec{a}, \Lambda\}$ acts on $\vec{x}$ by $\vec{x} \mapsto \Lambda \vec{x}+\vec{a}$. By abuse of notation, for a surface $S$, $\{\vec{a}, \Lambda\}$ acts on $S$ by $S \mapsto \Lambda S+\vec{a}$, which means first apply a Lorentz transformation $Y(\Lambda)$ to the surface $S$, followed by translating the surface $Y(\Lambda) S$ by $\vec{a}$.

Let $\langle\vec{x}, \vec{y}\rangle:=\sum_{a=0}^{3} x^{a} y^{a}$ be the usual scalar product in $\mathbb{R}^{4}$. (Compare with the Minkowski metric given in Equation (1.1).) We will now define a unitary representation of the inhomogeneous $\operatorname{SL}(2, \mathbb{C})$, acting on $\mathscr{H}$.

Definition 4.1 (Unitary Representation of the inhomogeneous $\operatorname{SL}(2, \mathbb{C})$ )
Choose 2 numbers $\hat{H}$ and $\hat{P}$, which are fixed. There is a continuous unitary representation of the inhomogeneous $\operatorname{SL}(2, \mathbb{C}),\{\vec{a}, \Lambda\} \mapsto U(\vec{a}, \Lambda)$. Now, $U(\vec{a}, \Lambda)$ acts on the Hilbert space $\mathscr{H}$, by

$$
\left(S, f_{\alpha} \otimes E^{\alpha},\left\{\hat{f}_{0}, \hat{f}_{1}\right\}\right) \mapsto U(\vec{a}, \Lambda)\left(S, f_{\alpha} \otimes E^{\alpha},\left\{\hat{f}_{0}, \hat{f}_{1}\right\}\right)
$$

as

$$
\begin{align*}
U(\vec{a}, \Lambda) & \left(S, f_{\alpha} \otimes E^{\alpha},\left\{\hat{f}_{0}, \hat{f}_{1}\right\}\right) \\
& :=\left(\Lambda S+\vec{a}, e^{-i\left[\vec{a} \cdot\left(\hat{H} \Lambda \hat{f}_{0}+\hat{P} \Lambda \hat{f}_{1}\right)\right]} f_{\alpha}\left[\Lambda^{-1}(\cdot-\vec{a})\right] \otimes E^{\alpha},\left\{\Lambda \hat{f}_{0}, \Lambda \hat{f}_{1}\right\}\right) . \tag{4.1}
\end{align*}
$$

Here, $S$ is a space-like surface contained in some plane.
Remark 4.2 1. The unitary representation depends on $\hat{H}, \hat{P} \in \mathbb{R}$, which are fixed.
2. Let us explain the formula on the RHS of Equation(4.1). Suppose $\sigma: I^{2} \rightarrow S$ is a parametrization for $S$. Then $\Lambda \sigma+\vec{a} \equiv Y(\Lambda) \sigma+\vec{a}$ will be a parametrization for $Y(\Lambda) S+\vec{a}$. And, the field at the point $\vec{x}:=Y(\Lambda) \sigma(\hat{s})+\vec{a} \in \Lambda S+\vec{a}$, is given by

$$
\begin{aligned}
e^{-i\left[\vec{a} \cdot\left(\hat{H} Y(\Lambda) \hat{f}_{0}+\hat{P} Y(\Lambda) \hat{f}_{1}\right)\right]} & f_{\alpha}\left[Y\left(\Lambda^{-1}\right)(\vec{x}-\vec{a})\right] \otimes E^{\alpha} \\
& \equiv e^{-i\left[\vec{a} \cdot\left(\hat{H} Y(\Lambda) \hat{f}_{0}+\hat{P} Y(\Lambda) \hat{f}_{1}\right)\right]} f_{\alpha}[\sigma(\hat{s})] \otimes E^{\alpha} .
\end{aligned}
$$

We will now prove that $U(\vec{a}, \Lambda)$ is unitary and that $U$ is a unitary representation of the inhomogeneous group $\operatorname{SL}(2, \mathbb{C})$.

Theorem 4.3 The map $U(\vec{a}, \Lambda)$ defined on $\mathscr{H}$ is unitary, using the inner product $\langle\cdot, \cdot\rangle$ as defined in Definition 3.12.

Proof. We will first show that it is a representation. Given $\{\vec{b}, \Gamma\},\{\vec{a}, \Lambda\}$ from $\operatorname{SL}(2, \mathbb{C})$, we have ( $\hat{g}_{0}=\Lambda \hat{f}_{0}, \hat{g}_{1}=\Lambda \hat{f}_{1}$ )

$$
\begin{aligned}
& U(\vec{b}, \Gamma) U(\vec{a}, \Lambda)\left(S, f_{\alpha} \otimes E^{\alpha},\left\{\hat{f}_{0}, \hat{f}_{1}\right\}\right) \\
& =U(\vec{b}, \Gamma)\left(\Lambda S+\vec{a}, e^{-i\left[\vec{a} \cdot\left(\hat{H} \hat{g}_{0}+\hat{P} \hat{g}_{1}\right)\right]} f_{\alpha}\left[\Lambda^{-1}(\cdot-\vec{a})\right] \otimes E^{\alpha},\left\{\hat{g}_{0}, \hat{g}_{1}\right\}\right) \\
& \left.=\left(\Gamma \Lambda S+\Gamma \vec{a}+\vec{b}, \hat{E} f_{\alpha}\left[\Lambda^{-1} \Gamma^{-1}(\cdot-\vec{b})-\Lambda^{-1} \vec{a}\right)\right] \otimes E^{\alpha},\left\{\Gamma \hat{g}_{0}, \Gamma \hat{g}_{1}\right\}\right) \\
& =\left(\Gamma \Lambda S+\Gamma \vec{a}+\vec{b}, \hat{E} f_{\alpha}\left[(\Gamma \Lambda)^{-1}(\cdot-\vec{b}-\Gamma \vec{a})\right] \otimes E^{\alpha},\left\{\Gamma \Lambda \hat{f}_{0}, \Gamma \Lambda \hat{f}_{1}\right\}\right),
\end{aligned}
$$

whereby $\hat{E}$ is equal to

$$
e^{-i\left[\vec{b} \cdot\left(\hat{H} \Gamma \hat{g}_{0}+\hat{P} \Gamma \hat{g}_{1}\right)\right]} e^{-i\left[\vec{a} \cdot\left(\hat{H} \hat{g}_{0}+\hat{P} \hat{g}_{1}\right)\right]}=e^{-i\left[(\vec{b}+\Gamma \vec{a}) \cdot \Gamma \Lambda\left(\hat{H} \hat{f}_{0}+\hat{P} \hat{f}_{1}\right)\right]}
$$

because $\Gamma \vec{x} \cdot \Gamma \vec{y}=\vec{x} \cdot \vec{y}$.
Hence, we see that

$$
U(\vec{b}, \Gamma) U(\vec{a}, \Lambda)\left(S, f_{\alpha} \otimes E^{\alpha},\left\{\hat{f}_{0}, \hat{f}_{1}\right\}\right)=U(\vec{b}+\Gamma \vec{a}, \Gamma \Lambda)\left(S, f_{\alpha} \otimes E^{\alpha},\left\{\hat{f}_{0}, \hat{f}_{1}\right\}\right)
$$

Write

$$
\dot{\rho}_{\sigma}=\sum_{0 \leq a<b \leq 3} \dot{\rho}_{\sigma}^{a b} \operatorname{det} \dot{J}_{a b}^{\sigma} .
$$

Note that multiplication by $e^{i c}$ is unitary, $c \in \mathbb{R}$. By definition, $\dot{\rho}_{\sigma}$ is invariant under translation. From Equation (4.1), it is clear that the inner product in Definition 3.12 will be invariant under translation $U(\vec{a}, 1)$. We will now check that it is unitary under a Lorentz transformation $\Lambda$.

Let $\sigma: I^{2} \rightarrow \mathbb{R}^{4}$ be a parametrization of a compact rectangular surface $S$. Under a Lorentz transformation $\Lambda$, the surface $\Lambda S$ can be parametrized by $\Lambda \sigma$. From Equation (B.5), we have that $\rho_{\Lambda \sigma}=\dot{\rho}_{\sigma}$, pointwise under Lorentz transformation. From Definition 3.12,

$$
\begin{align*}
\sum_{\alpha, \beta=1}^{N} & \int_{I^{2}} f_{\alpha}(\sigma(\hat{s})) \overline{g_{\beta}}(\sigma(\hat{s}))\left|\dot{\rho}_{\sigma}\right|(\hat{s}) d \hat{s}\left\langle E^{\alpha}, E^{\beta}\right\rangle \\
& \longmapsto U(0, \Lambda) \\
& \sum_{\alpha, \beta=1}^{N} \int_{I^{2}} f_{\alpha}(\sigma(\hat{s})) \overline{g_{\beta}}(\sigma(\hat{s}))\left|\rho_{\Lambda \sigma}\right|(\hat{s}) d \hat{s}\left\langle E^{\alpha}, E^{\beta}\right\rangle  \tag{4.2}\\
& =\sum_{\alpha, \beta=1}^{N} \int_{I^{2}} f_{\alpha}(\sigma(\hat{s})) \overline{g_{\beta}}(\sigma(\hat{s}))\left|\hat{\rho}_{\sigma}\right|(\hat{s}) d \hat{s}\left\langle E^{\alpha}, E^{\beta}\right\rangle .
\end{align*}
$$

## A Lorentz transformation

For the reader who is not familiar with Lorentz transformation, we have included this section for his convenience. Let $c>0$ be the speed of light. Given two frames $F$ and $F^{\prime}$, let $F^{\prime}$ move with velocity $v$ in the $x^{1}$ direction. Let $\beta=v / c$ and because $v<c$, we have $-1<\beta<1$.

Suppose $\left(x^{0}, x\right)$ are the coordinates of an event recorded by an observer in $F$ and $\left(\tilde{x}^{0}, \tilde{x}\right)$ are the coordinates of the same event recorded by an observer in $F^{\prime}$. Then, we have the following coordinate transformation $\left\{x^{a}\right\}_{a=0}^{3} \mapsto\left\{\tilde{x}^{a}\right\}_{a=0}^{3}$,

$$
\binom{\tilde{x}^{0}}{\tilde{x}^{1}}=\gamma\left(\begin{array}{cc}
1 & -\frac{\beta}{c}  \tag{A.1}\\
-\beta c & 1
\end{array}\right)\binom{x^{0}}{x^{1}}, \quad \tilde{x}^{2}=x^{2}, \quad \tilde{x}^{3}=x^{3},
$$

whereby

$$
\gamma=\frac{1}{\sqrt{1-\beta^{2}}} .
$$

Such a transformation is linear and we say it is a Lorentz boost in the $x^{1}$ direction. One can write down similar transformations for boosts in the $x^{2}$ and $x^{3}$ directions.

Its inverse transformation will be given by

$$
\binom{x^{0}}{x^{1}}=\gamma\left(\begin{array}{cc}
1 & \frac{\beta}{c} \\
\beta c & 1
\end{array}\right)\binom{\tilde{x}^{0}}{\tilde{x}^{1}}, \quad x^{2}=\tilde{x}^{2}, \quad x^{3}=\tilde{x}^{3} .
$$

We are going to write the transformation in terms of hyperbolic functions. Define $\zeta$ via $\beta=\tanh \zeta$ or $\zeta=\tanh ^{-1} \beta$ which is well-defined, because $-1<\beta<1$. Then, $1-\beta^{2}=\operatorname{sech}^{2} \zeta$, so we have $\gamma=\cosh \zeta$. Hence, $\beta \gamma=\sinh \zeta$.

We can now rewrite Equation (A.1) in terms of hyperbolic functions,

$$
\binom{\tilde{x}^{0}}{\tilde{x}^{1}}=\left(\begin{array}{cc}
\cosh \zeta & -\frac{\sinh \zeta}{c} \\
-c \sinh \zeta & \cosh \zeta
\end{array}\right)\binom{x^{0}}{x^{1}}, \quad \tilde{x}^{2}=x^{2}, \quad \tilde{x}^{3}=x^{3} .
$$

Compare this with rotation about the $x^{3}$-axis,

$$
\binom{x^{1}}{x^{2}} \longmapsto\left(\begin{array}{cc}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right)\binom{x^{1}}{x^{2}}, \quad x^{3} \mapsto x^{3}
$$

## B Surface Integrals

Let $S$ be a surface embedded in $\mathbb{R}^{4}$ and $\sigma \equiv\left(\sigma_{0}, \sigma_{1}, \sigma_{2}, \sigma_{3}\right):[0,1]^{2} \equiv I^{2} \rightarrow \mathbb{R}^{4}$ be its parametrization. Here, $\sigma^{\prime}=\partial \sigma / \partial s$ and $\dot{\sigma}=\partial \sigma / \partial t$.

Definition B. 1 Let $\sigma:[0,1]^{2} \equiv I^{2} \rightarrow \mathbb{R}^{4}$ be a parametrization of a surface $S \subset \mathbb{R}^{4}$. For $a, b=0,1,2,3$, define Jacobian matrices,

$$
J_{a b}^{\sigma}(s, t)=\left(\begin{array}{cc}
\sigma_{a}^{\prime}(s, t) & \dot{\sigma}_{a}(s, t) \\
\sigma_{b}^{\prime}(s, t) & \dot{\sigma}_{b}(s, t)
\end{array}\right), a \neq b
$$

and write $\left|J_{a b}^{\sigma}\right|=\sqrt{\left[\operatorname{det} J_{a b}^{\sigma}\right]^{2}}$ and $W_{a b}^{c d}:=J_{c d}^{\sigma} J_{a b}^{\sigma,-1}, a, b, c, d$ all distinct. Note that $W_{c d}^{a b}=\left(W_{a b}^{c d}\right)^{-1}$.

For $a, b, c, d$ all distinct, define $\rho_{\sigma}^{a b}: I^{2} \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
\rho_{\sigma}^{a b}=\frac{1}{\sqrt{\operatorname{det}\left[1+W_{a b}^{c d, T} W_{a b}^{c d}\right]}} \equiv \frac{\left|J_{a b}^{\sigma}\right|}{\sqrt{\operatorname{det}\left[J_{a b}^{\sigma, T} J_{a b}^{\sigma}+J_{c d}^{\sigma, T} J_{c d}^{\sigma}\right]}} \tag{B.1}
\end{equation*}
$$

## Corollary B. 2 Define

$$
\int_{S} d \rho:=\sum_{0 \leq a<b \leq 3} \int_{I^{2}} \rho_{\sigma}^{a b}(s, t)\left|J_{a b}^{\sigma}\right|(s, t) d s d t
$$

which gives us the area of the surface $S$.

Remark B. 3 Note that $\int_{S} d \rho$ is clearly independent of the choice of parametrization used. When $S$ is a rectangular surface in $x^{i}-x^{j}$ plane, a direct calculation will show that it gives us the area of a surface $S$. To show that it is indeed the area, we will show in the next lemma, that it is independent of the choice of orthonormal basis, hence showing that it is the area.

Lemma B. 4 We have $\int_{S} d \rho$ is independent of the orthonormal basis used in $\mathbb{R}^{4}$.
Proof. We let $\langle\cdot, \cdot\rangle$ denote the standard inner product on $\mathbb{R}^{4}$, and $\left\{e_{0}, e_{1}, e_{2}, e_{3}\right\}$ be an orthonormal basis for $\mathbb{R}^{4}$. Note that $\langle\cdot, \cdot\rangle$ will induce an inner product $\langle\cdot, \cdot\rangle_{2}$ on the second exterior power $\Lambda^{2} \mathbb{R}^{4}$, and

$$
\left\{e_{0} \wedge e_{1}, e_{0} \wedge e_{2}, e_{0} \wedge e_{3}, e_{1} \wedge e_{2}, e_{3} \wedge e_{1}, e_{1} \wedge e_{2}\right\}
$$

is an orthonormal basis. See [7].
Let $\hat{\sigma}=A \sigma, A$ is an orthogonal matrix. We will first show that $J_{a b}^{\sigma, T} J_{a b}^{\sigma}+J_{c d}^{\sigma, T} J_{c d}^{\sigma}$ is independent of any orthonormal basis used. We will only show for $a=0, b=1$, $c=2, d=3$.

Now, we see that

$$
\binom{J_{01}^{\hat{\sigma}}}{J_{23}^{\hat{\epsilon}}}=A\left(\sigma^{\prime}, \dot{\sigma}\right) \equiv\left(A \sigma^{\prime}, A \dot{\sigma}\right),
$$

therefore

$$
J_{01}^{\hat{\sigma}, T} J_{01}^{\hat{\sigma}}+J_{23}^{\hat{\sigma}, T} J_{23}^{\hat{\sigma}}=\binom{\sigma^{\prime}, T}{\dot{\sigma}^{T}} A^{T} A\left(\sigma^{\prime}, \dot{\sigma}\right)=\binom{\sigma^{\prime, T}}{\dot{\sigma}^{T}}\left(\sigma^{\prime}, \dot{\sigma}\right)=\left(\begin{array}{cc}
\left\langle\sigma^{\prime}, \sigma^{\prime}\right\rangle & \left\langle\sigma^{\prime}, \dot{\sigma}\right\rangle  \tag{B.2}\\
\left\langle\dot{\sigma}, \sigma^{\prime}\right\rangle & \langle\dot{\sigma}, \dot{\sigma}\rangle
\end{array}\right) .
$$

Indeed, we see that

$$
J_{a b}^{\hat{\sigma}, T} J_{a b}^{\hat{\sigma}}+J_{c d}^{\hat{\sigma}, T} J_{c d}^{\hat{\sigma}}=\left(\begin{array}{cc}
\left\langle\sigma^{\prime}, \sigma^{\prime}\right\rangle & \left\langle\sigma^{\prime}, \dot{\sigma}\right\rangle  \tag{B.3}\\
\left\langle\dot{\sigma}, \sigma^{\prime}\right\rangle & \langle\dot{\sigma}, \dot{\sigma}\rangle
\end{array}\right),
$$

for any distinct $a, b, c, d$, and hence

$$
\operatorname{det}\left[J_{a b}^{\hat{\sigma}, T} J_{a b}^{\hat{\sigma}}+J_{c d}^{\hat{\sigma}, T} J_{c d}^{\hat{\sigma}}\right]=\left\langle\sigma^{\prime} \wedge \dot{\sigma}, \sigma^{\prime} \wedge \dot{\sigma}\right\rangle_{2} .
$$

Now

$$
\operatorname{det} J_{a b}^{\sigma}=\operatorname{det}\left(\begin{array}{ll}
\left\langle\sigma^{\prime}, e_{a}\right\rangle & \left\langle\dot{\sigma}, e_{a}\right\rangle \\
\left\langle\sigma^{\prime}, e_{b}\right\rangle & \left\langle\dot{\sigma}, e_{b}\right\rangle
\end{array}\right)=\left\langle\sigma^{\prime} \wedge \dot{\sigma}, e_{a} \wedge e_{b}\right\rangle_{2} .
$$

Therefore,

$$
\operatorname{det} J_{a b}^{\hat{\sigma}}=\operatorname{det} J_{a b}^{A \sigma}=\left\langle A \sigma^{\prime} \wedge A \dot{\sigma}, e_{a} \wedge e_{b}\right\rangle_{2}=\left\langle\sigma^{\prime} \wedge \dot{\sigma}, A^{T} e_{a} \wedge A^{T} e_{b}\right\rangle_{2} .
$$

Note that the linear transformation $e_{a} \wedge e_{b} \mapsto A^{T} e_{a} \wedge A^{T} e_{b}$ is an orthogonal transformation, if $A$ is an orthogonal $4 \times 4$ matrix.

Hence,

$$
\begin{align*}
\sum_{0 \leq a<b \leq 3} \rho_{\sigma}^{a b}\left|J_{a b}^{\sigma}\right| & =\sum_{0 \leq a<b \leq 3} \frac{\left|J_{a b}^{\sigma}\right|^{2}}{\sqrt{\operatorname{det}\left[J_{a b}^{\sigma, T} J_{a b}^{\sigma}+J_{c d}^{\sigma, T} J_{c d}^{\sigma}\right]}} \\
& \longmapsto \sum_{0 \leq a<b \leq 3} \frac{\left|J_{a b}^{A \sigma}\right|^{2}}{\sqrt{\operatorname{det}\left[J_{a b}^{A \sigma, T} J_{a b}^{A \sigma}+J_{c d}^{A \sigma, T} J_{c d}^{A \sigma}\right]}} \\
& =\sum_{0 \leq a<b \leq 3} \frac{\left|J_{a b}^{A \sigma}\right|^{2}}{\sqrt{\operatorname{det}\left[J_{a b}^{\sigma, T} J_{a b}^{\sigma}+J_{c d}^{\sigma, T} J_{c d}^{\sigma}\right]}} \\
& =\sum_{0 \leq a<b \leq 3}\left[\frac{\left\langle\sigma^{\prime} \wedge \dot{\sigma}, A^{T} e_{a} \wedge A^{T} e_{b}\right\rangle_{2}}{\left\langle\sigma^{\prime} \wedge \dot{\sigma}, \sigma^{\prime} \wedge \dot{\sigma}\right\rangle_{2}^{1 / 4}}\right]^{2} \\
& =\sum_{0 \leq a<b \leq 3}\left[\frac{\left.\left\langle\sigma^{\prime} \wedge \dot{\sigma}, e_{a} \wedge e_{b}\right\rangle_{2}\right]^{2}=\sum_{0 \leq a<b \leq 3} \rho_{\sigma}^{a b}\left|J_{a b}^{\sigma}\right| .}{}\right. \tag{B.4}
\end{align*}
$$

This completes the proof.
Area of a surface is invariant under spatial rotation, but it is not invariant under boost. To construct an unitary representation of the Lorentz group, we need to consider imaginary time-axis. Instead of using $\rho_{\sigma}^{a b}$ as defined in Equation (B.1) for some parametrization $\sigma$ for $S$, we will replace the time component $\sigma_{0}$ with imaginary time $i \sigma_{0}$.

Definition B. 5 Let $\sigma:[0,1]^{2} \equiv I^{2} \rightarrow \mathbb{R}^{4}$ be a parametrization of a surface $S \subset \mathbb{R}^{4}$. For $a, b=0,1,2,3$ and $a<b$, define Jacobian matrices,

$$
\dot{J}_{a b}^{\sigma}(s, t)=\left\{\begin{array}{cc}
J_{a b}^{\sigma}(s, t), & a \neq 0 \\
\left(i \sigma_{a}^{\prime}(s, t) i \dot{\sigma}_{a}(s, t)\right. \\
\sigma_{b}^{\prime}(s, t) & \dot{\sigma}_{b}(s, t)
\end{array}\right), a=0 .
$$

For $a, b, c, d$ all distinct, define $\hat{\rho}_{\sigma}^{a b}: S \rightarrow \mathbb{C}$ by

$$
\hat{\rho}_{\sigma}^{a b}:=\frac{\operatorname{det} \hat{J}_{a b}^{\sigma}}{\sqrt{\operatorname{det}\left[\hat{J}_{a b}^{\sigma, T} \dot{J}_{a b}^{\sigma}+\hat{J}_{c d}^{\sigma, T} \dot{J}_{c d}^{\sigma}\right]}},
$$

and

$$
\begin{aligned}
\int_{S} d \hat{\rho} & :=\sum_{0 \leq a<b \leq 3} \int_{I^{2}} \hat{\rho}_{\sigma}^{a b}(\hat{s})\left[\operatorname{det} \tilde{J}_{a b}^{\sigma}\right](\hat{s}) d \hat{s} \\
\int_{S} d|\hat{\rho}| & :=\int_{I^{2}}\left|\sum_{0 \leq a<b \leq 3} \hat{\rho}_{\sigma}^{a b}(\hat{s})\left[\operatorname{det} \dot{J}_{a b}^{\sigma}\right](\hat{s})\right| d \hat{s}
\end{aligned}
$$

Lemma B. 6 Let $S$ be a compact time-like or space-like surface, contained in a plane. Then $\int_{S} d \dot{\rho}$ and $\int_{S} d|\hat{\rho}|$ remain invariant under any Lorentz transformation $\Lambda: S \mapsto \hat{S}=\Lambda S, \Lambda$ is a $4 \times 4$ Lorentz matrix.

Proof. Let $\sigma: I^{2} \rightarrow S$ be a parametrization of $S$. Then $\hat{\sigma}=\Lambda \sigma$ is a parametrization of $\hat{S}=\Lambda S$. Since $\vec{x} \cdot \vec{y}$ is invariant under Lorentz transformation, we have from Equation (B.4),

$$
\begin{align*}
\sum_{0 \leq a<b \leq 3} \hat{\rho}_{\hat{\sigma}}^{a b}\left[\operatorname{det} \hat{J}_{a b}^{\hat{\sigma}}\right] & =\sqrt{\left[\hat{\sigma}^{\prime} \cdot \hat{\sigma}^{\prime}\right][\dot{\hat{\sigma}} \cdot \dot{\hat{\sigma}}]-\left[\hat{\sigma}^{\prime} \cdot \dot{\hat{\sigma}}\right]^{2}} \\
& =\sqrt{\left[\sigma^{\prime} \cdot \sigma^{\prime}\right][\dot{\sigma} \cdot \dot{\sigma}]-\left[\sigma^{\prime} \cdot \dot{\sigma}\right]^{2}} \\
& =\sum_{0 \leq a<b \leq 3} \hat{\rho}_{\sigma}^{a b}\left[\operatorname{det} \dot{J}_{a b}^{\sigma}\right] . \tag{B.5}
\end{align*}
$$

This shows that $\int_{\hat{S}} d \hat{\rho}=\int_{S} d \hat{\rho}$ and $\int_{\hat{S}} d|\hat{\rho}|=\int_{S} d|\dot{\rho}|$.
Remark B. 7 1. When $S$ is a surface in spatial $\mathbb{R}^{3}$, we see that $\int_{S} d|\hat{\rho}|=\int_{S} d \rho$, which is the area of the surface $S$.
2. Note that $\int_{S} d \rho$ can be complex valued.
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