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#### Abstract

The $L_{p}$-discrepancy is a quantitative measure for the irregularity of distribution of an $N$-element point set in the $d$-dimensional unit cube, which is closely related to the worst-case error of quasi-Monte Carlo algorithms for numerical integration. Its inverse for dimension $d$ and error threshold $\varepsilon \in(0,1)$ is the minimal number of points in $[0,1)^{d}$ such that the minimal normalized $L_{p}$-discrepancy is less or equal $\varepsilon$. It is well known, that the inverse of $L_{2}$-discrepancy grows exponentially fast with the dimension $d$, i.e., we have the curse of dimensionality, whereas the inverse of $L_{\infty}$-discrepancy depends exactly linearly on $d$. The behavior of inverse of $L_{p}$-discrepancy for general $p \notin\{2, \infty\}$ has been an open problem for many years. In this paper we show that the $L_{p}$-discrepancy suffers from the curse of dimensionality for all $p$ in $(1,2]$ which are of the form $p=2 \ell /(2 \ell-1)$ with $\ell \in \mathbb{N}$.

This result follows from a more general result that we show for the worst-case error of numerical integration in an anchored Sobolev space with anchor 0 of once differentiable functions in each variable whose first derivative has finite $L_{q}$-norm, where $q$ is an even positive integer satisfying $1 / p+1 / q=1$.
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## 1 Introduction and main result

For a set $\mathcal{P}$ consisting of $N$ points $\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{N}$ in the $d$-dimensional unitcube $[0,1)^{d}$ the local discrepancy function $\Delta_{\mathcal{P}}:[0,1]^{d} \rightarrow \mathbb{R}$ is defined as

$$
\Delta_{\mathcal{P}}(\boldsymbol{t})=\frac{\left|\left\{k \in\{1,2, \ldots, N\}: \boldsymbol{x}_{k} \in[\mathbf{0}, \boldsymbol{t})\right\}\right|}{N}-\operatorname{volume}([\mathbf{0}, \boldsymbol{t}))
$$

for $\boldsymbol{t}=\left(t_{1}, t_{2}, \ldots, t_{d}\right)$ in $[0,1]^{d}$, where $[\mathbf{0}, \boldsymbol{t})=\left[0, t_{1}\right) \times\left[0, t_{2}\right) \times \ldots \times\left[0, t_{d}\right)$. For a parameter $p \in[1, \infty]$ the $L_{p}$-discrepancy of the point set $\mathcal{P}$ is defined as the $L_{p}$-norm of the local discrepancy function $\Delta_{\mathcal{P}}$, i.e.,

$$
L_{p, N}(\mathcal{P}):=\left(\int_{[0,1]^{d}}\left|\Delta_{\mathcal{P}}(\boldsymbol{t})\right|^{p} \mathrm{~d} \boldsymbol{t}\right)^{1 / p} \quad \text { for } p \in[1, \infty)
$$

and

$$
L_{\infty, N}(\mathcal{P}):=\sup _{\boldsymbol{t} \in[0,1]^{d}}\left|\Delta_{\mathcal{P}}(\boldsymbol{t})\right| \quad \text { for } p=\infty
$$

Traditionally, the $L_{\infty}$-discrepancy is called star-discrepancy and is denoted by $D_{N}^{*}(\mathcal{P})$ rather than $L_{\infty, N}(\mathcal{P})$. The study of $L_{p}$-discrepancy has its roots in the theory of uniform distribution modulo one; see [2, 13, 21, 23] for detailed information. It is of particular importance because of its close relation to numerical integration. We will refer to this issue in Section 2 .

Since one is interested in point sets with $L_{p}$-discrepancy as low as possible it is obvious to study for $d, N \in \mathbb{N}$ the quantity

$$
\operatorname{disc}_{p}(N, d):=\min _{\mathcal{P}} L_{p}(\mathcal{P})
$$

where the minimum is extended over all $N$-element point sets $\mathcal{P}$ in $[0,1)^{d}$. This quantity is called the $N$-th minimal $L_{p}$-discrepancy in dimension $d$.

Traditionally, the $L_{p}$-discrepancy is studied from the point of view of a fixed dimension $d$ and one asks for the asymptotic behavior for increasing sample sizes $N$. The celebrated result of Roth [31] is the most famous result in this direction and can be seen as the initial point of discrepancy theory. Later, Schmidt [36] extended Roth's lower bound to arbitrary $p>1$. For $p \in(1, \infty)$ it is known that for every dimension $d \in \mathbb{N}$ there exist positive reals $c_{d, p}, C_{d, p}$ such that for every $N \geq 2$ it holds true that

$$
c_{d, p} \frac{(\log N)^{\frac{d-1}{2}}}{N} \leq \operatorname{disc}_{p}(N, d) \leq C_{d, p} \frac{(\log N)^{\frac{d-1}{2}}}{N}
$$

The upper bound was proven by Davenport [7] for $p=2, d=2$, by Roth 32 ] for $p=2$ and arbitrary $d$ and finally by Chen [4] in the general case. For more details see [2]. Explicit constructions of point sets can be found in [6, 7, 8, 11, 22, 33].

Similar results, but less accurate, are available also for $p \in\{1, \infty\}$. See the above references for further information. The currently best asymptotical lower bound in the $L_{\infty}$-case can be found in [3].

All the classical bounds have a poor dependence on the dimension $d$. For large $d$ these bounds are only meaningful in an asymptotic sense (for very large $N$ ) and do not give any information about the discrepancy in the preasymptotic regime (see, e.g., [27, 28] or [10, Section 1.7] for discussions). Nowadays, motivated by applications of point sets with low discrepancy for numerical integration, there is dire need of information about the dependence of discrepancy on the dimension.

This problem is studied with the help of the so-called inverse of $L_{p^{-}}$ discrepancy (or, in a more general context, the information complexity; see Section 22. This concept compares the minimal $L_{p}$-discrepancy with the initial discrepancy

$$
\operatorname{disc}_{p}(0, d):=\left(\int_{[0,1]^{d}}(\operatorname{volume}([\mathbf{0}, \boldsymbol{t})))^{p} \mathrm{~d} \boldsymbol{t}\right)^{1 / p}
$$

which can be interpreted as the $L_{p}$-discrepancy of the empty point set, and asks for the minimal number $N$ of nodes that is necessary in order to achieve that the $N$-th minimal $L_{p}$-discrepancy is smaller than $\varepsilon$ times $\operatorname{disc}_{p}(0, d)$ for a threshold $\varepsilon \in(0,1)$. In other words, for $d \in \mathbb{N}$ and $\varepsilon \in(0,1)$ the inverse of the minimal $L_{p}$-discrepancy is defined as

$$
N_{p}^{\mathrm{disc}}(\varepsilon, d):=\min \left\{N \in \mathbb{N}: \operatorname{disc}_{p}(N, d) \leq \varepsilon \operatorname{disc}_{p}(0, d)\right\}
$$

The question is now how fast $N_{p}^{\text {disc }}(\varepsilon, d)$ increases, when $d \rightarrow \infty$ and $\varepsilon \rightarrow 0$.
It is well known and easy to check that for the initial $L_{p}$-discrepancy we have

$$
\operatorname{disc}_{p}(0, d)= \begin{cases}\frac{1}{(p+1)^{d / p}} & \text { if } p \in[1, \infty)  \tag{1}\\ 1 & \text { if } p=\infty\end{cases}
$$

Here we observe a difference in the cases of finite and infinite $p$. While for $p=\infty$ the initial discrepancy equals 1 for every dimension $d$, for finite values of $p$ the initial discrepancy tends to zero exponentially fast with the dimension.

For $p \in\{2, \infty\}$ the behavior of the inverse of the minimal $L_{p}$-discrepancy is well understood. In the $L_{2}$-case it is known that for all $\varepsilon \in(0,1)$ we have

$$
(1.125)^{d}\left(1-\varepsilon^{2}\right) \leq N_{2}^{\mathrm{disc}}(\varepsilon, d) \leq 1.5^{d} \varepsilon^{-2}
$$

Here the lower bound was first shown by Woźniakowski in [38] (see also [26, 35]) and the upper bound follows from an easy averaging argument, see, e.g., [28, Sec. 9.3.2].

In the $L_{\infty}$-case it was shown by Heinrich, Novak, Wasilkowski and Woźniakowski in [16] that there exists an absolute positive constant $C$ such that for every $d \in \mathbb{N}$ and $\varepsilon \in(0,1)$ we have

$$
N_{\infty}^{\mathrm{disc}}(\varepsilon, d) \leq C d \varepsilon^{-2} .
$$

The currently smallest known value of $C$ is $6.23401 \ldots$ as shown in [15] (thereby improving on other results from [1, 12, 14, 29]). On the other hand, there exist numbers $c>0$ and $\varepsilon_{0} \in(0,1)$ such that for all $d \in \mathbb{N}$ and all $\varepsilon \in\left(0, \varepsilon_{0}\right)$ we have

$$
N_{\infty}^{\mathrm{disc}}(\varepsilon, d) \geq c d \varepsilon^{-1}
$$

as shown by Hinrichs in [17.
So while the inverse of $L_{2}$-discrepancy grows exponentially fast with the dimension $d$, the inverse of star-discrepancy depends only linearly on the dimension $d$. One says that the $L_{2}$-discrepancy suffers from the curse of dimensionality. In information based complexity theory the behavior of the inverse of star-discrepancy is called "polynomial tractability" (see, e.g., [27, [28]).

As we see, the situation is clear (and quite different) for $p \in\{2, \infty\}$. But what happens for all other $p \notin\{2, \infty\}$ ? This question has been open for many years.

Just for completeness we remark that the problem has been considered also for other (semi) norms of the local discrepancy function rather than $L_{p}$-norms, that are in some sense "close" to the $L_{\infty}$-norm. Positive results (tractability) have been obtained for exponential Orlicz norms in [9]. On the other hand, for the BMO-seminorm the curse of dimensionality has been shown in 30.

All known proofs for lower bounds on the inverse of $L_{2}$-discrepancy are based on Hilbert-space methods. A very powerful tool in this context developed in [26] (see also [28, Chapter 12]) is the method of decomposable
reproducing kernels. Unfortunately, it is not obvious how these $L_{2}$-methods could be applied to the general $L_{p}$-case directly. So one has to find a new way or one has to figure out the essence of the Hilbert-space based proofs with the hope to get rid of all $L_{2}$-specific factors in order to find a way to extend these proofs to the general $L_{p}$-case. We shall follow the latter path.

Our main result is formulated in the following theorem.
Theorem 1. For every $p$ of the form $p=\frac{2 \ell}{2 \ell-1}$ with $\ell \in \mathbb{N}$ there exists a real $C_{p}$ that is strictly larger than 1, such that for all $\varepsilon \in(0,1)$ we have

$$
N_{p}^{\mathrm{disc}}(\varepsilon, d) \geq C_{p}^{d}(1+o(1)) \quad \text { for } d \rightarrow \infty
$$

In particular, for all these $p$ the $L_{p}$-discrepancy suffers from the curse of dimensionality.

At first glance, one would think that the result could be easily extended to any number $p \in(1,2]$ by means of monotonicity of the $L_{p}$-norm and squeezing any $p$ between two values of the form given in the theorem above. However, notice that we have to take the normalized discrepancy into account, which destroys monotonicity. Having a more careful look at the problem shows that it might be not so easy to follow this first intuition and in fact, so far we did not succeed in showing the curse of dimensionality for all $p \in(1,2]$.

Theorem 1 will follow from a more general result about the integration problem in the anchored Sobolev space with a $q$-norm that will be introduced and discussed in the following Section 2. This result will be stated as Theorem 3.

Sometimes a generalized notion of $L_{p}$-discrepancy is studied, where every point $\boldsymbol{x}_{k}$ is equipped with an own weight $a_{k}$ (rather than the weight $1 / N$ for every point). The result from Theorem 1 even holds for this generalized $L_{p}$-discrepancy. This more general conclusion will be stated in Section 4 as Theorem 4.

We add a conjecture: We guess that the curse holds for all $p$ with $1<$ $p<\infty$.

## 2 Relation to numerical integration

It is well known that the $L_{p}$-discrepancy is related to multivariate integration (see, e.g., [28, Chapter 9]). From now on let $p, q \geq 1$ be such that $1 / p+1 / q=$

1. For $d=1$ let $W_{q}^{1}([0,1])$ be the space of absolutely continuous functions whose first derivatives belong to the space $L_{q}([0,1])$. For $d>1$ consider the $d$-fold tensor product space which is denoted by

$$
W_{q}^{\mathbf{1}}:=W_{q}^{(1,1, \ldots, 1)}\left([0,1]^{d}\right)
$$

and which is the Sobolev space of functions on $[0,1]^{d}$ that are once differentiable in each variable and whose first derivative $\partial^{d} f / \partial \boldsymbol{x}$ has finite $L_{q^{-}}$ norm, where $\partial \boldsymbol{x}=\partial x_{1} \partial x_{2} \ldots \partial x_{d}$. Now consider the subspace of functions that satisfy the boundary conditions $f(\boldsymbol{x})=0$ if at least one component of $\boldsymbol{x}=\left(x_{1}, \ldots, x_{d}\right)$ equals 0 and equip this subspace with the norm

$$
\|f\|_{d, q}:=\left(\int_{[0,1]^{d}}\left|\frac{\partial^{d}}{\partial \boldsymbol{x}} f(\boldsymbol{x})\right|^{q} \mathrm{~d} \boldsymbol{x}\right)^{1 / q} \quad \text { for } q \in[1, \infty)
$$

and

$$
\|f\|_{d, \infty}:=\sup _{\boldsymbol{x} \in[0,1]^{d}}\left|\frac{\partial^{d}}{\partial \boldsymbol{x}} f(\boldsymbol{x})\right| \quad \text { for } q=\infty .
$$

That is, consider the space

$$
F_{d, q}:=\left\{f \in W_{q}^{1}: f(\boldsymbol{x})=0 \text { if } x_{j}=0 \text { for some } j \in[d] \text { and }\|f\|_{d, q}<\infty\right\}
$$

where here and throughout this paper we write $[d]:=\{1,2, \ldots, d\}$.
Now consider multivariate integration

$$
I_{d}(f):=\int_{[0,1]^{d}} f(\boldsymbol{x}) \mathrm{d} \boldsymbol{x} \quad \text { for } f \in F_{d, q} .
$$

We approximate the integrals $I_{d}(f)$ by algorithms based on $N$ function evaluations of the form

$$
\begin{equation*}
A_{d, N}(f)=\varphi\left(f\left(\boldsymbol{x}_{1}\right), f\left(\boldsymbol{x}_{2}\right), \ldots, f\left(\boldsymbol{x}_{N}\right)\right) \tag{2}
\end{equation*}
$$

where $\varphi: \mathbb{R}^{N} \rightarrow \mathbb{R}$ is an arbitrary function and where $\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{N}$ are points in $[0,1]^{d}$, called integration nodes. Since $f \equiv 0$ belongs to $F_{d, q}$ we choose $\varphi$ such that $\varphi(0,0, \ldots, 0)=0$. Typical examples are linear algorithms of the form

$$
\begin{equation*}
A_{d, N}^{\operatorname{lin}}(f)=\sum_{k=1}^{N} a_{j} f\left(\boldsymbol{x}_{k}\right) \tag{3}
\end{equation*}
$$

where $\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{N}$ are in $[0,1]^{d}$ and $a_{1}, a_{2}, \ldots, a_{N}$ are real weights that we call integration weights. If $a_{1}=a_{2}=\ldots=a_{N}=1 / N$, then the linear algorithm (3) is a so-called quasi-Monte Carlo algorithm, for which we will write $A_{d, N}^{\mathrm{QMC}}$.

Define the worst-case error of an algorithm (2) by

$$
\begin{equation*}
e\left(F_{d, q}, A_{d, N}\right)=\sup _{\substack{f \in F_{d, q} \\\|f\|_{d, q \leq 1}}}\left|I_{d}(f)-A_{d, N}(f)\right| \tag{4}
\end{equation*}
$$

For a quasi-Monte Carlo algorithm $A_{d, N}^{\mathrm{QMC}}$ it is well known (see, e.g., [35]) that

$$
e\left(F_{d, q}, A_{d, N}^{\mathrm{QMC}}\right)=L_{p}(\overline{\mathcal{P}})
$$

where $L_{p}(\overline{\mathcal{P}})$ is the $L_{p}$-discrepancy of the point set ${ }^{1}$

$$
\begin{equation*}
\overline{\mathcal{P}}=\left\{\mathbf{1}-\boldsymbol{x}_{k}: k=1,2, \ldots, N\right\} \tag{5}
\end{equation*}
$$

where $\mathbf{1}-\boldsymbol{x}_{k}$ is defined as the component-wise difference of the vector containing only ones and $\boldsymbol{x}_{k}$. From this point of view we now study the more general problem of numerical integration in $F_{d, q}$ rather than only the $L_{p^{-}}$ discrepancy (which corresponds to quasi-Monte Carlo algorithms - although with suitably "reflected" points).

We define the $N$-th minimal worst-case error as

$$
e_{q}(N, d):=\min _{A_{d, N}}\left|e\left(F_{d, q}, A_{d, N}\right)\right|
$$

where the minimum is extended over all algorithms of the form (2) based on $N$ function evaluations along points $\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{N}$ from $[0,1)^{d}$. Note that for all $d, N \in \mathbb{N}$ we have

$$
\begin{equation*}
e_{q}(N, d) \leq \operatorname{disc}_{p}(N, d) \tag{6}
\end{equation*}
$$

The initial error is

$$
e_{q}(0, d)=\sup _{\substack{f \in F_{F, q} \\\|f\|_{d, q} \leq 1}}\left|I_{d}(f)\right|
$$

[^0]Lemma 2. Let $d \in \mathbb{N}$ and let $q \in(1, \infty]$ and $p \in[1, \infty)$ with $1 / p+1 / q=1$. Then we have

$$
e_{q}(0, d)=\frac{1}{(p+1)^{d / p}}
$$

and the worst-case function in $F_{d, q}$ is given by $h_{d}(\boldsymbol{x})=h_{1}\left(x_{1}\right) \cdots h_{1}\left(x_{d}\right)$ for $\boldsymbol{x}=\left(x_{1}, \ldots, x_{d}\right) \in[0,1]^{d}$, where $h_{1}(x)=1-(1-x)^{p}$.

Proof. Since we are dealing with tensor products of one-dimensional spaces it suffices to prove the result for $d=1$. For $f \in F_{1, q}$ we have

$$
\int_{0}^{1} f(x) \mathrm{d} x=\int_{0}^{1} \int_{0}^{x} f^{\prime}(t) \mathrm{d} t \mathrm{~d} x=\int_{0}^{1} f^{\prime}(t) g(t) \mathrm{d} t
$$

where $g(t)=1-t$. Applying Hölder's inequality we obtain

$$
\left|\int_{0}^{1} f(x) \mathrm{d} x\right| \leq\left\|f^{\prime}\right\|_{L_{q}}\|g\|_{L_{p}}=\|f\|_{1, q}\|g\|_{L_{p}}
$$

with equality if $f^{\prime}(t)=c(g(t))^{p-1}=c(1-t)^{p-1}$ for some $c$. This holds for $f(t)=h_{1}(t):=1-(1-t)^{p}$.

We have

$$
\int_{0}^{1} h_{1}(t) \mathrm{d} t=\frac{p}{p+1}
$$

and

$$
\left\|h_{1}\right\|_{1, q}=\left(\int_{0}^{1}\left(p x^{p-1}\right)^{q} \mathrm{~d} x\right)^{1 / q}=p\left(\frac{1}{(p-1) q+1}\right)^{1 / q}=p(1+p)^{1 / p-1}
$$

Hence,

$$
e_{q}(0,1)=\int_{0}^{1} \frac{h_{1}(t)}{\left\|h_{1}\right\|_{1, q}} \mathrm{~d} t=\frac{1}{(p+1)^{1 / p}}
$$

Note that for all $q \in(1, \infty]$ and $p \in[1, \infty)$ with $1 / p+1 / q=1$ and for all $d \in \mathbb{N}$ we have

$$
e_{q}(0, d)=\operatorname{disc}_{p}(0, d)
$$

Now we define the information complexity as the minimal number of function evaluations necessary in order to reduce the initial error by a factor of $\varepsilon$. For $d \in \mathbb{N}$ and $\varepsilon \in(0,1)$ put

$$
N_{q}^{\mathrm{int}}(\varepsilon, d):=\min \left\{N \in \mathbb{N}: e_{q}(N, d) \leq \varepsilon e_{q}(0, d)\right\}
$$

From (6), (1) and Lemma 2 it follows that for all $q \in(1, \infty]$ and $p \in[1, \infty)$ with $1 / p+1 / q=1$ and for all $d \in \mathbb{N}$ and $\varepsilon \in(0,1)^{d}$ we have

$$
N_{q}^{\mathrm{int}}(\varepsilon, d) \leq N_{p}^{\mathrm{disc}}(\varepsilon, d)
$$

Hence, Theorem 1 follows from the following more general result.
Theorem 3. For every positive even integer $q$ there exists a real $C=C(q)$, which depends on $q$ and which is strictly larger than 1, such that for all $\varepsilon \in(0,1)$ we have

$$
\begin{equation*}
N_{q}^{\mathrm{int}}(\varepsilon, d) \geq C^{d}(1+o(1)) \quad \text { for } d \rightarrow \infty \tag{7}
\end{equation*}
$$

In particular, for all even integer $q$ the integration problem in $F_{d, q}$ suffers from the curse of dimensionality.

The proof of this result will be given in the following section.
Information about the base $C=C(q)$ of the exponentiation in Theorem 3 will be given in Section 4.

## 3 The proof of Theorem 3

The proof of Theorem 3 is based on a suitable decomposition of the worstcase function $h_{1}$ from Lemma 2. This decomposition depends on $q$ and $p$, respectively, and will determine the base $C$ of the exponentiation in (7).

Proof of Theorem 3. Let $q$ be an even, positive interger and let $p$ be such that $1 / p+1 / q=1$. Obviously, then $p=q /(q-1)$ and $p \in(1,2]$. According to Lemma 2 the univariate worst-case function equals

$$
h_{1}(x)=1-(1-x)^{p}
$$

and

$$
\left\|h_{1}\right\|_{1, q}=\frac{p}{(p+1)^{(p-1) / p}}
$$

Now we decompose $h_{1}$ in a suitable way into a sum of three functions. For real parameters $c$ and $a$, with $a \in(0,1)$ and $c \in(0, a / 11)$ that will be determined
later put

$$
h_{1,2,(0)}(x)= \begin{cases}\frac{1-(1-x)^{p}}{2} & \text { if } x \in[0, c) \\ \frac{1-(1-c)^{p}}{2} & \text { if } x \in[c, a-10 c) \\ \frac{1-(1-c)^{p}}{20 c}(a-x) & \text { if } x \in[a-10 c, a) \\ 0 & \text { if } x \in[a, 1]\end{cases}
$$

and

$$
h_{1,2,(1)}(x)=\mathbf{1}_{[a, 1]}(x)\left((1-a)^{p}-(1-x)^{p}\right),
$$

and

$$
h_{1,1}(x)= \begin{cases}1-(1-x)^{p}-h_{1,2,(0)}(x) & \text { if } x \in[0, a) \\ 1-(1-a)^{p} & \text { if } x \in[a, 1]\end{cases}
$$

Then we have

$$
h_{1,1}(x)+h_{1,2,(0)}(x)+h_{1,2,(1)}(x)=1-(1-x)^{p}=h_{1}(x)
$$

and $h_{1,2,(0)}(x)$ and $h_{1,2,(1)}(x)$ have disjoint support as well as the derivatives $h_{1,1}^{\prime}$ and $h_{1,2,(1)}^{\prime}$. See Figure 1 for a graphical illustration of the decomposition.

Let $d \in \mathbb{N}$. For $\mathfrak{u} \subseteq[d]$ let $\mathfrak{u}^{c}=[d] \backslash \mathfrak{u}$. Now, for $\boldsymbol{x}=\left(x_{1}, \ldots, x_{d}\right) \in[0,1]^{d}$ let

$$
\begin{aligned}
h_{d}(\boldsymbol{x}) & =\prod_{j=1}^{d} h_{1}\left(x_{j}\right) \\
& =\prod_{j=1}^{d}\left(h_{1,1}\left(x_{j}\right)+h_{1,2,(0)}\left(x_{j}\right)+h_{1,2,(1)}\left(x_{j}\right)\right) \\
& =\sum_{\mathfrak{u} \subseteq[d]} \prod_{j \in \mathfrak{u}^{c}} h_{1,1}\left(x_{j}\right) \sum_{\mathfrak{v} \subseteq \mathfrak{u}} \prod_{j \in \mathfrak{v}} h_{1,2,(0)}\left(x_{j}\right) \prod_{j \in \mathfrak{u} \backslash \mathfrak{v}} h_{1,2,(1)}\left(x_{j}\right) .
\end{aligned}
$$

We have

$$
\left\|h_{d}\right\|_{d, q}=\left\|h_{1}\right\|_{1, q}^{d}=\left(\frac{p}{(p+1)^{(p-1) / p}}\right)^{d}
$$

For a point $\boldsymbol{x} \in[0,1]^{d}$ and for $\mathfrak{u} \subseteq[d]$ let $\boldsymbol{x}(\mathfrak{u})$ denote the projection of $\boldsymbol{x}$ on the coordinates $j \in \mathfrak{u}$.


Figure 1: Plot of the functions $h_{1}, h_{1,1}, h_{1,2,(0)}$, and $h_{1,2,(1)}$ for $q=4$ (hence $p=4 / 3$ ) and $a=0.8$ and $c=0.04$ (later we will use a different choice of parameters; but with the ones chosen here one gets a better impression of the principle situation).

Now let $N \in \mathbb{N}$ and let $\mathcal{P}=\left\{\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{N}\right\}$ be a set of $N$ quadrature nodes in $[0,1]^{d}$. For this specific choice define the "fooling function"

$$
\begin{equation*}
g_{d}(\boldsymbol{x})=\sum_{\mathfrak{u} \subseteq[d]} \prod_{j \notin \mathfrak{u}} h_{1,1}\left(x_{j}\right) \sum_{\mathfrak{v} \subseteq \mathfrak{u}}^{*} \prod_{j \in \mathfrak{v}} h_{1,2,(0)}\left(x_{j}\right) \prod_{j \in \mathfrak{u} \backslash \mathfrak{v}} h_{1,2,(1)}\left(x_{j}\right), \tag{8}
\end{equation*}
$$

where the $*$ in $\sum_{\mathfrak{v} \subseteq \mathfrak{u}}^{*}$ indicates that the summation is restricted to all $\mathfrak{v} \subseteq \mathfrak{u}$ such that for all $k \in\{1,2, \ldots, N\}$ it holds that

$$
\left(\boldsymbol{x}_{k}(\mathfrak{v}), \boldsymbol{x}_{k}(\mathfrak{u} \backslash \mathfrak{v})\right) \notin[0, a]^{|\mathfrak{v}|} \times[a, 1]^{|\mathfrak{u}|-|\mathfrak{v}|} .
$$

This condition means that every point from the set $\mathcal{P}$ is outside the support of $\prod_{j \notin \mathfrak{u}} h_{1,1}\left(x_{j}\right) \prod_{j \in \mathfrak{v}} h_{1,2,(0)}\left(x_{j}\right) \prod_{j \in \mathfrak{u} \backslash \mathfrak{v}} h_{1,2,(1)}\left(x_{j}\right)$ and this guarantees that

$$
g_{d}\left(\boldsymbol{x}_{k}\right)=0 \quad \text { for all } k \in\{1,2, \ldots, N\} .
$$

Observe that the fooling function $g_{d}$ is an element of the $3^{d}$-dimensional (tensor product) subspace generated, for $d=1$, by the three functions $h_{1,1}, h_{1,2,(0)}$ and $h_{1,2,(1)}$. Formally, we prove the lower bound for this finite-dimensional subspace. We use here notation from the theory of decomposable kernels (see, e.g., [28, Section 11.5]). This theory can only be applied for $q=p=2$ and then one can choose the three functions orthogonal which simplifies the proof a lot (see also Section 5).

Now we show that $\left\|g_{d}\right\|_{d, q} \leq\left\|h_{d}\right\|_{d, q}$. This is the only part of the proof
where we need that $q$ is an even integer. We have

$$
\begin{aligned}
&\left\|h_{d}\right\|_{d, q}^{q} \\
&=\left.\int_{[0,1]^{d}} \sum_{\sum_{\mathfrak{u} \subseteq[d]}} \prod_{j \notin \mathfrak{u}} h_{1,1}^{\prime}\left(x_{j}\right) \sum_{\mathfrak{v} \subseteq \mathfrak{u}} \prod_{j \in \mathfrak{v}} h_{1,2,(0)}^{\prime}\left(x_{j}\right) \prod_{j \in \mathfrak{u} \backslash \mathfrak{v}} h_{1,2,(1)}^{\prime}\left(x_{j}\right)\right|^{q} \mathrm{~d} \boldsymbol{x} \\
&= \sum_{\mathfrak{u}_{1} \subseteq[d]} \sum_{\mathfrak{v}_{1} \subseteq \mathfrak{u}_{1}} \sum_{\mathfrak{u}_{2} \subseteq[d]} \sum_{\mathfrak{v}_{2} \subseteq \mathfrak{u}_{2}} \cdots \sum_{\mathfrak{u}_{q} \subseteq[d]} \sum_{\mathfrak{v}_{q} \subseteq \mathfrak{u}_{q}} \int_{[0,1]^{d}} \\
& \prod_{j \in \mathfrak{u}_{1}^{c}} h_{1,1}^{\prime}\left(x_{j}\right) \prod_{j \in \mathfrak{u}_{2}^{c}} h_{1,1}^{\prime}\left(x_{j}\right) \ldots \prod_{j \in \mathfrak{u}_{q}^{c}} h_{1,1}^{\prime}\left(x_{j}\right) \\
& \prod_{j \in \mathfrak{v}_{1}} h_{1,2,(0)}^{\prime}\left(x_{j}\right) \prod_{j \in \mathfrak{v}_{2}} h_{1,2,(0)}^{\prime}\left(x_{j}\right) \ldots \prod_{j \in \mathfrak{v}_{q}} h_{1,2,(0)}^{\prime}\left(x_{j}\right) \\
&= \prod_{j \in \mathfrak{u}_{1} \backslash \mathfrak{v}_{1}} h_{1,2,(1)}^{\prime}\left(x_{j}\right) \prod_{j \in \mathfrak{u}_{2} \backslash \mathfrak{v}_{2}} h_{1,2,(0)}^{\prime}\left(x_{j}\right) \ldots \prod_{j \in \mathfrak{u}_{q} \backslash \mathfrak{v}_{q}} h_{1,2,(1)}^{\prime}\left(x_{j}\right) \mathrm{d} \boldsymbol{x} \\
& \sum_{\mathfrak{u}_{1} \subseteq[d]} \sum_{\mathfrak{v}_{1} \subseteq \mathfrak{u}_{1}} \sum_{\mathfrak{u}_{2} \subseteq[d]} \sum_{\mathfrak{v}_{2} \subseteq \mathfrak{u}_{2}} \ldots \sum_{\mathfrak{u}_{q} \subseteq[d]} \sum_{\mathfrak{v}_{q} \subseteq \mathfrak{u}_{q}} \prod_{j=1}^{d} \int_{0}^{1} h_{1,1}^{\prime}(x)^{\alpha_{j}} h_{1,2,(0)}^{\prime}(x)^{\beta_{j}} h_{1,2,(1)}^{\prime}(x)^{\gamma_{j}} \mathrm{~d} x,
\end{aligned}
$$

where, for $j \in[d]$, we put

$$
\begin{aligned}
\alpha_{j} & =\left|\left\{t \in\{1,2, \ldots, q\}: j \in \mathfrak{u}_{t}^{c}\right\}\right|, \\
\beta_{j} & =\left|\left\{t \in\{1,2, \ldots, q\}: j \in \mathfrak{v}_{t}\right\}\right|, \\
\gamma_{j} & =\left|\left\{t \in\{1,2, \ldots, q\}: j \in \mathfrak{u} \backslash \mathfrak{v}_{t}\right\}\right| .
\end{aligned}
$$

Note that $\alpha_{j}, \beta_{j}, \gamma_{j}$ also depend on $\mathfrak{u}_{1}, \mathfrak{v}_{1}, \mathfrak{u}_{2}, \mathfrak{v}_{2}, \ldots, \mathfrak{u}_{q}, \mathfrak{v}_{q}$. We have $\alpha_{j}, \beta_{j}, \gamma_{j} \in$ $\{0,1, \ldots, q\}$ and $\alpha_{j}+\beta_{j}+\gamma_{j}=q$.

For given $\mathfrak{u}_{t} \subseteq[d], \mathfrak{v}_{t} \subseteq \mathfrak{u}_{t}$ for $t \in\{1,2, \ldots, q\}$, put

$$
I\left(\alpha_{j}, \beta_{j}, \gamma_{j}\right)=\int_{0}^{1} h_{1,1}^{\prime}(x)^{\alpha_{j}} h_{1,2,(0)}^{\prime}(x)^{\beta_{j}} h_{1,2,(1)}^{\prime}(x)^{\gamma_{j}} \mathrm{~d} x
$$

Now we show that $I\left(\alpha_{j}, \beta_{j}, \gamma_{j}\right) \geq 0$ for all $\alpha_{j}, \beta_{j}, \gamma_{j} \in\{0,1, \ldots, q\}$ with $\alpha_{j}+\beta_{j}+\gamma_{j}=q$. This will help us later on when we show that the norm of $g_{d}$ is dominated by the norm of $h_{d}$.

If $\alpha_{j}>0$ and $\gamma_{j}>0$, then we have $I\left(\alpha_{j}, \beta_{j}, \gamma_{j}\right)=0$, because $h_{1,1}^{\prime}$ and $h_{1,2,(1)}^{\prime}$ have disjoint support. Likewise, if $\beta_{j}>0$ and $\gamma_{j}>0$, then we have $I\left(\alpha_{j}, \beta_{j}, \gamma_{j}\right)=0$, because $h_{1,2,(0)}$ and $h_{1,2,(1)}$ have disjoint support.

If $\left(\alpha_{j}, \beta_{j}, \gamma_{j}\right) \in\{(0,0, q),(0, q, 0),(q, 0,0)\}$, then obviously $I\left(\alpha_{j}, \beta_{j}, \alpha_{j}\right)>$ 0.

It remains to consider the case $\alpha_{j}>0, \beta_{j}>0$ and $\gamma_{j}=0$. In this case $\alpha_{j}+\beta_{j}=q$. If $\alpha_{j}\left(\right.$ and then also $\left.\beta_{j}\right)$ is even, then $I\left(\alpha_{j}, \beta_{j}, \gamma_{j}\right)>0$.

So it remains to deal with the cases where $\alpha_{j}$ is odd.
Let $a^{*}=1-10^{-q}$ and $c^{*}=10^{-q}$. Let $\alpha, \beta \in\{1, \ldots, q-1\}$ be odd and assume that $\alpha+\beta=q$. We show that

$$
\begin{equation*}
I(\alpha, \beta, 0) \geq 0 \quad \text { for all } a \in\left[a^{*}, 1\right] \text { and all } c \in\left[0, c^{*}\right] \tag{9}
\end{equation*}
$$

Let $a \in\left[a^{*}, 1\right]$ and $c \in\left[0, c^{*}\right]$. We have

$$
\begin{aligned}
& I(\alpha, \beta, 0) \\
&= \int_{0}^{c}\left(\frac{p}{2}(1-x)^{p-1}\right)^{\alpha}\left(\frac{p}{2}(1-x)^{p-1}\right)^{\beta} \mathrm{d} x \\
&+\int_{c}^{a-10 c} 0 \mathrm{~d} x \\
&+\int_{a-10 c}^{a}\left(p(1-x)^{p-1}+\frac{1-(1-c)^{p}}{20 c}\right)^{\alpha}\left(-\frac{1-(1-c)^{p}}{20 c}\right)^{\beta} \mathrm{d} x \\
&= \int_{0}^{c}\left(\frac{p}{2}(1-x)^{p-1}\right)^{q} \mathrm{~d} x \\
&-\left(\frac{1-(1-c)^{p}}{20 c}\right)^{\beta} \int_{a-10 c}^{a}\left(p(1-x)^{p-1}+\frac{1-(1-c)^{p}}{20 c}\right)^{\alpha} \mathrm{d} x .
\end{aligned}
$$

Note that $(p-1) q=p$ and hence

$$
\begin{aligned}
& I(\alpha, \beta, 0) \\
& =\left(\frac{p}{2}\right)^{q} \frac{1-(1-c)^{p+1}}{p+1} \\
& \quad-\left(\frac{1-(1-c)^{p}}{20 c}\right)^{\beta} \int_{a-10 c}^{a}\left(p(1-x)^{p-1}+\frac{1-(1-c)^{p}}{20 c}\right)^{\alpha} \mathrm{d} x .
\end{aligned}
$$

We have $1-(1-c)^{p} \leq p c$ and $1-a+10 c \leq 11 c^{*}$. Hence,

$$
\begin{aligned}
& \left(\frac{1-(1-c)^{p}}{20 c}\right)^{\beta} \int_{a-10 c}^{a}\left(p(1-x)^{p-1}+\frac{1-(1-c)^{p}}{20 c}\right)^{\alpha} \mathrm{d} x \\
& \leq\left(\frac{p}{20}\right)^{\beta} \int_{a-10 c}^{a}\left(p(1-x)^{p-1}+\frac{p}{20}\right)^{\alpha} \mathrm{d} x \\
& \leq\left(\frac{p}{20}\right)^{\beta} 10 c\left(p(1-a+10 c)^{p-1}+\frac{p}{20}\right)^{\alpha} \\
& =\left(\frac{p}{2}\right)^{q} \frac{10 c}{10^{\beta}}\left(2\left(11 c^{*}\right)^{p-1}+\frac{1}{10}\right)^{\alpha} \\
& \leq\left(\frac{p}{2}\right)^{q} \frac{10 c}{10^{q}}\left(\frac{32}{10}\right)^{q-1}
\end{aligned}
$$

where we used
$2\left(11 c^{*}\right)^{p-1}+\frac{1}{10} \leq 2 \frac{11^{p-1}}{10^{(p-1) q}}+\frac{1}{10}=2 \frac{11^{p-1}}{10^{p}}+\frac{1}{10}=\frac{2}{11}\left(\frac{11}{10}\right)^{p}+\frac{1}{10} \leq \frac{1}{10} \frac{32}{10}$.
Now we obtain

$$
I(\alpha, \beta, 0) \geq\left(\frac{p}{2}\right)^{q}\left(\frac{1-(1-c)^{p+1}}{p+1}-\frac{c}{10^{q-1}}\left(\frac{32}{10}\right)^{q-1}\right)
$$

We use $1-(1-c)^{p+1} \geq(p+1)(1-c)^{p} c$. Then we get

$$
\begin{aligned}
I(\alpha, \beta, 0) & \geq\left(\frac{p}{2}\right)^{q} c\left((1-c)^{p}-\frac{1}{10^{q-1}}\left(\frac{32}{10}\right)^{q-1}\right) \\
& \geq\left(\frac{p}{2}\right)^{q} c\left(\left(1-\frac{1}{10^{q}}\right)^{p}-\left(\frac{32}{100}\right)^{q-1}\right) \\
& =\left(\frac{p}{2}\right)^{q} c\left(\left(1-\frac{1}{10^{q}}\right)^{q /(q-1)}-\left(\frac{32}{100}\right)^{q-1}\right) \\
& \geq\left(\frac{p}{2}\right)^{q} c \frac{6601}{10000} \geq 0
\end{aligned}
$$

Hence (9) is shown.

From now on let $a \in\left[a^{*}, 1\right)$ and $c \in\left(0, c^{*}\right]$. We summarize: for $\alpha_{j}, \beta_{j}, \gamma_{j} \in$ $\{0,1, \ldots, q\}$ and $\alpha_{j}+\beta_{j}+\gamma_{j}=q$ we have the following situation:

| $\alpha_{j}$ | $\beta_{j}$ | $\gamma_{j}$ | $I\left(\alpha_{j}, \beta_{j}, \gamma_{j}\right)$ | reason |
| :---: | :---: | :---: | :---: | :--- |
| $=0$ | $=0$ | $>0$ | $>0$ | $\gamma_{j}=q$ |
| $=0$ | $>0$ | $=0$ | $>0$ | $\beta_{j}=q$ |
| 0 | $>0$ | $>0$ | $=0$ | disjoint support of $h_{1,2,(0)}$ and $h_{1,2,(1)}$ |
| $>0$ | $=0$ | $=0$ | $>0$ | $\alpha_{j}=q$ |
| $>0$ | $=0$ | $>0$ | $=0$ | disjoint support of $h_{1,1}^{\prime}$ and $h_{1,2,(1)}^{\prime}$ |
| $>0$ | $>0$ | $=0$ | $>0$ | special choice $a \in\left[a^{*}, 1\right)$ and $c \in\left(0, c^{*}\right]$ |
| $>0$ | $>0$ | $>0$ | $=0$ | disjoint support of $h_{1,2,(0)}$ and $h_{1,2,(1)}$ |

Thus, in any case we have $I\left(\alpha_{j}, \beta_{j}, \gamma_{j}\right) \geq 0$. Hence

$$
\begin{aligned}
& \left\|h_{d}\right\|_{d, q}^{q} \\
& =\sum_{\mathfrak{u}_{1} \subseteq[d]} \sum_{\mathfrak{v}_{1} \subseteq \mathfrak{u}_{1}} \sum_{u_{2} \subseteq[d]} \sum_{\mathfrak{v}_{2} \subseteq \mathfrak{u}_{2}} \cdots \sum_{\mathfrak{u}_{q} \subseteq[d]} \sum_{\mathfrak{v}_{q} \subseteq \mathfrak{u}_{q}} \prod_{j=1}^{d} I\left(\alpha_{j}, \beta_{j}, \gamma_{j}\right) \\
& \geq \sum_{\mathfrak{u}_{1} \subseteq[d] \mathfrak{v}_{1} \subseteq \mathfrak{u}_{1}} \sum_{\mathfrak{u}_{2} \subseteq[d]} \sum_{\mathfrak{v}_{2} \subseteq \mathfrak{u}_{2}} \sum^{*} \cdots \sum_{\mathfrak{u}_{q} \subseteq[d]} \sum_{\mathfrak{v}_{q} \subseteq \mathfrak{u}_{4}}{ }^{*} \prod_{j=1}^{d} I\left(\alpha_{j}, \beta_{j}, \gamma_{j}\right) \\
& \\
& =\int_{[0,1]^{d}}\left|\sum_{\mathfrak{u} \subseteq[d]} \prod_{j \notin \mathfrak{u}} h_{1,1}^{\prime}\left(x_{j}\right) \sum_{\mathfrak{v} \subseteq \mathfrak{u}}^{*} \prod_{j \in \mathfrak{v}} h_{1,2,(0)}^{\prime}\left(x_{j}\right) \prod_{j \in \mathfrak{u} \backslash \mathfrak{v}} h_{1,2,(1)}^{\prime}\left(x_{j}\right)\right|^{q} \mathrm{~d} \boldsymbol{x} \\
& \\
& =\left\|g_{d}\right\|_{d, q}^{q} .
\end{aligned}
$$

Now set $\widetilde{g}_{d}(\boldsymbol{x}):=\left(1 /\left\|h_{d}\right\|_{d, q}\right) g_{d}(\boldsymbol{x})$ such that $\left\|\widetilde{g}_{d}\right\|_{d, q} \leq 1$.
Put, for $(a, c) \in\left[a^{*}, 1\right] \times\left[0, c^{*}\right]$,

$$
\begin{aligned}
I_{1,2,(0)}(a, c) & :=\int_{0}^{1} h_{1,2,(0)}(x) \mathrm{d} x \\
& =\frac{\left(1-(1-c)^{p}\right)((p+1)(a-5 c)-1)+p c(1-c)^{p}}{2(p+1)}
\end{aligned}
$$

and

$$
I_{1,2,(1)}(a):=\int_{0}^{1} h_{1,2,(1)}(x) \mathrm{d} x=(1-a)^{p+1} \frac{p}{p+1} .
$$

Next we show that we can choose $c \in\left(0, c^{*}\right)$ such that $I_{1,2,(0)}\left(a^{*}, c\right)=$ $I_{1,2,(1)}\left(a^{*}\right)$.

We have

$$
\begin{aligned}
\frac{I_{1,2,(0)}\left(a^{*}, c^{*}\right)}{I_{1,2,(1)}\left(a^{*}\right)} & =\frac{\left(1-\left(1-c^{*}\right)^{p}\right)\left((p+1)\left(a^{*}-5 c^{*}\right)-1\right)+p c^{*}\left(1-c^{*}\right)^{p}}{2\left(1-a^{*}\right)^{p+1} p} \\
& =\frac{\left(1-\left(1-c^{*}\right)^{p}\right)\left((p+1)\left(1-6 c^{*}\right)-1\right)+p c^{*}\left(1-c^{*}\right)^{p}}{2\left(c^{*}\right)^{p+1} p} \\
& \geq \frac{p\left(1-c^{*}\right)^{p-1}\left((p+1)\left(1-6 c^{*}\right)-1\right)+p c^{*}\left(1-c^{*}\right)^{p}}{2\left(c^{*}\right)^{p+1} p} \\
& =\frac{\left(1-c^{*}\right)^{p-1}}{2\left(c^{*}\right)^{p+1}}\left((p+1)\left(1-6 c^{*}\right)-1+c^{*}\left(1-c^{*}\right)\right) \\
& \geq \frac{1-11 c^{*}-\left(c^{*}\right)^{2}}{2\left(c^{*}\right)^{2}} \\
& =\frac{1}{2} 10^{2 q}-\frac{11}{2} 10^{q}-\frac{1}{2}>1 .
\end{aligned}
$$

Hence $I_{1,2,(0)}\left(a^{*}, c^{*}\right)>I_{1,2,(1)}\left(a^{*}\right)$. Now, since $I_{1,2,(0)}\left(a^{*}, 0\right)=0<I_{1,2,(1)}\left(a^{*}\right)$, we can find a $c \in\left(0, c^{*}\right)$ such that $I_{1,2,(0)}\left(a^{*}, c\right)=I_{1,2,(1)}\left(a^{*}\right)$, according to the mean value theorem.

From now on let

$$
\begin{equation*}
c \in\left(0, c^{*}\right) \text { be such that } I_{1,2,(0)}\left(a^{*}, c\right)=I_{1,2,(1)}\left(a^{*}\right) . \tag{10}
\end{equation*}
$$

In the following we use $(x)_{+}=x$ if $x>0$ and 0 if $x \leq 0$. Since $\widetilde{g}_{d}\left(\boldsymbol{x}_{k}\right)=0$ for all $k \in\{1,2, \ldots, N\}$ and since $\varphi(0,0, \ldots, 0)=0$ (here $\varphi$ is from (2)) we have for any algorithm (2) that is based on $\mathcal{P}$ that

$$
\begin{align*}
& e\left(F_{d, q}, A_{d, N}\right) \\
& \geq \int_{[0,1] d} \widetilde{g}_{d}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x} \\
& =\frac{1}{\left\|h_{d}\right\|_{d, q}} \sum_{\mathfrak{u} \subseteq[d]}\left(\int_{0}^{1} h_{1,1}(x) \mathrm{d} x\right)^{d-|\mathfrak{u}|} \\
& \quad \times \sum_{\mathfrak{v} \subseteq \mathfrak{u}}^{*}\left(\int_{0}^{1} h_{1,2,(0)}(x) \mathrm{d} x\right)^{|\mathfrak{v}|}\left(\int_{0}^{1} h_{1,2,(1)}(x) \mathrm{d} x\right)^{|\mathfrak{u}|-|\mathfrak{v}|} \tag{11}
\end{align*}
$$

Put

$$
\alpha_{1}:=\int_{0}^{1} h_{1,1}(x) \mathrm{d} x=\frac{p}{p+1}\left(1-\left(1-a^{*}\right)^{p+1}\right)-I_{1,2,(0)}\left(a^{*}, c\right)
$$

and remember that according to our choice (10) we have

$$
\int_{0}^{1} h_{1,2,(0)}(x) \mathrm{d} x=\int_{0}^{1} h_{1,2,(1)}(x) \mathrm{d} x
$$

Now we continue from (11) and obtain

$$
\begin{aligned}
& e\left(F_{d, q}, A_{d, N}\right) \\
& \quad \geq \frac{1}{\left\|h_{d}\right\|_{d, q}} \sum_{\mathfrak{u} \subseteq[d]} \alpha_{1}^{d-|\mathfrak{u}|}\left(\int_{0}^{1} h_{1,2,(0)}(x) \mathrm{d} x\right)^{|\mathfrak{u}|} \sum_{\mathfrak{v} \subseteq \mathfrak{u}}^{*} 1 \\
& \quad \geq \frac{1}{\left\|h_{d}\right\|_{d, q}} \sum_{\mathfrak{u} \subseteq[d]} \alpha_{1}^{d-|\mathfrak{u}|}\left(\int_{0}^{1} h_{1,2,(0)}(x) \mathrm{d} x\right)^{|\mathfrak{u}|}\left(2^{|\mathfrak{u}|}-N\right)_{+} \\
& \quad=\frac{1}{\left\|h_{d}\right\|_{d, q}} \sum_{\mathfrak{u} \subseteq[d]} \alpha_{1}^{d-|\mathfrak{u}|}\left(2 \int_{0}^{1} h_{1,2,(0)}(x) \mathrm{d} x\right)^{|\mathfrak{u}|}\left(1-\frac{N}{2^{|\mathfrak{u}|}}\right)_{+},
\end{aligned}
$$

where we used that for every $\mathfrak{u} \subseteq[d]$ at most $N$ of the intervals

$$
\prod_{j \in \mathfrak{v}}\left[0, a^{*}\right] \prod_{j \in \mathfrak{u} \backslash \mathfrak{v}}\left[a^{*}, 1\right] \prod_{j \notin \mathfrak{u}}[0,1]
$$

with $\mathfrak{v} \subseteq \mathfrak{u}$ can contain a point from the node set $\mathcal{P}_{N}$.
Put

$$
\alpha_{2}:=2 \int_{0}^{1} h_{1,2,(0)}(x) \mathrm{d} x .
$$

Then we have further

$$
\begin{aligned}
e\left(F_{d, q}, A_{d, N}\right) & \geq \frac{1}{\left\|h_{d}\right\|_{d, q}} \sum_{\mathfrak{u} \subseteq[d]} \alpha_{1}^{d-|\mathfrak{u}|} \alpha_{2}^{|\mathfrak{u}|}\left(1-\frac{N}{2^{|\boldsymbol{u}|}}\right)_{+} \\
& =\frac{1}{\left\|h_{d}\right\|_{d, q}} \sum_{k=0}^{d}\binom{d}{k} \alpha_{1}^{d-k} \alpha_{2}^{k}\left(1-\frac{N}{2^{k}}\right)_{+} \\
& =\frac{1}{\left\|h_{d}\right\|_{d, q}} \alpha_{1}^{d} \sum_{k=0}^{d}\binom{d}{k} \alpha_{3}^{k}\left(1-\frac{N}{2^{k}}\right)_{+}
\end{aligned}
$$

where we put

$$
\alpha_{3}:=\frac{\alpha_{2}}{\alpha_{1}}>0
$$

Since the lower bound on the error is independent of the choice of $\mathcal{P}_{N}$ it follows that

$$
e_{q}(N, d) \geq \frac{1}{\left\|h_{d}\right\|_{d, q}} \alpha_{1}^{d} \sum_{k=0}^{d}\binom{d}{k} \alpha_{3}^{k}\left(1-\frac{N}{2^{k}}\right)_{+}
$$

For the normalized $n$-th minimal error we therefore obtain

$$
\frac{e_{q}(N, d)}{e_{q}(0, d)} \geq \frac{1}{\left\|h_{d}\right\|_{d, q} e_{q}(0, d)} \alpha_{1}^{d} \sum_{k=0}^{d}\binom{d}{k} \alpha_{3}^{k}\left(1-\frac{N}{2^{k}}\right)_{+}
$$

We have

$$
\left\|h_{d}\right\|_{d, q} e_{q}(0, d)=\left(\frac{p}{p+1}\right)^{d}
$$

and hence

$$
\begin{equation*}
\frac{e_{q}(N, d)}{e_{q}(0, d)} \geq\left(\frac{p+1}{p}\right)^{d} \alpha_{1}^{d} \sum_{k=0}^{d}\binom{d}{k} \alpha_{3}^{k}\left(1-\frac{N}{2^{k}}\right)_{+} \tag{12}
\end{equation*}
$$

Now we proceed using ideas from [28, p. 185]. Let $b \in(0,1)$ and let $N=\left\lfloor C^{d}\right\rfloor$ with $C \in\left(1,2^{\alpha_{3} /\left(1+\alpha_{3}\right)}\right)$. This means that

$$
\frac{C}{2^{\alpha_{3} /\left(1+\alpha_{3}\right)}}<1
$$

Then there exists a positive $c$ such that

$$
c<\frac{\alpha_{3}}{1+\alpha_{3}} \quad \text { and } \quad \frac{C}{2^{c}}<1
$$

Put $k(d):=\lfloor c d\rfloor$. For sufficiently large $d$ we have

$$
\begin{equation*}
\frac{N}{2^{k}} \leq \frac{C^{d}}{2^{c d-1}}=2\left(\frac{C}{2^{c}}\right)^{d} \leq b \quad \text { for all } k \in(k(d), d] \tag{13}
\end{equation*}
$$

Put further $C_{d, k}:=\binom{d}{k} \alpha_{3}^{k}$. Then (12) and (13) imply that

$$
\begin{aligned}
\frac{e_{q}\left(\left\lfloor C^{d}\right\rfloor, d\right)}{e_{q}(0, d)} & \geq\left(\frac{p+1}{p}\right)^{d} \alpha_{1}^{d} \sum_{k=k(d)+1}^{d} C_{d, k}\left(1-\frac{N}{2^{k}}\right)_{+} \\
& \geq(1-b)\left(\frac{p+1}{p}\right)^{d} \alpha_{1}^{d} \sum_{k=k(d)+1}^{d} C_{d, k} \\
& =(1-b)\left(\frac{p+1}{p}\right)^{d} \alpha_{1}^{d}\left(\sum_{k=0}^{d} C_{d, k}-\sum_{k=0}^{k(d)} C_{d, k}\right) .
\end{aligned}
$$

Note that

$$
\sum_{k=0}^{d} C_{d, k}=\left(1+\alpha_{3}\right)^{d}=\frac{\left(\alpha_{1}+\alpha_{2}\right)^{d}}{\alpha_{1}^{d}}
$$

and

$$
\begin{aligned}
\alpha_{1}+\alpha_{2} & =\int_{0}^{1} h_{1,1}(x) \mathrm{d} x+2 \int_{0}^{1} h_{1,2,(0)}(x) \mathrm{d} x \\
& =\int_{0}^{1} h_{1,1}(x) \mathrm{d} x+\int_{0}^{1} h_{1,2,(0)}(x) \mathrm{d} x+\int_{0}^{1} h_{1,2,(1)}(x) \mathrm{d} x \\
& =\int_{0}^{1} h_{1}(x) \mathrm{d} x \\
& =\int_{0}^{1} 1-(1-x)^{p} \mathrm{~d} x \\
& =\frac{p}{p+1} .
\end{aligned}
$$

This yields

$$
\begin{aligned}
\frac{e_{q}\left(\left\lfloor C^{d}\right\rfloor, d\right)}{e_{q}(0, d)} & \geq(1-b)\left(\frac{p+1}{p}\left(\alpha_{1}+\alpha_{2}\right)\right)^{d}\left(1-\frac{\sum_{k=0}^{k(d)} C_{d, k}}{\left(1+\alpha_{3}\right)^{d}}\right) \\
& =(1-b)\left(1-\frac{\sum_{k=0}^{k(d)} C_{d, k}}{\left(1+\alpha_{3}\right)^{d}}\right) .
\end{aligned}
$$

Now put

$$
\alpha(d):=\frac{\sum_{k=0}^{k(d)} C_{d, k}}{\left(1+\alpha_{3}\right)^{d}}
$$

It is shown in [28, p. 185] that $\alpha(d)$ tends to zero when $d \rightarrow \infty$. Hence, for any positive $\delta$ we can find an integer $d(\delta)$ such that for all $d \geq d(\delta)$ we have

$$
1 \geq \frac{e_{q}\left(\left\lfloor C^{d}\right\rfloor, d\right)}{e_{q}(0, d)} \geq(1-b)(1-\delta)
$$

Since $b$ and $\delta$ can be arbitrarily close to zero, it follows that

$$
\lim _{d \rightarrow \infty} \frac{e_{q}\left(\left\lfloor C^{d}\right\rfloor, d\right)}{e_{q}(0, d)}=1
$$

and this holds true for all $C \in\left(1,2^{\alpha_{3} /\left(1+\alpha_{3}\right)}\right)$.
Now we proceed like in [28, p. 186]. Take $\varepsilon \in(0,1)$. For large $d$ we have

$$
\varepsilon e_{q}(0, d)<e_{q}\left(\left\lfloor C^{d}\right\rfloor, d\right)=e_{q}(0, d)(1+o(1))
$$

and therefore $N_{q}^{\text {int }}(\varepsilon, d) \geq C^{d}(1+o(1))$. Since $C>1$ this means the curse of dimensionality.

## 4 Some remarks

Some remarks are in order.

Possible values for $C$ in Theorem 3. According to the proof of Theorem 3 we have

$$
\alpha_{3}=\frac{\alpha_{2}}{\alpha_{1}}=\frac{2 I_{1,2,(0)}\left(a^{*}, c\right)}{\frac{p}{p+1}\left(1-\left(1-a^{*}\right)^{p+1}\right)-I_{1,2,(0)}\left(a^{*}, c\right)},
$$

where $c$ is choosen according to (10), which implies

$$
I_{1,2,(0)}\left(a^{*}, c\right)=I_{1,2,(1)}\left(a^{*}\right)=\frac{p}{p+1}\left(1-a^{*}\right)^{p+1}
$$

Hence,

$$
\alpha_{3}=\frac{2\left(1-a^{*}\right)^{p+1}}{1-2\left(1-a^{*}\right)^{p+1}}
$$

and further

$$
\frac{\alpha_{3}}{1+\alpha_{3}}=2\left(1-a^{*}\right)^{p+1}=\frac{2}{10^{q(p+1)}} \quad \text { and } \quad 2^{\alpha_{3} /\left(1+\alpha_{3}\right)}=4^{10^{-q(p+1)}}
$$

We compute some values for $2^{\alpha_{3} /\left(1+\alpha_{3}\right)}$ :

| $q$ | $2^{\alpha_{3} /\left(1+\alpha_{3}\right)}$ |
| :---: | :---: |
| 2 | $1.01396 \ldots$ |
| 4 | $1.000003482 \ldots$ |
| 6 | $1.00000000051675 \ldots$ |

Remark 1. Our choice for $a^{*}$ was very arbitrary. One can try to find the smallest possible $a^{*}$ such that all conditions are satisfied, i.e., $I(\alpha, 1-\alpha, 0) \geq$ for all odd $\alpha$ in $\{1, \ldots, q-1\}$ and $I_{1,2,(0)}=I_{1,2,(1)}$. This way one can improve the value of $2^{\alpha_{3} /\left(1+\alpha_{3}\right)}$. For example for $q=4$ we also found $a^{*}=0.930338256 \ldots$ and $c=0.00186068 \ldots$. With this choice we obtain

$$
2^{\alpha_{3} /\left(1+\alpha_{3}\right)}=1.00277 \ldots
$$

Hence we can deduce that

$$
N_{4}^{\mathrm{int}}(\varepsilon, d) \geq(1.00277)^{d}(1+o(1))
$$

History and related problems. During the proof of Theorem 3 we already observed that, formally, we prove a lower bound for the integration problem and a $3^{d}$-dimensional tensor product space. We give some history of such problems, in particular (in)tractability results. The first results appeared in 1997. In [25] it is proved that some non-trivial problems are easy (tractable) and for other problems the curse of dimensionality is present. An important case is the space of trigonometric polynomials of degree one in each variable; Sloan and Woźniakowski [34] prove the curse for this space. The same space, but with different norms, was studied later in [24]. To prove the curse for this norm, a new technique was developed in [37] and further studied in [18] and [19].

As we explain in the next section, also the method of decomposable kernels (see, e.g., [28, Theorem 11.12]) can be seen as a contribution to this problem, even if the authors at that time did not present it that way. This technique works fine in the case of finite smoothness and is related to the technique of bump functions, see [20] for a discussion and new results. Bump functions do not work for analytic functions, see again [18, 19], and surprisingly they also do not work for functions of very low degree of smoothness, see [20].

Generalized $L_{p}$-discrepancy. Sometimes a more general version of $L_{p^{-}}$ discrepancy is considered. Here for points $\mathcal{P}=\left\{\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{N}\right\}$ and corresponding coefficients $\mathcal{A}=\left\{a_{1}, a_{2}, \ldots, a_{N}\right\}$ the discrepancy function is

$$
\bar{\Delta}_{\mathcal{P}, \mathcal{A}}(\boldsymbol{t})=\sum_{k=1}^{N} a_{k} \mathbf{1}_{[0, \boldsymbol{t})}\left(\boldsymbol{x}_{k}\right)-t_{1} t_{2} \cdots t_{d}
$$

for $\boldsymbol{t}=\left(t_{1}, t_{2}, \ldots, t_{d}\right)$ in $[0,1]^{d}$ and the generalized $L_{p}$-discrepancy is

$$
\bar{L}_{p, N}(\mathcal{P}, \mathcal{A})=\left(\int_{[0,1]^{d}}\left|\bar{\Delta}_{\mathcal{P}, \mathcal{A}}(\boldsymbol{t})\right|^{p} \mathrm{~d} \boldsymbol{t}\right)^{1 / p} \quad \text { for } p \in[1, \infty)
$$

with the usual adaptions for $p=\infty$. If $a_{1}=a_{2}=\ldots=a_{N}=1 / N$, then we are back to the classical definition of $L_{p}$-discrepancy from Section 1 .

Now the $N$-th minimal generalized $L_{p}$-discrepancy in dimension $d$ is defined as

$$
\overline{\operatorname{disc}}_{p}(N, d):=\min _{\mathcal{P}, \mathcal{A}} \bar{L}_{p}(\mathcal{P}, \mathcal{A})
$$

where the minimum is extended over all $N$-element point sets $\mathcal{P}$ in $[0,1)^{d}$ and over all corresponding coefficients $\mathcal{A}$, and its inverse is

$$
N_{p}^{\overline{\mathrm{disc}}}(\varepsilon, d):=\min \left\{N \in \mathbb{N}: \overline{\operatorname{disc}}_{p}(N, d) \leq \varepsilon \overline{\operatorname{disc}}_{p}(0, d)\right\}
$$

where, obviously, $\overline{\operatorname{disc}}_{p}(0, d)=\operatorname{disc}_{p}(0, d)$.
Turn to the integration problem in $F_{d, q}$, then the worst-case error (4) of a linear algorithm (3) is

$$
e\left(F_{d, q}, A_{d, N}^{\operatorname{lin}_{n}}\right)=\bar{L}_{p}(\overline{\mathcal{P}}, \mathcal{A})
$$

where $\overline{\mathcal{P}}$ is given in (5) and $\mathcal{A}$ consists of exactly the coefficients from the given linear algorithm. Again, this is well known (see [28] or [35]).

With these preparations it follows from Theorem 3 that also the generalized $L_{p}$-discrepancy suffers for all $p$ of the form $p=\frac{2 \ell}{2 \ell-1}$ with $\ell \in \mathbb{N}$ from the curse of dimensionality.

Theorem 4. For every $p$ of the form $p=\frac{2 \ell}{2 \ell-1}$ with $\ell \in \mathbb{N}$ there exists a real $C_{p}$ that is strictly larger than 1, such that for all $\varepsilon \in(0,1)$ we have

$$
N_{p}^{\text {disc }}(\varepsilon, d) \geq C_{p}^{d}(1+o(1)) \quad \text { for } d \rightarrow \infty
$$

In particular, for all these $p$ the generalized $L_{p}$-discrepancy suffers from the curse of dimensionality.


Figure 2: Plot of the functions $h_{1}, h_{1,1}, h_{1,2,(0)}$, and $h_{1,2,(1)}$ for $q=p=2$ and $a=4^{1 / 3} /\left(1+4^{1 / 3}\right)$.

## 5 The case $p=q=2$ revisited and an outlook on the general problem

As already mentioned, the case $p=q=2$ is well established and can be tackled with the method of decomposable kernels (see [26] and also [28, Chapter 12]). This method can be mimicked with the method presented here by taking the decomposition

$$
\begin{aligned}
h_{1,1}(x) & =(2-a) \min (x, a), \\
h_{1,2,(0)}(x) & =\mathbf{1}_{[0, a]}(x) x(a-x), \\
h_{1,2,(1)}(x) & =\mathbf{1}_{[a, 1]}(x)(x(2-x)-a(2-a))
\end{aligned}
$$

for some $a \in(0,1)$ (compare this with [28, p. 192]). See Figure 2. Define the fooling function $g_{d}$ like in (8), but with the present decomposition, it follows
almost immediately from orthogonality arguments that $\left\|g_{d}\right\|_{d, 2} \leq\left\|h_{d}\right\|_{d, 2}$. Choosing $a=4^{1 / 3} /\left(1+4^{1 / 3}\right)$ (compare again with [28, p. 192]) gives in addition that $\int_{0}^{1} h_{1,2,(0)}(x) \mathrm{d} x=\int_{0}^{1} h_{1,2,(1)}(x) \mathrm{d} x$ such that the whole proof of Theorem 3 goes through with the present decomposition, but now one obtains the improved quantity

$$
2^{\alpha_{3} /\left(1+\alpha_{3}\right)}=1.08332 \ldots,
$$

i.e.,

$$
N_{2}^{\mathrm{int}}(\varepsilon, d) \geq(1.08332)^{d}(1+o(1))
$$

which is exactly the value obtained in [28, p. 193]. This reproves the result for $p=q=2$, but without using the method of decomposable kernels.

From this point of view, the following decomposition for general $q \in$ $(1, \infty)$ would be somehow obvious:

$$
\begin{aligned}
h_{1,1}(x) & =\frac{1-(1-a)^{p}}{a} \min (x, a), \\
h_{1,2,(0)}(x) & =\mathbf{1}_{[0, a]}(x)\left(\left(1-(1-x)^{p}\right)-\frac{x}{a}\left(1-(1-a)^{p}\right)\right), \\
h_{1,2,(1)}(x) & =\mathbf{1}_{[a, 1]}(x)\left(\left(1-(1-x)^{p}\right)-\left(1-(1-a)^{p}\right)\right) .
\end{aligned}
$$

Choosing $a=2^{\frac{p}{p+1}} /\left(1+2^{\frac{p}{p+1}}\right)$ one obtains again that $\int_{0}^{1} h_{1,2,(0)}(x) \mathrm{d} x=$ $\int_{0}^{1} h_{1,2,(1)}(x) \mathrm{d} x$. However, choosing the fooling function $g_{d}$ like in (8) the problem is to show the estimate $\left\|g_{d}\right\|_{d, q} \leq\left\|h_{d}\right\|_{d, q}$. As soon as this could be done, one can tackle the general $q$ case with the proof method from Theorem 3.
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[^0]:    ${ }^{1}$ We remark that in [35] the anchored space with anchor $\mathbf{1}$ is considered which results in a worst case error of exactly $L_{p}(\mathcal{P})$, where $\mathcal{P}$ is the node set of the QMC rule. Here we have chosen the anchor as $\mathbf{0}$, and therefore in the formula for the worst-case error the point set $\overline{\mathcal{P}}$ appears. For details see also [28, Section 9.5.1] for the case $p=2$.

