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We discuss the possibility of defining an emergent local temperature in extended quantum many-body systems
evolving out of equilibrium. For the most simple case of free-fermionic systems, we give an explicit formula for
the effective temperature in the case of, not necessarily unitary, Gaussian preserving dynamics. In this frame-
work, we consider the hopping fermions on a one-dimensional lattice submitted to randomly distributed projec-
tive measurements of the local occupation numbers. We show from the average over many quantum trajectories
that the effective temperature relaxes exponentially towards infinity.
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1. Introduction

In the last decade, there has been a tremendous interest in the study of the out of equilibrium properties
of simple many-body systems in both unitary and non-unitary cases. In the unitary settings, the out of
equilibrium dynamics is generated by the more or less sudden quench of some global [1 2] or local [3} 4]
Hamiltonian parameter, after which the system is left to evolve unitarily in time. The quench may be also
homogeneous or inhomogeneous, varying the local couplings at different rates [SH8]]. In this scenario, one
important way of catching the non-equilibrium properties of the system is by considering the dynamical
evolution of the entanglement spreading all over the system [9 [10]. For local short-range Hamiltonians,
starting from a disentangled initial state, it has been shown that the spreading of the quantum correlations
is a ballistic process governed by the existence of a Lieb-Robinson bound [[11]]. From each points of the
system, after the quench, correlation fronts propagate at a maximum velocity, the Lieb-Robinson bound,
and give rise to local light-cones effects. For integrable one-dimensional systems, with infinite-life time
quasi-particle excitations propagating ballistically, the entanglement spreading is linear in time, as it can
be easily understood from a simple quasi-particle picture [1,[12]]. At later times, the system relaxes locally
to a generalized Gibbs state which, in general, is defined by the knowledge of an infinite set of conserved
quantities, reflecting an extensive scaling of the entanglement entropy [13-16]. However, many factors
may alter the unitarity of the evolution: in real life, the system is never perfectly isolated and it can also
be monitored non-unitarily as it is the case when projective measurements are performed [17]. Under
such a monitoring, the dynamics may be drastically modified, leading for example to the possibility of
suppressing completely the spreading of the entanglement [[18-21]. The non-unitary dynamics in many
situations can be described by a Markovian dynamical map, leading to a Lindblad time evolution equation
for the density matrix of the system [22| 23], instead of the unitary Liouville equation. The opening of
the quantum system may also be global, where dissipative channels are connected to the whole system,
or may be local, where some regions of the system only are governed by a dissipative map while the
remaining part is governed by a Hamiltonian dynamics. One such a local situation is when a finite chain
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is coupled at its ends to different baths (or reservoirs of particles), generating at large enough times a
non-equilibrium steady state (NESS) [24H31]]. The local quantum NESS generated this way is a stationary
current full quantum state which is given by a generalized MacLennan-Zubarev state [32},[33]], which can
also be called a generalized Gibbs state, p(x) ~ e BH X =67 where B = (B + Br)/2 is the average
inverse temperature of the two baths coupled to the local Hamiltonian H(x) and 6 = 81 — Br is the drift
parameter coupled to a local current operator J(x) [24]. The melting of an initial domain wall may also
be described in this way since it represents locally the same physical setup [34-46|].

In this paper we reconsider the situation of a one-dimensional quantum system evolving according to
a dynamical map which may or may not be unitary and wish to assign to it, in the most simple possible
way, a local temperature. This attempt has been considered in the equilibrium case, where the local
temperature of a quantum system, if not properly defined, may not be a well defined quantity in the sense
that it may not be anymore an intensive quantity and differs from the whole system temperature [47H54].
Let us mention that several attempts to define the effective temperatures appeared quite recently in the
context of the system-plus-reservoir paradigm in the strong coupling limit [55]], by the introduction of a
virtual temperature in the context of quantum machines [56l], or based on the analyses of the heat flow in
open quantum systems [57, 58]].

In the next section we define the model and its dynamics. Section [3]is devoted to the question of local
effective temperatures. We end the paper by some discussion in section ]

2. Out of equilibrium dynamics of an extended quantum system

2.1. Local state
2.1.1. Hydrodynamical description

We consider one-dimensional free-fermionic systems defined on an infinite one-dimensional lattice
with lattice spacing a. The system may also be submitted to an external potential V (x) which is assumed
to be a real smooth function. To describe the local properties of the system, we split the one-dimensional
lattice into regular intervals [x, x + af[, each containing a large number ¢ of lattice sites, while keeping
the width af of the cell small enough such that for whatever sites j € [x,x + af[ the value of the
potential is constant in that interval: V; ~ V(x). The Hilbert space of the system is thus decomposed as
a product of identical finite-dimensional local Hilbert spaces $, located at position x. The Hamiltonian
H= I dxH (x) of the full system is thus a sum over the real line of the Hamiltonian density H (x) which
in the hydrodynamic limit, for example for spinless fermionic tight binding models, is given by [59-63]]

W = 2 [ (k) (Bl @+l 0+ 000) sveulwne). e

at

where «(x) is the local hopping constant and the ¢, and w; are Fermi fields defined in the hydrodynamical
cell x. Within each coarse-grained point x, the system can be diagonalized by a Fourier-Bogoliubov
transformation. Obviously, in order to make this continuum limit practicable, the local scale ¢ should be
much larger than the inverse particle density: £ > 1/p. In any case, one can always go back to the discret
nature of the system and use the discret splitting H = },, H(x), where H(x) is the local Hamiltonian
defined on the lattice sites j € [x,x + af|

H(x) = " ()T (x,0)c(x) = Z cj(x)Tij(x, 0)c;(x). (2.2)

i,j€EX
The cj (x), ¢;(x) are local creation and annihilation operators satisfying the usual canonical rules

{Cj-(x), cj(x')} :6ij6xx” 2.3)

and T (x, 0) is the local one-particle Hamiltonian (¢ X £ Hermitian coupling matrix).
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If the hydrodynamical description is valid, the lattice variables cj (x), ¢;(x) may be replaced by the
continuous creation and annihilation fields Lpi (y) and ¥ (y) acting at position y within the coarse-grained
cell x, such that

HW = v 0w = [ dy [ & vl T ), e4)

Ax Ax

where T (y, y’) is the kernel function associated to the T'(x, 0).

2.1.2. Time evolution of the local state

The local initial state at position x is deduced from the initial global state p(0) by tracing out the
degrees of freedom living in the complementary space $,, of the local Hilbert space $,:

p(x.0) = trg, {p(0)} . 23)

Up to boundary corrections, we assume that this local state is initially given by a local canonical statdT|

e BOVH ()
p(x.0) = w (H(x),B(x) = - (2.6)

[H(x), B(x)]

where H (x) is the local Hamiltonian 1i and Z(H, ) = trg_ {e~"(¥))} s the local partition function.
At a later time ¢, the system evolves according to a dynamical map A, such that

p(t) = A [p(0)], (2.7)

from which the local state is obtained by taking the partial trace

p(x,1) = trg, {p(n)} = trg, {A:[p(0)]} . (2.8)

If the global dynamical map A; is unitary, then

p(t) = A[p(0)] = U(1,0)p(0)U" (1,0), 2.9)

where U(t, 0) is the unitary time evolution operator defined on the global Hilbert space $. In such a case,
the local state is given by

p(x.1) = trg, {U(t,0)p(0)U'(1,0)}. (2.10)

In general, the system is not perfectly isolated and/or subject to an external monitoring, such as discret
or continuous driving of some parameter, measurements of some local properties, and this in general
breaks the unitarity of the dynamical map A, [21].

However, even for a perfectly isolated system, with a global unitary dynamics, the time evolution of
the reduced density matrix, that is the local state p(x, ), is not in general a unitary evolution [22] 23]].
Indeed, if we assume for simplicity that the initial global state p(0) is a tensor product state of the x-cell
state times, the state w, of the remaining part, that is p(0) = p(x,0) ® w,.(0), then the local state at a
later time is given by

px.1) = trg, {U(1,0)p(x,0) @ w.(0)U'(1,0)} . (2.11)

Now, introduce the spectral decomposition of the environement state w,(0) = >, Axmx, where {my =
| fic){fl} is a complete family of orthogonal projectors in the Hilbert space $),, and the tensor decom-
position of the unitary evolution operator

U(t,0) = Z Wi (1) ® MY, (2.12)
77

1For a general argument why the canonical states are ubiquitous states see [64}165].
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where M'/ = | f;){f;| is defined on the environement and W*/ () is a matrix defined on $, which can be
decomposed on an orthonormal basis {|¢x)} of the local space . as Wi/ (t) = 3, (W (¢)) L* with
L' = | ) {¢;|. Plugging that into the time-evolved reduced density matrix one obtains

pe.t) = Y 4 Y Wk@D)p (e W' (1) (2.13)
k

i

Since the A are the eigenvalues of the environment density operator, they are all positive and one can
redefine the Kraus operators as K'/ = 4/4;W"/ such that the reduced dynamical map is given by

p(r,1) = A [p(r,0)] = > K*(1)p(x, )K" (1), (2.14)

with the trace preserving condition

DKTOK() = 1g,. (2.15)

When there is only one Kraus operator left, the local dynamics is unitary too.
If the local dynamical map A ;) satisfies the Markovian semi-group property

A(x,t)A(x,s) = A(x,t+s)s (216)

then
p(x,1) = Ax,np(x,0) = A(x,e)A(x,t—e)p(xs 0) = A(x,e)p(xst - €), (2.17)

from which one deduces that there is an infinitesimal generator £, such that the infinitesimal dynamical
map Ay, e) = 1 + €Ly, whose exponential gives the finite dynamics:

t n
Ay = lim (]1 + ;Lx) = el Lx, (2.18)

Taking the time derivative of p(x, 1) = e’£xp(x, 0) one has the differential equation
atp(x7t) :£xp(x»t)a (219)

which can be written in the Lindblad form

Bup(e.1) = ~i[H@). p(x. 0] + Y Li(0)p(x. )L} (x) - % {Li@L.penf, @20
k

where H(x) and the so-called jump operators {L(x)} acting on the local Hilbert space §, are defined
in terms of the infinitesimal Kraus operators {K“(€)} under a proper scaling limit [22, 23] and with
{A, B} = AB + BA the anticommutator of A and B.

Solving the Lindblad equation for a many-body system is in general a very difficult task, even if a
few exact results do exist for non-interacting particles [24} |67]] and for some Bethe-integrable systems
[27H29]168]).

2.2. Gaussian preserving dynamics

In this context, we consider a special class of dynamical maps that preserves the Gaussianity of the
local state. Gaussian states p(x) are states for which Wick theorem applies and they are fully characterized
by the correlation matrix (two-point functions)

Cij(x) = (c:cﬁp(x) = trg, {cjcjp(x)} . (2.21)

If the initial state p(x,0) is Gaussian, then the unitarily evolved state p(x,1) = e/H ™) p(x, 0)e tH (x)

remains Gaussian and is fully characterized by C;;(x, 1) = trg_ {cch jp(x, 1)}
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However, Gaussian Preserving Dynamics (GPD) are more general and can be implemented by other
schemes. One of them is by a continuous monitoring of the system under projective measurements of
some local densities [21], which obviously destroys, in general, the unitarity of the dynamics. To be more
specific, consider a local observable Qq, defined on some compact support  C Z,

Qo= apPy, > P =1q, (2.22)
p p

where the P;p ) are the orthogonal projectors on the corresponding subspace associated to the eigenvalue
qp of the observable Qq. Starting, for example, with a pure state |'¥'), just after the measurement of the
local observable Qg with an outcome ¢y, the state is projected according to the Born rule

PEI¥)

Py &
1 (P|PE|¥)

(2.23)
In general, projective measurements will not preserve the Gaussianity of the state. However, if one
considers the measurements of the local density 7i; = che j» with the two possible outcomes go = 0
and g; = 1, then the dynamics remains GPD. Indeed, the local density operator can be represented by
ij= 6]1P;.1) + quj.O) with P;]) + P;O) = 1; which implies that all local number operators are projectors:

ap=PV . 1-a; =P (2:24)

Using the operator identity R
e =1+ (e - 1y, (2.25)

we see that the projectors P}O) =1,-7; and P;l) = f1j can be expressed as limits of Gaussian operators:

. eVﬁj
]].j—ﬁjZ lim C_an, ﬁjZ lim
V—00 y—oo e¥ — 1

(2.26)

Since by hypothesis the initial state is Gaussian, p o eXi i Mij€i  from the projection rules associated to
either 1; —7; or 7i; one has to consider the expression

eivﬁjezkl CZMleleiVﬂj, (227)
which, from Baker-Campbell-Hausdorff formula, is nothing else but a Gaussian state
ekl e Kiaer , (2.28)

associated to some new coupling matrix K. Notice that since a Gaussian state is fully characterized by
its correlation matrix C;;, the projection rules can be translated into the following rules for the two-point
functions: If the outcome of the measurement of the local density at site k is 1, which occurs with
probability py = Cri(x,t) = (fix), then

Cik (x,1)Cyj(x, 1)

Cij(x,t) — 60k + Cij(x,1) — e 0)

(2.29)

and otherwise

[6ik — Cir (x,)][6jx — Crj(x,1)]
1- Ckk(x, l‘)

Cij(x,t) — =00k + Cij(x,1) + (2.30)

Indeed, when the outcome of the measurement of the density at site k is 1, the projection rule transforms
the two-point function C;; = tr{c/c;p} into tr{c:fcjﬁkpﬁk} = tr{figc; cjﬁke} = (c,’(ckcjcchck) After
normal ordering this six-point function, one obtains 6;z0 jx (chk> + <c£clf cjck) and the last term is
reduced to (chk)(cchj) - (chj)(c:fck) thanks to Wick theorem. After dividing tr{c:fcjﬁkpﬁk} by
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the proper normalization factor tr{Aixpix} = tr{fixp} = Ckk, one obtains the projection rule (2.29).
Following the same logic one obtains the rule (2.30).

Whenever no measurement occurs, the time evolution is unitary and GPD such that the correlation
matrix C evolves according to C(t+7) = RT(7)C(t)R(), where R(7) is a unitary matrix. Consequently,
the combination of the unitary evolution and these projection rules leads to a quantum trajectory of the
system which is governed by a non-unitary GPD [21]].

3. Local effective temperature

3.1. Evolution of the coupling matrix

Consider now a system initially prepared in a state such that the local density operator is a Gibbs
state (2.6) at some local inverse temperature S(x). We assume that at a later time the new local state
generated by the local (non-unitary) dynamical map A ;) remains gaussian:

! B (T (x0)e ()
p(x,1) = e BTN (xe(x) 3.1
Z[H(x,1), B(x)]

where the normalization factor Z[H (x,t), B(x)] = trg_ {e‘ﬁ (x)‘ﬁ(x)T(x”)C(")} and with the new one

particle matrix
T(x,1) = A(x,n [T (x,0)] (3.2)

evolved non-unitarily from the initial one particle Hamiltonian matrix 7'(x,0) with a dynamical map
A(x,1)- One can relate the dynamical evolution of the coupling matrix 7'(x, ¢) to the dynamical evolution
of the correlation matrix C(x, t) due to the relation
1 C"(x,1)
C"(x,t) = ————— & —B)T(x,t)=In ————,
(x.1) 1, + BT (x0) BT (x. 1) 1, - Ct(x,1)
where the upper script tr stands for the transposed matrix and 1 is the £ X ¢ identity matrix defined on
the x cell.
Even if the quadratic form

(3.3)

H(x,1) = ¢ (x)T (x,1)c(x) (3.4)

entering the local state p(x, ) may be interpreted as a new Hamiltonian, one is not legitimate to interpret
p(x,t) as a Gibbs state since H(x,t) is not the true local system Hamiltonian H (x).
Let W, (x) be the unitary matrix diagonalizing the coupling matrix 7 (x, t):

W ()T (x, )W, (x) = E(x,1), (3.5)

where [E(x,1)],, = €,(t)d,4p is the diagonal matrix associated to T (x, ¢). The quadratic form H(x, t)
may then be expressed in terms of instantaneous diagonal Fermi operators n(x, t) = W,T (x)c(x) such that

H(x,1) = ¢ ()T (x,0)c(x) = T ()W, () E (x, )W, (x)c(x)

=" (e, NECe, (e, 1) = ) €q (0 (x,ng (x,7) (3.6)
q

The relation between the instantaneous diagonal Fermi operators and the diagonal Fermi operators (at
t = 0) of the local Hamiltonian H(x) = X, & (x)r]II (x)n4(x) is obtained from

n(x,1) = W (x)e(x) = W, (x)Wo(x)n(x) = Dy (x)n(x) (3.7)

where D, (x) = W: (x)Wo(x) defines a unitary mapping transforming 7(x) into n(x, ¢). The instantaneous
Hamiltonian (3.4) can thus be written as

H(x,1) = ' ()T (x, )c(x) =07 (x) D] () E(x, 1) D, (x)n(x) = ' ()Q(x, )n(x) , (3.8)
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where the new matrix
Q(x,1) = D] () E(x,1)D;(x) = W (x)T (x,t) Wo (x) (3.9)

is not in general diagonal. With the matrix elements [Q(x, )], = wqp(x,1), the explicit expression of
H(x,t) is:

H(x,t) =H(x)+ Z [wqq(x, ) — eq(x)] n; (xX)nq (x) + Z wyp (X, t)n;(x)np (x) . (3.10)
q q#p

The diagonal correction to H(x) describes the energy level shift of the original single-particle spectrum
while the non-diagonal term makes the transitions between the single-particle states.

3.2. Effective local temperature

Assuming that the system is at time 7 in a local Gaussian state of the form (3.I)), we want to quantify
how close is that state to an actual local canonical state w(H (x), 1) at inverse temperature A. If the local
state is very close to this canonical state, we shall then identify the parameter A as the effective local
inverse temperature S8(x, t) of the system at position x and time ¢.

To properly quantify the closeness of the states, we consider the distance

d(x,1,2) = [lp(x,1) — w(H(x), Dl (3.1

defined from the Hilbert-Schmidt operator norm (on bounded operators)

Al = Vir{ATA} . (3.12)

A more natural measure of the distance between two states p; and p; would have been given by the

trace-norm ||p; — p2||1, where
Al = t]A] = trVATA,

as this distance is small if and only if the two states are effectively indistinguishable in the experimental
sense. This is not the case for the Hilbert-Schmidt norm since, for high-dimensional spaces, it can be
small even for perfectly distinguishable states (for example orthogonal states). Nevertheless, the two
norms are related through the inequality

Al < Vd||Al,

where d is the dimension of the Hilbert space on which A is defined. In this sense, for finite-dimensional
spaces, the two norms lead to physically equivalent conclusions. The advantage of using the Hilbert-
Schmidt norm is that it is much easier to be handled.

The effective local inverse temperature S8(x,t) at time ¢ is defined through the minimization of the
distance d(x, t, 1) over the one-parameter canonical family w(H(x), A) :

d(x,t,B(x,1)) =infd(x,t, 1) . (3.13)
Taking the A derivative of d*(x,t, ) one arrives at
Od” (x,1,2) = 2((H(x) = (H(X) o (11 (x),0)) (0 (X, 1) = (H(x), D))o (1 (x),2)5 (3.14)

where we have defined the expectation value (A),, = tr{Aw}. Consequently, the roots of that equation
are simply given by the vanishing of the connected correlation function

(H(x)Ap(x,1))§ 0, (3.15)

A=L(x,t) -

where Ayp(x,t) = p(x,1)—w(H(x),A) and (AB)¢ = (AB) — (A){B). See [53]54] for a somehow related
approach based on the fidelity measure.
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To give an explicit formula in the case of Gaussian states, we need to compute the following trace

ir {ecwx)A(x)c(x)ec*(x)Bu)c(x)} . (3.16)

Noticing that
[e"(D)A@)e(x), ' (@) Bx)c(x)] = ¢ (x)[Ax), B(x)]c(x) (3.17)

one has from Backer-Campbell-Hausdorff formula

ec"'()c)A(x)c(x)ec"'()c)B(x)c(x) — ec"'(x)A(x)c(x)+cT()C)B(x)c()c)+%[CT()c)A()c)c(x),c’l'()()B(x)c(x)]+... , (3.18)

that is, using the previous commutator identity,

e MA@ C(x) o (D B(x)e(x) _ oc" () (AX)+B(x)+3 [A(x).B(x)]+... Je(x) _ oc ()M (x)c(x) . (3.19)

with the matrix M defined by
eM () = A B (3.20)

Now, since the trace of a Gaussian state is
tr {ech)M(x)c(X)} = det(1, +eM @)y | (3.21)
where 1, is the unit matrix of size ¢ (the size of the local cell), one arrives at the identity
tr {ec*<x>A<x>c<x>ec"‘<x)B<x>c(x>} = det(1, +eAMeBM)Y (3.22)

Together with the formula

ddet(1 + e'eB) = det(1 + e e®) tr{(1 + etef) T AeteB) (3.23)
and (3.1), the equation (3.15)) leads to
det(1, +e 247 (0 1 1
et(ly +e ) e {7(x.0) -
det(1, + e AT (x.0)) 1, +eT(x0 42T (x0)

det(1, +e T (0BT (x.0))
- det(1, + e BT (x.0)

-0. (3.24)
A=B(x,t)

1 1
Xt {T(x’ 0) (ILX el (0 T4 BOT (D)l (x.0) )}

This cumbersome explicit condition is the main result we wanted to derive.

At high temperature initial state and assuming that the effective local temperature remains high too,
that is for A ~ B(x) < 1, using the identity det(1, + eM) = 1 + etr{M} + o(¢€), to the leading order in
B(x), the previous equation drastically simplifies into

At {T?(x,0)} = B(x) tr {T'(x,0)T (x,1)}| ,._ sy = 0 (3.25)
which gives the effective local temperature as

tr{T (x,0)T (x,1)}
tr{T2(x,0)}

B(x,1) = B(x) (3.26)

_ B() (1 N tr{T (x,0)A(x, t)})

r{T2(x,0)}

where we have defined the difference matrix A(x,t) = T'(x, ) — T'(x,0). Using (3.9) we have in terms of
the one-particle spectrum

tr{E(x,0)Q(x, 1)}
Er0] B(x)

Zq €q (x)wqq (x,1)

Yq€(x)

B(x,1) = B(x) (3.27)
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In order to appreciate the meaning of this formula, let us introduce the scalar product defined on

End(9.) by
(A,B) = tr{ATB} , YA, BeEnd(9y). (3.28)

Equation (3.26) can thus be written as

(T(x,0),T(x,1))
(T(x,0),T(x,0))

This means that only the non-orthogonal part of the actual one-particle Hamiltonian T (x, t), with respect
to the chosen reference state defined through the one-particle Hamiltonian 7'(x, 0), contributes to the
effective local inverse temperature SB(x,?). Whatever part in T(x,t) that is orthogonal to 7'(x,0) will
not affect the value of the local inverse temperature, it may in general nevertheless increase the distance
to the optimum canonical state w(H(x), 8(x,t)). If the one-particle Hamiltonian 7'(x, t) is completely
orthogonal to the coupling matrix of the system, then this procedure will fix an infinite value to the local
temperature.

Moreover, since in a hydrodynamical cell of size ¢ the local system is translation invariant, the
local Hamiltonian can be decomposed into a sum over local conserved charges H(x) = 3, H® (x) =
Dk g® (x)cT(x)0® (x)c(x), where the matrices Q%) (x) are given b

B(x,1) = B(x) (3.29)

1
(Q(k) (x))l_j = §(5i,j+k +0isk,j) (3.30)

and ¢'®) (x)s are real coefficients. Typically, 0(?) gives the on-site energy contribution or potential energy
HO () =40 @) ) (0)e; (). (3.31)
J
while Q! (x) gives the kinetic contribution (one-site hopping terms)

HO ) =gV @) Y (e @em +el, e () (3.32)
J

and so on. In general, usual short range Hamiltonians contain only very few of these charges but one may
also encounter long-range hopping situations, for which in general the physical coefficients ¢¥) are given
by a decaying function of the hopping distance k, such as a power law ¢*) ~ k= with some positive
exponent a. Notice here that we do not consider in the reference Hamiltonian H(x) the presence of
current like terms, associated to antisymmetric Hermitian matrices of the form i j(k) (x) (0, j4k — Oisk,j)
leading to terms like J(V (x) = i (D (x) 2 (cj (xX)cjp1(x) = cj.ﬂ (x)c; (x)), but in principle we could.
To be more specific, let us suppose that the reference Hamiltonian is the sum over the K + 1 first
charges Q(k). The set of charges {Q(k)} for k =0,1,...,K is obviously not a complete set but all the
charges are orthogonal to each other since (Q*, 0% o« Ok.k- Indeed, the k matrix o) = % (L + Ry),
where Ly is the shift to the left by a distance k and Ry the corresponding shift to the right. For k = 0,
0 = Ly=Ry=1,.Since L = R, one has (L, R,) = tr{L] R,} = tr{R,.} = 0 and consequently

1 1 ¢
0®, 0Py = 3 [(Li, L) + (R, Rp)] = 1 (tr{Lp_i} + tr{Rp_i}) = 30kp VE#EO, (333)
00,0 =¢. (3.34)

One can develop the T'(x, #) coupling matrix into this set of charges plus a remaining part which is
orthogonal to it:

K
T(x,0) = ¢% @000 ) +To(x,1) (3.35)
k=0

2We suppose here that the hydrodynamical cell is large enough such that we can neglect the boundary details. The H (%) (x) are
charges in the sense that they commute with each other and as a consequence with the Hamiltonian [H (x), H (®) (x)] = 0 which
implies that they are conserved quantities 9; H ®) (x) =0. Locally, this translates into continuity equations satisfied by the charge
densities g (®) (x) [c}(x)c_,% (x) + c;+k (x)ej(x)].
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with
(0P (x),T(x,1) = ¢'” (x,t)g Vp #0, (3.36)
(09 (x),T(x, 1)) = ¢V (x,1)C . (3.37)

Notice here that since QK) = % (Li + Ry), the coefficient (Q¥) (x), T'(x, 1)) is nothing else but the trace
over the two upper and lower k-diagonals of T'(x, ), that is % 2T j+k (x, 1) + Tjax j(x, 2)]. This implies
that even if within the cell x the matrix T (x, ¢) itself is not homogeneous, the outcome to the local thermal
properties is averaged over the hydrodynamical cell. Plugging (3.35) into (3.29) gives our final formula

g0 x)g O x, )+ 3 25 qP (x0)g® (x,1)
(4@ @] +1 2K, [¢® 0]

If the Hamiltonian H (x) is a purely hopping Hamiltonian, then only ¢! (x) is non-zero and the formula
for the inverse temperature simplifies into

B(x,1) = B(x) (3.38)

()
g (x,1)
x,t) = Blx) ————=,
Bl =B L
which is kind of intuitive since it reflects the simplest identification of B(x,t)H(x) ~ B(x)H(x,1),
up to orthogonal parts T, (x,f), leading in the case of a single charge to B(x,1)g® (x)Q® (x) =~

B(x)g™ (x,nQ™ (x) that is B(x, )¢ (x) = B(x)g'®) (x,1).

3.3. Effective temperature of the hopping fermions with projective measurements of
the local densities

Let us apply this derivation to the case of the one-dimensional hopping fermions subjected to
projective measurements of their local densities that we described in section [2.2] The unitary dynamics
is perturbed by the projective measurements at a rate 1/7 of the one-site occupation numbers 7;. As 7
is increasing, the dynamics is getting closer and closer to the unitary evolution. On the contrary, for a
high measurement rate (low 7) the system dynamics is very far from a unitary dynamics, with a very low
initial spreading and finally a saturation of the entanglement to a constant value [21]].

The dynamics being GPD, it is fully encoded into the time-evolution of the two-point function (2.21)
through the unitary evolution C(¢ +s) = R'(s)C(¢)R(s) and the projection rules (2.29) and (Z.30), from
which we reconstruct the coupling matrix 7. We averaged the deduced inverse temperature over
different quantum trajectories’] typically we have taken up to a 100 different trajectories for a cell of size
¢ ~ 100 sites.

We show the behavior of the effective inverse temperature in figure [T} On the left, the scaling of the
averaged inverse temperature is plotted versus time for various measurement rates 1/7, computed for
several values of the initial inverse temperature from 8(0) = 0.1 up to 8(0) = 5. We observe a clear
exponential decay toward zero (infinite temperature) at a rate (1) which is very well fitted by 2/, see
the right-hand figure. This value coincides with the inverse of the average life-time 7/2 of the semi-
classical non-interacting quasi-particles that emerge from a Wigner function formalism applied to such a
problem [66]. Within this picture, the average inverse temperature is proportional to the probability that
a semi-classical particle, created at the initial time, survives up to time ¢. The precise connection of the
effective local temperature with the life-time of those semi-classical particles is still under investigation
and will be presented in a forthcoming publication.

4. Discussion

We have discussed the possibility of identifying an effective local temperature for one-dimensional
fermionic quantum systems undergoing a Gaussian Preserving Dynamics. The identification relies on

3Different quantum trajectories are generated from an initial state by following in time the different possible outcomes and
“state re-preparations” that occur after each projective measurements of the local densities.
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Figure 1. (Colour online) On the left, we show the time evolution of the averaged inverse temperature
starting from an initial value B(0) (in linear-log scale). The different colored symbols correspond to
different values of the measurement rate 1/7. The dashed lines are exponential fits with the ansatz
(B(1))/B(0) =@ ()t On the right, we show the evolution of the fitting parameter a(7) as a function
of 7 in a log-log scale. The dashed line corresponds to a (1) = 2/7.

the comparison between the actual Gaussian state, generated by a dynamics which can be in general
non-unitary, and a reference Gibbs state which for quadratic Hamiltonians is Gaussian too. The effective
local temperature is deduced from the minimization of the distance between the two states, using the
Hilbert-Schmidt norm of trace class operators, and leads to a cumbersome formula which drastically
simplifies in the high temperature limit. In this regime, the effective temperature is proportional to the
projection of the actual one particle Hamiltonian, which represents the instantaneous coupling content
of the evolving system, on the reference one-particle Hamiltonian. Decomposing the Hamiltonian of the
system on a set of local charges, representing different orthogonal energy components of the system, we
show that the part of the actual coupling matrix which is orthogonal to the initial charge content does not
contribute to the value of the effective inverse local temperature. We have applied this theory to the case
of a GPD of one-dimensional hopping fermions submitted to projective measurements of the fermions
densities. In such a case, we have shown numerically that the local effective temperature increases with
an exponential law toward infinity as expected, see [21]].
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Jeski MipKyBaHHSA W0A0 NOKaNbHOI TepManisauii
HepPiBHOBa>XHMX NPOCTOPOBUX KBAHTOBUX CUCTEM

M. Konnona, A. KapeBcki
YHiBepcuTtet SlotapuHrii, CNRS, LPCT, F-54000 HaHci, ®paHuis

06roBOPHETLCA MOX/IMBICTb BU3HAYEHHS IOKANIbHOI TemnepaTypy y NPOCTOPOBUX KBAHTOBMX CCTeMax bara-
TbOX YaCTUHOK, IKi 3HAXOAATLCA AaNeko Bif CTaHy piBHOBaru. Jns HalinpocTioi MoAeNbHOT CUCTeMU BilbHUX
$epMmioHiB OTpMMaHO ABHWIA BUpa3 ansa epekTMBHOI TeMnepaTypu y BUNagKy, KOau raycoBi AMHaMiYHi CTaHn
CUCTEMU He 3aBXAN 33J0BOJIbHAIOTb YMOBY YHITapHOCTI. Y LiIbOMY HabAVKEHHI M/ PO3IISA3aEMO NepeckoKoBi
MexaHi3mu Mirpauii ¢epmioHiB Ha 0AHOBMMIPHIT IpaTui Nij BNAMBOM BUNAAKOBUX MPOEKTUBHUX BUMIpIOBaHb
NOKaNbHUX Ymncen 3anoBHeHHs. Ha 0CHOBI ycepeHeHHS 3a baraTbMa KBaHTOBMMM TPAEKTOPIAMM NOKa3aHo, Lo
edeKTBHa TeMnepaTypa eKCNOHEHLiNHO NPAMYE 40 6€@3MeXHOCTi.

KntouoBi cnoBa: kBaHTOBa CTaTucTuKa, HepiBHOBa)KHa CTaTUCTNYHA MEexaHika, BIﬂKpMTi KBaHTOBI cuctemu

13502-13


https://doi.org/10.1103/PhysRevA.87.023624
https://doi.org/10.1088/1751-8121/aa890f
https://doi.org/10.1088/1751-8121/aab8a5
https://doi.org/10.1088/1751-8121/aab8a5
https://doi.org/10.1103/PhysRevA.106.053309
https://doi.org/10.1038/nphys444
https://doi.org/10.1103/PhysRevLett.96.050403
https://doi.org/10.1088/1367-2630/10/4/043026
https://doi.org/10.1088/1751-8113/48/37/373001




	1 Introduction
	2 Out of equilibrium dynamics of an extended quantum system
	2.1 Local state
	2.1.1 Hydrodynamical description
	2.1.2 Time evolution of the local state

	2.2 Gaussian preserving dynamics

	3 Local effective temperature
	3.1 Evolution of the coupling matrix
	3.2 Effective local temperature
	3.3 Effective temperature of the hopping fermions with projective measurements of the local densities

	4 Discussion

