# Mirror-symmetry protected higher-order topological zero-frequency boundary and corner modes in Maxwell lattices 

Siddhartha Sarkar, ${ }^{1, *}$ Xiaoming Mao, ${ }^{1, \dagger}$ and Kai Sun ${ }^{1,}$, ${ }^{\dagger}$<br>${ }^{1}$ Department of Physics, University of Michigan, Ann Arbor, Michigan 48109, USA

(Dated: August 22, 2023)


#### Abstract

Maxwell lattices, where the number of degrees of freedom equals the number of constraints, are known to host topologically-protected zero-frequency modes and states of self stress, characterized by a topological index called topological polarization. In this letter, we show that in addition to these known topological modes, with the help of a mirror symmetry, the inherent chiral symmetry of Maxwell lattices creates another topological index, the mirror-graded winding number (MGWN). This MGWN is a higher order topological index, which gives rise to topological zero modes and states of self stress at mirror-invariant domain walls and corners between two systems with different MGWNs. We further show that two systems with same topological polarization can have different MGWNs, indicating that these two topological indices are fundamentally distinct.


Introduction.-Bulk-boundary correspondence is a defining feature of topological states where nontrivial topology of the bulk gives rise to modes localized at the boundary [1, 2]. Early research on topological band theory focused on $d$-dimensional topological systems with localized states at $(d-1)$-dimensional boundaries (e.g., quantum Hall effect [3], quantum anomalous Hall effect [4, quantum spin Hall effect [5, 6]); this type of topology is now called first-order topology. A new kind of topological states, called higher-order topological states (HOTS), has been proposed in the last five years [7] 9 . Here, instead of having ( $d-1$ )-dimensional topologically protected boundary modes, the $d$-dimensional $n$-th order topological system has $(d-n)$-dimensional $(n>1)$ boundary modes. The boundary modes corresponding to $n=d$ and $n=d-1$ are generally called corner and hinge modes, respectively. These higher order states are generally protected by crystalline symmetries such as mirror [10], inversion [11], rotation [12, 13], product of time reversal (TRS) and rotation [9], etc (see [14] for an exhaustive literature survey). Along with realizations in electronic systems, crystalline symmetry protected HOTS have been implemented in mechanical/elastic systems too, offering a class of materials in which elastic energy can be selectively confined to low-dimensional regions [15 20].

One key challenge in the study of HOTS lies in the stability of topological corner modes. For example, in contrast to the quantum Hall effect, where the topological edge modes remain stable for any boundary conditions, for a 2D HOTS, unless certain special ingredient is introduced (e.g., a chiral symmetry), the frequency of the topological corner modes is in general not pinned to a particular value. Thus, depending on the microscopic details, such as boundary conditions and disorder near the corners, these topological modes and can disappear into

[^0]bulk bands [21, 22]. To overcome this challenge, recently, a generalized chiral symmetry was introduced to realize corner modes in an breathing kagome lattice acoustic metamaterial [20, while there are still some open discussions about the topological origin of these modes [22, 23]. Another attempt [24] showed existence of corner modes pinned at zero frequency in an over-constrained system made of rigid quadrilaterals connected by free hinges; however, this can be understood within the framework of boundary obstructed topological phases [25].

In this Letter, we provide a different approach towards HOTS using Maxwell lattices (i.e., lattices with equal numbers of degrees of freedom (DOFs) $n_{d}$ and constraints $n_{c}$ [26, 27]), and show that the intrinsic chiral symmetry protected by this counting extends robustness to topological corner modes in this lattices, without requiring any detailed matching at boundaries. As shown by Kane and Lubensky [28, Maxwell systems can be mapped to a superconducting Bogoliubov de Gennes (BdG) Hamiltonian, which naturally has a chiral symmetry. With the BdG Hamiltonian, a first-order topological index, the topological polarization, can be introduced [28], resulting in topologically protected edge modes at zero frequency. We find that in addition to this first-order topological index, a nontrivial higher-order topological index (the MGWN 29 31) can be introduced to a new class of Maxwell lattices, controlling zero-frequency topological domain-wall/corner modes, with robustness originating from the intrinsic chiral symmetry of the locking of degrees of freedom and constraints in Maxwell lattices.
Kane-Lubensky topological index of Maxwell lattices.Linear mechanics of lattices made of point masses connected by springs is characterized by the compatibility matrix $\mathbf{C}$ which relates extensions of springs $e_{i}=C_{i j} u_{j}$ to the displacements $u_{i}$ of the point masses. Furthermore, $f_{i}=C_{i j}^{T} t_{j}$ relates the forces $f_{i}$ on the point masses to the tensions $t_{i}$ in the springs. In Fourier space, the matrix $\mathbf{C}(\mathbf{q})$ has the size $n_{c} \times n_{d}$. The normal mode frequencies of these lattices $\omega^{2}(\mathbf{q})$ are the eigenvalues of the dynamical matrix $\mathbf{D}(\mathbf{q})=\mathbf{C}^{\dagger}(\mathbf{q}) \mathbf{C}(\mathbf{q})$ Kane and Lubensky [28] defined a 'square root' of the dynamical matrix,


FIG. 1: The mirror symmetric Maxwell lattice. (a) The unit cell consists of three blue and three red point masses enumerated by bold numbers. The blue points can move in both $x$ and $y$ direction whereas the red points can only move along the direction of the corresponding double-directional black arrow. Parameter $\delta_{i}(i=1, \ldots, 3)$ is the perpendicular distance of point $i+3$ from the line joining points $i$ and $i+1$. The numbers in italics enumerate the springs. The partially transparent blue points are in adjacent unit cells. (b) A $3 \times 3$ lattice. The springs shown in grey at the edges are required for periodic boundary condition. The green arrows show the the lattice vectors. (c) First Brillouin zone with the high symmetry points. The non-contractible loop $L_{i}$ is invariant under mirror reflection when $\delta_{i}=\delta_{i+1}$.
which in reciprocal space takes the following form:

$$
\mathcal{H}(\mathbf{q})=\left(\begin{array}{cc}
0 & \mathbf{C}^{\dagger}(\mathbf{q})  \tag{1}\\
\mathbf{C}(\mathbf{q}) & \mathbf{0}
\end{array}\right) .
$$

For every nonzero eigenvalue $\omega^{2}(\mathbf{q})$ of $\mathbf{D}(\mathbf{q}), \mathcal{H}(\mathbf{q})$ has two eigenvalues $\pm \omega(\mathbf{q})$. The zero modes of $\mathcal{H}(\mathbf{q})$ include nullspace of $\mathbf{C}(\mathbf{q})$ (zero modes - ZMs) and nullspace of $\mathbf{C}^{\dagger}(\mathbf{q})$ (states of self stress - SSSs), whereas the zero modes of $D(\mathbf{q})$ include the ZMs. Maxwell Calladine theorem [26, 32] dictates that the number of ZMs $\left(n_{0}\right)$ and number of $\operatorname{SSSs}\left(n_{s}\right)$ are equal $\left(n_{0}=n_{s}\right)$ for a Maxwell lattice. The matrix $\mathcal{H}(\mathbf{q})$ has the property that $S \mathcal{H}(\mathbf{q}) S=-\mathcal{H}(\mathbf{q})$, where $S=\operatorname{Diag}\{\mathbb{1},-\mathbb{1}\}$. This property is known as the chiral (or sublattice) (anti)symmetry in the literature. Also, it is easy to check that $\mathcal{H}(\mathbf{q})$ has TRS: $\mathcal{H}(\mathbf{q})=\mathcal{H}^{*}(-\mathbf{q})$, where ${ }^{*}$ is complex conjugation. These two symmetries put the matrix $\mathcal{H}(\mathbf{q})$ in BDI class of Altland Zirnbauer classification 33-36. Along a closed loop $l$ in the Brillouin zone where the spectrum of the matrix is gapped at zero, a topological invariant $n_{l}$ can be defined: $n_{l}=\frac{1}{2 \pi i} \oint_{l} d \mathbf{q} \cdot \nabla_{\mathbf{q}} \log \operatorname{det} \mathbf{C}^{\dagger}(\mathbf{q})$, which controls the number of topological ZMs at an open edge or domain walls.
Mirror-graded winding number.-Interestingly, in mirror symmetric Maxwell lattices, along the mirror invariant lines in the Brillouin zone, the mirror reflection operator $\mathbf{M}(\mathbf{q})$ commutes with the matrix $\mathcal{H}(\mathbf{q})$. Consequently, $\mathbf{M}(\mathbf{q})$ and $\mathcal{H}(\mathbf{q})$ can be simultaneously diagonalized. Since, $\mathbf{M}(\mathbf{q})$ only takes eigenvalues $\pm 1$, using the eigenvectors of $\mathbf{M}(\mathbf{q})$ the matrices $\mathbf{C}(\mathbf{q})$ and $\mathcal{H}(\mathbf{q})$ can be block-diagonalized into odd $(-)$ and even $(+)$ sectors (Supplemental Material (SM) 37 Sec. SM.2-3):

$$
\begin{align*}
\mathbf{C}(\mathbf{q}) & =\left(\begin{array}{cc}
\mathbf{C}_{-}(\mathbf{q}) & \mathbf{0} \\
\mathbf{0} & \mathbf{C}_{+}(\mathbf{q})
\end{array}\right),  \tag{2a}\\
\mathcal{H}(\mathbf{q}) & =\left(\begin{array}{cccc}
\mathbf{0} & \mathbf{C}_{-}^{\dagger}(\mathbf{q}) & \mathbf{0} & \mathbf{0} \\
\mathbf{C}_{-}(\mathbf{q}) & \mathbf{0} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{C}_{+}^{\dagger}(\mathbf{q}) \\
\mathbf{0} & \mathbf{0} & \mathbf{C}_{+}(\mathbf{q}) & \mathbf{0}
\end{array}\right) . \tag{2b}
\end{align*}
$$

Now, using $\mathbf{C}_{ \pm}(\mathbf{q})$ we can define a topological invariant in each sector, the MGWNs:

$$
\begin{equation*}
\nu_{ \pm}=\frac{1}{2 \pi i} \oint_{\mathbf{q} \rightarrow \mathbf{q}+\mathbf{G}_{m}} d \mathbf{q} \cdot \nabla_{\mathbf{q}} \log \operatorname{det} \mathbf{C}_{ \pm}^{\dagger}(\mathbf{q}) \tag{3}
\end{equation*}
$$

where $\mathbf{G}_{m}$ is the smallest reciprocal lattice vector along the mirror plane [29-31]. Note that $\nu_{+}+\nu_{-}=n_{l}$, since in this basis $\operatorname{det} \mathbf{C}(\mathbf{q})=\operatorname{det} \mathbf{C}_{+}(\mathbf{q}) \operatorname{det} \mathbf{C}_{-}(\mathbf{q})$. In other words, the mirror symmetry allows us to split topological polarization into two different topological indices $\nu_{+}$and $\nu_{-}$. This observation expanded the topological classification of Maxwell lattices, and allow us to realize HOTS.

It is worthwhile to highlight that to define a topological index, the Hamiltonian [Eq. (2)] must remain gapped with $\operatorname{det} \mathbf{C} \neq 0$. Because a mirror plane in the momentum space often passes through the $\Gamma$ point $(k=0)$, it is necessary to gap the acoustic phonon bands at $\Gamma$. As will be shown below, this can be achieved by restricting the motion of certain lattice points, which break the translational invariance of the lattice.
The mirror symmetric Maxwell lattice.-We now illustrate one Maxwell lattice that support HOTS. As shown in Fig. 1, each unit cell of this lattice contains 6 point masses with coordinates

$$
\begin{align*}
\mathbf{r}_{i} & =\frac{1}{3}\left(\cos \left(\frac{2 \pi i}{3}-\frac{5 \pi}{6}\right), \sin \left(\frac{2 \pi i}{3}-\frac{5 \pi}{6}\right)\right),  \tag{4a}\\
\mathbf{r}_{i+3} & =\left(\frac{1}{6}+\delta_{i}\right)\left(\cos \left(\frac{2 \pi i}{3}-\frac{\pi}{2}\right), \sin \left(\frac{2 \pi i}{3}-\frac{\pi}{2}\right)\right) \tag{4b}
\end{align*}
$$

with $i \in\{1,2,3\}$. The three points $i=1,2$ and 3 can move in both $x$ and $y$ directions, while the rest three are restricted to move along the direction marked by the black arrows shown in Fig. 1(a):

$$
\begin{align*}
\mathbf{u}_{i} & =\left(u_{i x}, u_{i y}\right)  \tag{5a}\\
\mathbf{u}_{i+3} & =u_{i+3}\left(\cos \left(\frac{2 \pi i}{3}-\frac{\pi}{2}\right), \sin \left(\frac{2 \pi i}{3}-\frac{\pi}{2}\right)\right) \tag{5b}
\end{align*}
$$

for $i \in\{1,2,3\}$. Consequently, there are $n_{d}=9$ DOFs per unit cell $\left\{u_{1 x}, u_{1 y}, \ldots, u_{3 y}, u_{4}, u_{5}, u_{6}\right\}$.

We then repeat this unit cell to form a 2D lattice and connect the mass poits with springs (solid lines in Fig. 1(b)). Here we set the lattice vectors $\mathbf{a}_{1}=(1,0)$ and $\mathbf{a}_{2}=\frac{1}{2}(-1, \sqrt{3})$, and the masses of all points and the stiffnesses of all springs are set to 1 for simplicity. Notice that here we have 9 springs per unit cell, which match the DOFs $n_{d}=9$, making the system a Maxwell lattice.


FIG. 2: Spectrum of $\mathcal{H}$ for different values $\delta=\delta_{1}=\delta_{2}$ keeping $\delta_{3}=1 / 3$. The unit cell corresponding to each configuration is shown inset. Each diagram has $n_{c}+n_{d}=18$ bands. All systems except (c) are gapped along line $\Gamma-M^{\prime}$ ( $L_{1}$ in Fig. 1(c)). (c) has four flat bands at zero frequency. The spectrum in (b) and (d) are gapped at $\omega=0$ along the line $\Gamma-M^{\prime}$, but not gapped everywhere in the Brillouin zone. Only (a) and (e) are fully gapped at $\omega=0$ over the entire Brillouin zone.

Note that if we set $\delta_{i}=\delta_{i+1}$, the system is invariant under mirror reflection about the perpendicular bisector of points $i+3$ and $i+4$. The corresponding mirror invariant lines $L_{i}$ in the reciprocal space (Brillouin zone) are shown in Fig. 1(c). Because all the mirror planes go through $\Gamma$, it is important to gap out the phonon bands at $\Gamma$ to define the topological index. In this setup, this is automatically achieved because points $i=4,5,6$ can only move along the arrow directions, which gaps out the acoustic modes.

The compatibility matrix $\mathbf{C}(\mathbf{q})$ is given in SM 37 Sec. SM.1. For simplicity we set $\delta_{3}=1 / 3$ and vary


FIG. 3: Spectrum (a), ZMs (b) and SSSs (c) of a supercell consisting of $2 N_{0}$ unit cells among which $N_{0}$ in the middle have $\delta=1 / 3$ and the other ones have $\delta=-13 / 42$. Periodic boundary condition is employed in direction $(1 / 2, \sqrt{3} / 2)$, whereas Bloch-periodic boundary condition $\mathbf{u}(\mathbf{x}+(1,0))=\mathbf{u}(\mathbf{x}) e^{i q_{x}}$ is employed in $(1,0)$ direction. In (a), gray bands are bulk modes whereas the red and the blue bands are localized at the top and bottom domain walls, respectively. The left ZM in (b) is localized at the top domain wall and is even under vertical mirror $m_{x}$, whereas the right ZM in (b) is localized at the bottom domain wall and is odd under vertical mirror $m_{x}$. The left SSS in (c) is localized at the bottom domain wall and is even under vertical mirror $m_{x}$, whereas the right SSS in (c) is localized at the top domain wall and is odd under vertical mirror $m_{x}$. The red and blue colors of the bonds in (c) indicate the elongation and compression of the bonds, respectively.
$\delta_{1}=\delta_{2} \equiv \delta$. In this case, the lattice has one mirror $m_{x}$ per unit cell with normal in $x$ direction. Along the mirror invariant line $q_{x}=0\left(L_{1}\right.$ in Fig. 1(c)), we calculate $\left.\operatorname{det} \mathbf{C}_{+}^{\dagger}\right|_{L_{1}},\left.\operatorname{det} \mathbf{C}_{-}^{\dagger}\right|_{L_{1}}$ and integrate them from $\mathbf{q}=(0,-2 \pi / \sqrt{3})$ to $\mathbf{q}+\mathbf{b}_{2}=(0,2 \pi / \sqrt{3})$ along path $L_{1}$ according to Eq. (3). We find

$$
\nu_{+}=\left\{\begin{array}{ll}
1 & \text { if } \delta>0,  \tag{6}\\
0 & \text { if } \delta<0,
\end{array} \nu_{-}= \begin{cases}0 & \text { if } \delta>0 \\
1 & \text { if }-5 / 12<\delta<0 \\
0 & \text { if } \delta<-5 / 12\end{cases}\right.
$$

Clearly, the phases with $\delta>0$ and $0>\delta>-5 / 12$ are distinct w.r.t. the MGWNs but same w.r.t. the KaneLubensky index. We will call $\delta>0$ phase 1 , and $0>$ $\delta>-5 / 12$ phase 2 . In Fig. 2, we show the spectrum of matrix $\mathcal{H}(\mathbf{q})$ for different values of $\delta$. At $\delta=0$, the DOFs corresponding to points 4 and 5 are perpendicular to the springs connected to them; hence displacements of these points do not change the length of the springs to the linear order. These give two ZMs at every wave-vector $\mathbf{q}$. Then, due to the Maxwell-Calladine index theorem there are two SSSs at every q. Hence, there are 4 flat bands at $\omega=0$ of the matrix $\mathcal{H}(\mathbf{q})$ for $\delta=0$. When $\delta \neq 0, \omega=0$ gapped along $C_{1}$ line allowing us to define the MGWNs $\nu_{ \pm}$.

In addition to defining the MGWNs, in order to localize ZMs at the junction of two different mirror graded phases, we require the bulk bands to be completely gapped at $\omega=0$ in addition to the path $L_{1}$. We find that phase 1 is fully gapped at $\omega=0$ over the entire Brillouin zone for $\delta>5 / 42$ (Fig. 2(a)), whereas phase 2 is fully gapped for $-5 / 12<\delta<-1 / 6$ (Fig. 2(e)) (see SM [37] SM. 4 for details).
Mirror-protected zero frequency edge states.-To examine the bulk-edge correspondence, we create a supercell in Fig. 3 with periodic boundary conditions in both directions, which has domain walls separating $\delta=1 / 3$ and $\delta=-13 / 42$. The domain walls are horizontal - normal to the mirror $m_{x}$; hence invariant under reflection about the mirror $m_{x}$. The spectrum of the dynamical matrix $\mathbf{D}\left(q_{x}\right)$ of the system is plotted as a function of surface wave vector $q_{x}$. We find two ZMs at $q_{x}=0$ (Fig. 3(a)).


FIG. 4: Corner modes in systems with diamond shaped island of one phase inside the other phase. In each panel, the part of the system in red (green) has $\delta=1 / 3(\delta=-13 / 42)$. The vertical grey dashed lines show the line of mirror symmetry; it passes through the the top and bottom corner of the diamond shaped island. We applied periodic boundary conditions in all cases. The black arrows show the displacement field corresponding to the zero modes. In all cases, the zero modes are concentrated at the corners. The corner modes in (a) and (c) are even under the vertical mirror reflection, whereas (b) and (d) are odd under the same reflection.

Since Kane-Lubensky indices of both domains are same: $n^{\delta=1 / 3}=\nu_{+}^{\delta=1 / 3}+\nu_{-}^{\delta=1 / 3}=1=\nu_{+}^{\delta=-13 / 42}+\nu_{-}^{\delta=-13 / 42}=$ $n^{\delta=-13 / 42}$, the ZMs at the domain walls are not given by the Kane-Lubensky index. However, since at $q_{x}=0$, matrix $\mathbf{C}(\mathbf{q})$ can be block-diagonalized (Eq. (22) as discussed above, we can use Eq. (3) on + and - sectors separately. Since matrix $\mathbf{C}\left(q_{x}=0, q_{y}\right)$ is block diagonal, the ZMs of each sector are also ZMs of the full system. Hence, at the top and bottom domain walls we get:

$$
\begin{array}{ll}
\text { top wall: } & \nu_{+}^{<}-\nu_{+}^{>}=1 \Rightarrow \mathrm{ZM} \\
& \nu_{-}^{<}-\nu_{-}^{>}=-1 \Rightarrow \mathrm{SSS} \\
\text { tom wall: } & \nu_{+}^{<}-\nu_{+}^{>}=-1 \Rightarrow \mathrm{SSS} \\
& \nu_{-}^{<}-\nu_{-}^{>}=1 \Rightarrow \mathrm{ZM} \tag{7b}
\end{array}
$$

where $<$ and $>$ denote phases below and above the domain wall, respectively. It must be emphasized here that because rigid translation is not a zero mode in our lattice, in general such a lattice is not expected to have zero modes and all phonon modes should be gapped. However, at the domain boundary between regions with different topological indices, topological edge modes emerge with frequency pinned to zero by the chiral symmetry.

It is also worthwhile to highlight that these topological zero modes are fundamentally different from the zero modes protected by topological polarization. First of all, they are due to a totally different topological index. Secondly, in contrast to zero modes from topological polarization, the supercell spectrum of which has a flat bands at zero frequency [28, the topological modes here are dispersive. Because the mirror symmetry is broken away from the mirror plane $\left(q_{x} \neq 0\right)$, the frequency of the edge modes moves away from zero at $q_{x} \neq 0$ as shown in Fig. 33. Finally, in contrast to the deformed kagome lattice ([28]) where the SSSs and ZMs are localized on opposite domain walls, in our systems, the ZM and SSS are on the same domain wall. Typically, ZM and SSS cannot be localized on the same domain wall, because they will be lifted to finite frequency in the presence of hybridization between them. In our system, such hybridization is prohibited by the mirror symmetry, because for each domain, its ZM
and SSS have opposite mirror parity (even vs odd).
To conclude this section, we would like to point out that this topological index and zero modes can also be characterized by a low-energy continuum theory (SM 37 Sec. SM.5) using a Dirac Hamiltonian and the JackiwRebbi analysis [38, 39].
Mirror-protected corner states.-Mirror symmetric systems in the BDI class where the mirror reflection operator commutes TRS and chiral symmetry operators can have Mirror symmetry protected zero frequency corner modes [10, 40. To look for such corner states, we create a diamond shaped island of one phase inside a rhombus shaped other phase phase with periodic boundary conditions for the rhombus in both direction (Fig. 44. The top and the bottom corners of the diamond are invariant under a vertical mirror passing through them. In Figs. 4 (ab), we see that when the inner island is $\delta=-13 / 42$ phase and the outer phase is $\delta=1 / 3$, there are zero frequency corner modes localized at the top and the bottom corners, the top (bottom) one being odd (even) under the vertical mirror reflection. The situation is more curious when the inner island is $\delta=1 / 3$ and the outer phase is $\delta=-13 / 42$ (Figs. 4 (c-d)). There are still two zero frequency corner modes, one of the odd and the other even under the vertical mirror reflection, but they are both localized at the right and left corners.

The topological nature and the origin of these corner modes can be easily understood using standard approach of HOTS (SM 37 Sec. SM.6). When the domain wall between the two phases is tilted such that the domain wall is not invariant under reflection, the localized states at the domain wall become massive, meaning that the spectrum is gapped at $\omega=0$. Moreover, two oppositely tilted domain walls have opposite sign of the mass $m$; the sign of the mass $m$ depends on the sign of the angle of tilt of the domain wall. Therefore, at the corner both $\delta$ (across the domain boundary) and $m$ (along the domain boundary) change sign. As is elaborated in the SM 37 Sec. SM.6, depending on the sign of the mass $m$, the amplitude of the zero frequency mode $\left(\sim e^{-m x}\right)$ may either decrease or increases as we move away from the corner point $(x=0)$. If the amplitude increases exponentially as
we move away from this corner, it implies that this zero mode is localized at the next corner along the direction of the increasing amplitude. This theory analysis is in perfect agreement with numerical simulations. Furthermore, these corner modes persist even when the corner is not mirror invariant, as long as the bulk structures have mirror symmetry (see SM [37] Sec. SM.7); which implies that this HOTS is "intrinsic" [10, 40].
Conclusions.-In this work we demonstrated how spatial symmetries can protect higher order topological phase in Maxwell frames and gives rise to zero frequency topological edge and corner modes. Furthermore, these edge and corner modes are pinned to zero frequency due to inherent chiral symmetry of Maxwell frames pointed out in [28]. This chiral symmetry is often used as an approximate symmetry in fermionic systems (except in case of superconductors), but in case of Maxwell lattices it
is exact. As mentioned earlier, our system falls under the BDI class of Altland-Zirnbauer classification; it has been known in the literature [10, 40 that mirror symmetry that commutes with time reversal and chiral symmetry can protect corner modes in 2-dimensions in this class. To our knowledge, our structure is the first example of this in classical systems. This system should be straightforwardly experimentally realized using hard plastic parts and hinges similar to what was done in 41 for deformed kagome lattice; with the three extra point masses (red points 4-6 in Fig. 1(a)) in our system need to be put on fixed rails such that they can only move along the corresponding rails.
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## S-1. COMPATIBILITY MATRIX OF THE MIRROR SYMMETRIC MAXWELL LATTICE

The compatibility matrix corresponding to the system shown in Fig. 1 of the main text is given by:


## S-2. MIRROR SYMMETRY, BLOCK DIAGONALIZATION OF $\mathcal{H}$

When $\delta_{1}=\delta_{2} \equiv \delta$ in Fig. 1 of main text, the system is mirror symmetric about the vertical line passing through point 2. Let us call this mirrior $m_{x}$ since its normal is in $x$-direction. Since $m_{x}$ flips the sign of the $x$ component of a vector, under this mirror the two lattice vectors (see Fig. 1 of main text) get mapped to

$$
\begin{equation*}
m_{x} \mathbf{a}_{1}=-\mathbf{a}_{1}, m_{x} \mathbf{a}_{2}=\mathbf{a}_{1}+\mathbf{a}_{2} \tag{S2}
\end{equation*}
$$

As a consequence, a unit cell at $n_{1} \mathbf{a}_{1}+n_{2} \mathbf{a}_{2}$ gets mapped to $\left(n_{2}-n_{1}\right) \mathbf{a}_{1}+n_{2} \mathbf{a}_{2}$. From Fig. 1 of main text, it is also easy to see that this mirror maps points $1 \leftrightarrow 3,2 \leftrightarrow 2,4 \leftrightarrow 5,6 \leftrightarrow 6$. With these information, we see that displacement states $\left|\mathbf{u}_{i}\left(n_{1}, n_{2}\right)\right\rangle$ transform under $m_{x}$ in the following way:

$$
\begin{align*}
m_{x}\left|\mathbf{u}_{1}\left(n_{1}, n_{2}\right)\right\rangle & =-\sigma_{z}\left|\mathbf{u}_{3}\left(n_{2}-n_{1}, n_{2}\right)\right\rangle, \\
m_{x}\left|\mathbf{u}_{2}\left(n_{1}, n_{2}\right)\right\rangle & =-\sigma_{z}\left|\mathbf{u}_{2}\left(n_{2}-n_{1}, n_{2}\right)\right\rangle, \\
m_{x}\left|\mathbf{u}_{3}\left(n_{1}, n_{2}\right)\right\rangle & =-\sigma_{z}\left|\mathbf{u}_{1}\left(n_{2}-n_{1}, n_{2}\right)\right\rangle, \\
m_{x}\left|u_{4}\left(n_{1}, n_{2}\right)\right\rangle & =\left|u_{5}\left(n_{2}-n_{1}, n_{2}\right)\right\rangle,  \tag{S3}\\
m_{x}\left|u_{5}\left(n_{1}, n_{2}\right)\right\rangle & =\left|u_{4}\left(n_{2}-n_{1}, n_{2}\right)\right\rangle, \\
m_{x}\left|u_{6}\left(n_{1}, n_{2}\right)\right\rangle & =\left|u_{6}\left(n_{2}-n_{1}, n_{2}\right)\right\rangle,
\end{align*}
$$

where Pauli matrix $\sigma_{z}$ is used to flip the sign of the $y$ component of the vector, and we recall that the displacements of points 4,5 and 6 are constrained. Defining the Fourier transforms of the displacement fields as $\left|\mathbf{u}_{i}(\mathbf{q})\right\rangle=\frac{1}{\sqrt{N}} \sum_{n_{1}, n_{2}}\left|\mathbf{u}_{i}\left(n_{1}, n_{2}\right)\right\rangle e^{i \mathbf{q} \cdot\left(n_{1} \mathbf{a}_{1}+n_{2} \mathbf{a}_{2}\right)}$, we ask how these Fourier modes of displacements transform under the mirror. We show this below:

$$
\begin{align*}
m_{x}\left|\mathbf{u}_{1}(\mathbf{q})\right\rangle & =\frac{1}{\sqrt{N}} \sum_{n_{1}, n_{2}} m_{x}\left|\mathbf{u}_{1}\left(n_{1}, n_{2}\right)\right\rangle e^{i \mathbf{q} \cdot\left(n_{1} \mathbf{a}_{1}+n_{2} \mathbf{a}_{2}\right)} \\
& =\frac{1}{\sqrt{N}} \sum_{n_{1}, n_{2}}\left(-\sigma_{z}\right)\left|\mathbf{u}_{3}\left(n_{2}-n_{1}, n_{2}\right)\right\rangle e^{i \mathbf{q} \cdot\left(n_{1} \mathbf{a}_{1}+n_{2} \mathbf{a}_{2}\right)} \\
& =\frac{1}{\sqrt{N}} \sum_{n_{1}^{\prime}, n_{2}^{\prime}}\left(-\sigma_{z}\right)\left|\mathbf{u}_{3}\left(n_{1}^{\prime}, n_{2}^{\prime}\right)\right\rangle e^{i \mathbf{q} \cdot\left(\left(n_{2}^{\prime}-n_{1}^{\prime}\right) \mathbf{a}_{1}+n_{2}^{\prime} \mathbf{a}_{2}\right)} \\
& =\frac{1}{\sqrt{N}} \sum_{n_{1}^{\prime}, n_{2}^{\prime}}\left(-\sigma_{z}\right)\left|\mathbf{u}_{3}\left(n_{1}^{\prime}, n_{2}^{\prime}\right)\right\rangle e^{i \mathbf{q} \cdot\left(\left(n_{2}^{\prime}-n_{1}^{\prime}\right)(1,0)+n_{2}^{\prime}(-1 / 2, \sqrt{3} / 2)\right)} \\
& =\frac{1}{\sqrt{N}} \sum_{n_{1}^{\prime}, n_{2}^{\prime}}\left(-\sigma_{z}\right)\left|\mathbf{u}_{3}\left(n_{1}^{\prime}, n_{2}^{\prime}\right)\right\rangle e^{i \mathbf{q} \cdot\left(n_{2}^{\prime} / 2-n_{1}^{\prime}, n_{2}^{\prime} \sqrt{3} / 2\right)}  \tag{S4}\\
& =\frac{1}{\sqrt{N}} \sum_{n_{1}^{\prime}, n_{2}^{\prime}}\left(-\sigma_{z}\right)\left|\mathbf{u}_{3}\left(n_{1}^{\prime}, n_{2}^{\prime}\right)\right\rangle e^{i\left(-q_{x}, q_{y}\right) \cdot\left(n_{1}^{\prime}-n_{2}^{\prime} / 2, n_{2}^{\prime} \sqrt{3} / 2\right)} \\
& =\frac{1}{\sqrt{N}} \sum_{n_{1}^{\prime}, n_{2}^{\prime}}\left(-\sigma_{z}\right)\left|\mathbf{u}_{3}\left(n_{1}^{\prime}, n_{2}^{\prime}\right)\right\rangle e^{i\left(-q_{x}, q_{y}\right) \cdot\left(n_{1}^{\prime}-n_{2}^{\prime} / 2, n_{2}^{\prime} \sqrt{3} / 2\right)} \\
& =\frac{1}{\sqrt{N}} \sum_{n_{1}^{\prime}, n_{2}^{\prime}}\left(-\sigma_{z}\right)\left|\mathbf{u}_{3}\left(n_{1}^{\prime}, n_{2}^{\prime}\right)\right\rangle e^{i\left(-q_{x}, q_{y}\right) \cdot\left(n_{1}^{\prime} \mathbf{a}_{1}+n_{2}^{\prime} \mathbf{a}_{2}\right)} \\
& =\left(-\sigma_{z}\right)\left|\mathbf{u}_{3}\left(-q_{x}, q_{y}\right)\right\rangle \\
& =\left(-\sigma_{z}\right)\left|\mathbf{u}_{3}\left(m_{x} \mathbf{q}\right)\right\rangle
\end{align*}
$$

Similarly,

$$
\begin{align*}
m_{x}\left|\mathbf{u}_{2}(\mathbf{q})\right\rangle & =\left(-\sigma_{z}\right)\left|\mathbf{u}_{2}\left(m_{x} \mathbf{q}\right)\right\rangle \\
m_{x}\left|\mathbf{u}_{3}(\mathbf{q})\right\rangle & =\left(-\sigma_{z}\right)\left|\mathbf{u}_{1}\left(m_{x} \mathbf{q}\right)\right\rangle \\
m_{x}\left|u_{4}(\mathbf{q})\right\rangle & =\left|u_{5}\left(m_{x} \mathbf{q}\right)\right\rangle  \tag{S5}\\
m_{x}\left|u_{5}(\mathbf{q})\right\rangle & =\left|u_{4}\left(m_{x} \mathbf{q}\right)\right\rangle \\
m_{x}\left|u_{6}(\mathbf{q})\right\rangle & =\left|u_{6}\left(m_{x} \mathbf{q}\right)\right\rangle
\end{align*}
$$

All together, the transformation is the following:

$$
\begin{align*}
& m_{x}\left\{\left|u_{1 x}(\mathbf{q})\right\rangle\left|u_{1 y}(\mathbf{q})\right\rangle,\left|u_{2 x}(\mathbf{q})\right\rangle,\left|u_{2 y}(\mathbf{q})\right\rangle,\left|u_{3 x}(\mathbf{q})\right\rangle,\left|u_{3 y}(\mathbf{q})\right\rangle,\left|u_{4}(\mathbf{q})\right\rangle,\left|u_{5}(\mathbf{q})\right\rangle,\left|u_{6}(\mathbf{q})\right\rangle\right\} \\
= & \left\{\left|u_{1 x}\left(m_{x} \mathbf{q}\right)\right\rangle,\left|u_{1 y}\left(m_{x} \mathbf{q}\right)\right\rangle,\left|u_{2 x}\left(m_{x} \mathbf{q}\right)\right\rangle,\left|u_{2 y}\left(m_{x} \mathbf{q}\right)\right\rangle,\left|u_{3 x}\left(m_{x} \mathbf{q}\right)\right\rangle,\left|u_{3 y}\left(m_{x} \mathbf{q}\right)\right\rangle,\left|u_{4}\left(m_{x} \mathbf{q}\right)\right\rangle,\left|u_{5}\left(m_{x} \mathbf{q}\right)\right\rangle,\left|u_{6}\left(m_{x} \mathbf{q}\right)\right\rangle\right\} \mathbf{M}_{u}\left(m_{x} \mathbf{q}\right), \tag{S6}
\end{align*}
$$

where

$$
\mathbf{M}_{u}(\mathbf{q})=\left(\begin{array}{ccccccccc}
0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0  \tag{S7}\\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right)
$$

Now, we turn to the bonds. Under mirror, the bond elongation states get mapped the following way:

$$
\begin{align*}
m_{x}\left|e_{1}\left(n_{1}, n_{2}\right)\right\rangle & =\left|e_{6}\left(n_{2}-n_{1}, n_{2}\right)\right\rangle \\
m_{x}\left|e_{2}\left(n_{1}, n_{2}\right)\right\rangle & =\left|e_{5}\left(n_{2}-n_{1}, n_{2}\right)\right\rangle \\
m_{x}\left|e_{3}\left(n_{1}, n_{2}\right)\right\rangle & =\left|e_{4}\left(n_{2}-n_{1}, n_{2}\right)\right\rangle \\
m_{x}\left|e_{4}\left(n_{1}, n_{2}\right)\right\rangle & =\left|e_{3}\left(n_{2}-n_{1}, n_{2}\right)\right\rangle \\
m_{x}\left|e_{5}\left(n_{1}, n_{2}\right)\right\rangle & =\left|e_{2}\left(n_{2}-n_{1}, n_{2}\right)\right\rangle  \tag{S8}\\
m_{x}\left|e_{6}\left(n_{1}, n_{2}\right)\right\rangle & =\left|e_{1}\left(n_{2}-n_{1}, n_{2}\right)\right\rangle \\
m_{x}\left|e_{7}\left(n_{1}, n_{2}\right)\right\rangle & =\left|e_{7}\left(n_{2}-n_{1}-1, n_{2}\right)\right\rangle \\
m_{x}\left|e_{8}\left(n_{1}, n_{2}\right)\right\rangle & =\left|e_{9}\left(n_{2}-n_{1}+1, n_{2}+1\right)\right\rangle \\
m_{x}\left|e_{9}\left(n_{1}, n_{2}\right)\right\rangle & =\left|e_{8}\left(n_{2}-n_{1}, n_{2}-1\right)\right\rangle
\end{align*}
$$

Note that the transformation of the last three bonds are different because they are inter-unit-cell bonds. Define the Fourier transforms of the bond elongation states as $\left|e_{i}(\mathbf{q})\right\rangle=\frac{1}{\sqrt{N}} \sum_{n_{1}, n_{2}}\left|e_{i}\left(n_{1}, n_{2}\right)\right\rangle e^{i \mathbf{q} \cdot\left(n_{1} \mathbf{a}_{1}+n_{2} \mathbf{a}_{2}\right)}$. The transformation of Fourier modes of the first 6 bonds under $m_{x}$ can be obtained similar to the displacements:

$$
\begin{align*}
m_{x}\left|e_{1}(\mathbf{q})\right\rangle & =\left|e_{6}\left(m_{x} \mathbf{q}\right)\right\rangle \\
m_{x}\left|e_{2}(\mathbf{q})\right\rangle & =\left|e_{5}\left(m_{x} \mathbf{q}\right)\right\rangle \\
m_{x}\left|e_{3}(\mathbf{q})\right\rangle & =\left|e_{4}\left(m_{x} \mathbf{q}\right)\right\rangle \\
m_{x}\left|e_{4}(\mathbf{q})\right\rangle & =\left|e_{3}\left(m_{x} \mathbf{q}\right)\right\rangle  \tag{S9}\\
m_{x}\left|e_{5}(\mathbf{q})\right\rangle & =\left|e_{2}\left(m_{x} \mathbf{q}\right)\right\rangle \\
m_{x}\left|e_{6}(\mathbf{q})\right\rangle & =\left|e_{1}\left(m_{x} \mathbf{q}\right)\right\rangle
\end{align*}
$$

The transformation of the Fourier mode of the 7th bond is as follows:

$$
\begin{align*}
m_{x}\left|e_{7}(\mathbf{q})\right\rangle & =\frac{1}{\sqrt{N}} \sum_{n_{1}, n_{2}} m_{x}\left|e_{7}\left(n_{1}, n_{2}\right)\right\rangle e^{i \mathbf{q} \cdot\left(n_{1} \mathbf{a}_{1}+n_{2} \mathbf{a}_{2}\right)} \\
& =\frac{1}{\sqrt{N}} \sum_{n_{1}, n_{2}}\left|e_{7}\left(n_{2}-n_{1}-1, n_{2}\right)\right\rangle e^{i \mathbf{q} \cdot\left(n_{1} \mathbf{a}_{1}+n_{2} \mathbf{a}_{2}\right)} \\
& =\frac{1}{\sqrt{N}} \sum_{n_{1}^{\prime}, n_{2}^{\prime}}\left|e_{7}\left(n_{1}^{\prime}, n_{2}^{\prime}\right)\right\rangle e^{i \mathbf{q} \cdot\left(\left(n_{2}^{\prime}-n_{1}^{\prime}-1\right) \mathbf{a}_{1}+n_{2}^{\prime} \mathbf{a}_{2}\right)} \\
& =\frac{1}{\sqrt{N}} \sum_{n_{1}^{\prime}, n_{2}^{\prime}}\left|e_{7}\left(n_{1}^{\prime}, n_{2}^{\prime}\right)\right\rangle e^{i \mathbf{q} \cdot\left(\left(n_{2}^{\prime}-n_{1}^{\prime}-1\right)(1,0)+n_{2}^{\prime}(-1 / 2, \sqrt{3} / 2)\right)} \\
& =\frac{1}{\sqrt{N}} \sum_{n_{1}^{\prime}, n_{2}^{\prime}}\left|e_{7}\left(n_{1}^{\prime}, n_{2}^{\prime}\right)\right\rangle e^{i \mathbf{q} \cdot\left(n_{2}^{\prime} / 2-n_{1}^{\prime}-1, n_{2}^{\prime} \sqrt{3} / 2\right)}  \tag{S10}\\
& =\frac{1}{\sqrt{N}} \sum_{n_{1}^{\prime}, n_{2}^{\prime}}\left|e_{7}\left(n_{1}^{\prime}, n_{2}^{\prime}\right)\right\rangle e^{i\left(-q_{x}, q_{y}\right) \cdot\left(n_{1}^{\prime}-n_{2}^{\prime} / 2, n_{2}^{\prime} \sqrt{3} / 2\right)} e^{-i q_{x}} \\
& =\frac{1}{\sqrt{N}} \sum_{n_{1}^{\prime}, n_{2}^{\prime}}\left|e_{7}\left(n_{1}^{\prime}, n_{2}^{\prime}\right)\right\rangle e^{i\left(-q_{x}, q_{y}\right) \cdot\left(n_{1}^{\prime}-n_{2}^{\prime} / 2, n_{2}^{\prime} \sqrt{3} / 2\right)} e^{-i q_{x}} \\
& =\frac{1}{\sqrt{N}} \sum_{n_{1}^{\prime}, n_{2}^{\prime}}\left|e_{7}\left(n_{1}^{\prime}, n_{2}^{\prime}\right)\right\rangle e^{i\left(-q_{x}, q_{y}\right) \cdot\left(n_{1}^{\prime} \mathbf{a}_{1}+n_{2}^{\prime} \mathbf{a}_{2}\right)} e^{-i q_{x}} \\
& =e^{-i q_{x}}\left|e_{7}\left(-q_{x}, q_{y}\right)\right\rangle \\
& =e^{-i q_{x}}\left|e_{7}\left(m_{x} \mathbf{q}\right)\right\rangle .
\end{align*}
$$

Similarly, for bond 8

$$
\begin{align*}
m_{x}\left|e_{8}(\mathbf{q})\right\rangle & =\frac{1}{\sqrt{N}} \sum_{n_{1}, n_{2}} m_{x}\left|e_{8}\left(n_{1}, n_{2}\right)\right\rangle e^{i \mathbf{q} \cdot\left(n_{1} \mathbf{a}_{1}+n_{2} \mathbf{a}_{2}\right)} \\
& =\frac{1}{\sqrt{N}} \sum_{n_{1}, n_{2}}\left|e_{9}\left(n_{2}-n_{1}+1, n_{2}+1\right)\right\rangle e^{i \mathbf{q} \cdot\left(n_{1} \mathbf{a}_{1}+n_{2} \mathbf{a}_{2}\right)} \\
& =\frac{1}{\sqrt{N}} \sum_{n_{1}^{\prime}, n_{2}^{\prime}}\left|e_{9}\left(n_{1}^{\prime}, n_{2}^{\prime}\right)\right\rangle e^{i \mathbf{q} \cdot\left(\left(n_{2}^{\prime}-n_{1}^{\prime}\right) \mathbf{a}_{1}+\left(n_{2}^{\prime}-1\right) \mathbf{a}_{2}\right)} \\
& =\frac{1}{\sqrt{N}} \sum_{n_{1}^{\prime}, n_{2}^{\prime}}\left|e_{9}\left(n_{1}^{\prime}, n_{2}^{\prime}\right)\right\rangle e^{i \mathbf{q} \cdot\left(\left(n_{2}^{\prime}-n_{1}^{\prime}\right)(1,0)+\left(n_{2}^{\prime}-1\right)(-1 / 2, \sqrt{3} / 2)\right)} \\
& =\frac{1}{\sqrt{N}} \sum_{n_{1}^{\prime}, n_{2}^{\prime}}\left|e_{9}\left(n_{1}^{\prime}, n_{2}^{\prime}\right)\right\rangle e^{i \mathbf{q} \cdot\left(n_{2}^{\prime} / 2-n_{1}^{\prime}, n_{2}^{\prime} \sqrt{3} / 2\right)} e^{-i\left(-q_{x}+\sqrt{3} q_{y}\right) / 2}  \tag{S11}\\
& =\frac{1}{\sqrt{N}} \sum_{n_{1}^{\prime}, n_{2}^{\prime}}\left|e_{9}\left(n_{1}^{\prime}, n_{2}^{\prime}\right)\right\rangle e^{i\left(-q_{x}, q_{y}\right) \cdot\left(n_{1}^{\prime}-n_{2}^{\prime} / 2, n_{2}^{\prime} \sqrt{3} / 2\right)} e^{-i\left(-q_{x}+\sqrt{3} q_{y}\right) / 2} \\
& =\frac{1}{\sqrt{N}} \sum_{n_{1}^{\prime}, n_{2}^{\prime}}\left|e_{9}\left(n_{1}^{\prime}, n_{2}^{\prime}\right)\right\rangle e^{i\left(-q_{x}, q_{y}\right) \cdot\left(n_{1}^{\prime}-n_{2}^{\prime} / 2, n_{2}^{\prime} \sqrt{3} / 2\right)} e^{-i\left(-q_{x}+\sqrt{3} q_{y}\right) / 2} \\
& =\frac{1}{\sqrt{N}} \sum_{n_{1}^{\prime}, n_{2}^{\prime}}\left|e_{9}\left(n_{1}^{\prime}, n_{2}^{\prime}\right)\right\rangle e^{i\left(-q_{x}, q_{y}\right) \cdot\left(n_{1}^{\prime} \mathbf{a}_{1}+n_{2}^{\prime} \mathbf{a}_{2}\right)} e^{-i\left(-q_{x}+\sqrt{3} q_{y}\right) / 2} \\
& =e^{-i\left(-q_{x}+\sqrt{3} q_{y}\right) / 2}\left|e_{9}\left(-q_{x}, q_{y}\right)\right\rangle \\
& =e^{-i\left(-q_{x}+\sqrt{3} q_{y}\right) / 2}\left|e_{9}\left(m_{x} \mathbf{q}\right)\right\rangle
\end{align*}
$$

and for bond 9

$$
\begin{align*}
m_{x}\left|e_{9}(\mathbf{q})\right\rangle & =\frac{1}{\sqrt{N}} \sum_{n_{1}, n_{2}} m_{x}\left|e_{9}\left(n_{1}, n_{2}\right)\right\rangle e^{i \mathbf{q} \cdot\left(n_{1} \mathbf{a}_{1}+n_{2} \mathbf{a}_{2}\right)} \\
& =\frac{1}{\sqrt{N}} \sum_{n_{1}, n_{2}}\left|e_{8}\left(n_{2}-n_{1}, n_{2}-1\right)\right\rangle e^{i \mathbf{q} \cdot\left(n_{1} \mathbf{a}_{1}+n_{2} \mathbf{a}_{2}\right)} \\
& =\frac{1}{\sqrt{N}} \sum_{n_{1}^{\prime}, n_{2}^{\prime}}\left|e_{8}\left(n_{1}^{\prime}, n_{2}^{\prime}\right)\right\rangle e^{i \mathbf{q} \cdot\left(\left(n_{2}^{\prime}+1-n_{1}^{\prime}\right) \mathbf{a}_{1}+\left(n_{2}^{\prime}+1\right) \mathbf{a}_{2}\right)} \\
& =\frac{1}{\sqrt{N}} \sum_{n_{1}^{\prime}, n_{2}^{\prime}}\left|e_{8}\left(n_{1}^{\prime}, n_{2}^{\prime}\right)\right\rangle e^{i \mathbf{q} \cdot\left(\left(n_{2}^{\prime}+1-n_{1}^{\prime}\right)(1,0)+\left(n_{2}^{\prime}+1\right)(-1 / 2, \sqrt{3} / 2)\right)} \\
& =\frac{1}{\sqrt{N}} \sum_{n_{1}^{\prime}, n_{2}^{\prime}}\left|e_{8}\left(n_{1}^{\prime}, n_{2}^{\prime}\right)\right\rangle e^{i \mathbf{q} \cdot\left(n_{2}^{\prime} / 2-n_{1}^{\prime}, n_{2}^{\prime} \sqrt{3} / 2\right)} e^{-i\left(-q_{x}-\sqrt{3} q_{y}\right) / 2}  \tag{S12}\\
& =\frac{1}{\sqrt{N}} \sum_{n_{1}^{\prime}, n_{2}^{\prime}}\left|e_{8}\left(n_{1}^{\prime}, n_{2}^{\prime}\right)\right\rangle e^{i\left(-q_{x}, q_{y}\right) \cdot\left(n_{1}^{\prime}-n_{2}^{\prime} / 2, n_{2}^{\prime} \sqrt{3} / 2\right)} e^{-i\left(-q_{x}-\sqrt{3} q_{y}\right) / 2} \\
& =\frac{1}{\sqrt{N}} \sum_{n_{1}^{\prime}, n_{2}^{\prime}}\left|e_{8}\left(n_{1}^{\prime}, n_{2}^{\prime}\right)\right\rangle e^{i\left(-q_{x}, q_{y}\right) \cdot\left(n_{1}^{\prime}-n_{2}^{\prime} / 2, n_{2}^{\prime} \sqrt{3} / 2\right)} e^{-i\left(-q_{x}-\sqrt{3} q_{y}\right) / 2} \\
& =\frac{1}{\sqrt{N}} \sum_{n_{1}^{\prime}, n_{2}^{\prime}}\left|e_{8}\left(n_{1}^{\prime}, n_{2}^{\prime}\right)\right\rangle e^{i\left(-q_{x}, q_{y}\right) \cdot\left(n_{1}^{\prime} \mathbf{a}_{1}+n_{2}^{\prime} \mathbf{a}_{2}\right)} e^{-i\left(-q_{x}-\sqrt{3} q_{y}\right) / 2} \\
& =e^{-i\left(-q_{x}-\sqrt{3} q_{y}\right) / 2}\left|e_{8}\left(-q_{x}, q_{y}\right)\right\rangle \\
& =e^{-i\left(-q_{x}-\sqrt{3} q_{y}\right) / 2}\left|e_{8}\left(m_{x} \mathbf{q}\right)\right\rangle .
\end{align*}
$$

All together, the transformation is the following:

$$
\begin{align*}
& m_{x}\left\{\left|e_{1}(\mathbf{q})\right\rangle\left|e_{2}(\mathbf{q})\right\rangle,\left|e_{3}(\mathbf{q})\right\rangle,\left|e_{4}(\mathbf{q})\right\rangle,\left|e_{5}(\mathbf{q})\right\rangle,\left|e_{6}(\mathbf{q})\right\rangle,\left|e_{7}(\mathbf{q})\right\rangle,\left|e_{8}(\mathbf{q})\right\rangle,\left|e_{9}(\mathbf{q})\right\rangle\right\} \\
= & \left\{\left|e_{1}\left(m_{x} \mathbf{q}\right)\right\rangle,\left|e_{2}\left(m_{x} \mathbf{q}\right)\right\rangle,\left|e_{3}\left(m_{x} \mathbf{q}\right)\right\rangle,\left|e_{4}\left(m_{x} \mathbf{q}\right)\right\rangle,\left|e_{5}\left(m_{x} \mathbf{q}\right)\right\rangle,\left|e_{6}\left(m_{x} \mathbf{q}\right)\right\rangle,\left|e_{7}\left(m_{x} \mathbf{q}\right)\right\rangle,\left|e_{8}\left(m_{x} \mathbf{q}\right)\right\rangle,\left|e_{9}\left(m_{x} \mathbf{q}\right)\right\rangle\right\} \mathbf{M}_{e}\left(m_{x} \mathbf{q}\right), \tag{S13}
\end{align*}
$$

where,

$$
\mathbf{M}_{e}(\mathbf{q})=\left(\begin{array}{ccccccccc}
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0  \tag{S14}\\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & e^{i q_{x}} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & e^{-i\left(q_{x}-\sqrt{3} q_{y}\right) / 2} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & e^{-i\left(q_{x}+\sqrt{3} q_{y}\right) / 2} & 0
\end{array}\right)
$$

With these, now we are at a position to find how the compatibility matrix transforms under $m_{x}$. As an operator that act on the displacement space to give the elongations of the bonds, the compatibility operator can be written as:

$$
\begin{equation*}
\hat{\mathbf{C}}=\sum_{\mathbf{R}, \mathbf{R}^{\prime}} \sum_{i, j}\left|e_{i}(\mathbf{R})\right\rangle C_{i j}\left(\mathbf{R}-\mathbf{R}^{\prime}\right)\left\langle u_{j}\left(\mathbf{R}^{\prime}\right)\right| \tag{S15}
\end{equation*}
$$

where $\mathbf{R}$ and $\mathbf{R}^{\prime}$ are positions of the unit cells, and $i$ goes over all 9 the 9 bonds in each unit cell whereas $j$ goes over the 9 degrees of freedom in each unit cell. We can write this in terms of the Fourier modes in the following way:

$$
\begin{align*}
\hat{\mathbf{C}} & =\sum_{\mathbf{R}, \mathbf{R}^{\prime}} \sum_{i, j}\left|e_{i}(\mathbf{R})\right\rangle C_{i j}\left(\mathbf{R}-\mathbf{R}^{\prime}\right)\left\langle u_{j}\left(\mathbf{R}^{\prime}\right)\right| \\
& =\sum_{\mathbf{R}, \mathbf{R}^{\prime}} \sum_{i, j} \frac{1}{N} \sum_{\mathbf{q}, \mathbf{q}^{\prime}}\left|e_{i}(\mathbf{q})\right\rangle e^{-i \mathbf{q} \cdot \mathbf{R}} C_{i j}\left(\mathbf{R}-\mathbf{R}^{\prime}\right) e^{i \mathbf{q}^{\prime} \cdot \mathbf{R}^{\prime}}\left\langle u_{j}\left(\mathbf{q}^{\prime}\right)\right| \\
& =\sum_{\mathbf{q}, \mathbf{q}^{\prime}} \sum_{i, j}\left|e_{i}(\mathbf{q})\right\rangle\left\langle u_{j}\left(\mathbf{q}^{\prime}\right)\right| \sum_{\mathbf{R}, \mathbf{R}^{\prime}} \frac{1}{N} e^{-i \mathbf{q} \cdot \mathbf{R}} C_{i j}\left(\mathbf{R}-\mathbf{R}^{\prime}\right) e^{i \mathbf{q}^{\prime} \cdot \mathbf{R}^{\prime}} \\
& =\sum_{\mathbf{q}, \mathbf{q}^{\prime}} \sum_{i, j}\left|e_{i}(\mathbf{q})\right\rangle\left\langle u_{j}\left(\mathbf{q}^{\prime}\right)\right| \sum_{\mathbf{R}, \mathbf{R}^{\prime \prime}} \frac{1}{N} e^{-i \mathbf{q} \cdot \mathbf{R}} C_{i j}\left(\mathbf{R}^{\prime \prime}\right) e^{i \mathbf{q}^{\prime} \cdot\left(\mathbf{R}-\mathbf{R}^{\prime \prime}\right)}  \tag{S16}\\
& =\sum_{\mathbf{q}, \mathbf{q}^{\prime}} \sum_{i, j}\left|e_{i}(\mathbf{q})\right\rangle\left\langle u_{j}\left(\mathbf{q}^{\prime}\right)\right| \sum_{\mathbf{R}^{\prime \prime}} \frac{1}{N} C_{i j}\left(\mathbf{R}^{\prime \prime}\right) e^{i \mathbf{q}^{\prime} \cdot\left(-\mathbf{R}^{\prime \prime}\right)} N \delta_{\mathbf{q}-\mathbf{q}^{\prime},, \mathbf{0}} \\
& =\sum_{\mathbf{q}} \sum_{i, j}\left|e_{i}(\mathbf{q})\right\rangle\left\langle u_{j}(\mathbf{q})\right| \sum_{\mathbf{R}^{\prime \prime}} C_{i j}\left(\mathbf{R}^{\prime \prime}\right) e^{-i \mathbf{q} \cdot \mathbf{R}^{\prime \prime}} \\
& =\sum_{\mathbf{q}} \sum_{i, j}\left|e_{i}(\mathbf{q})\right\rangle C_{i j}(\mathbf{q})\left\langle u_{j}(\mathbf{q})\right|,
\end{align*}
$$

where we used the definition $C_{i j}(\mathbf{q})=\sum_{\mathbf{R}} C_{i j}(\mathbf{R}) e^{-i \mathbf{q} \cdot \mathbf{R}}$ and the identity $\sum_{\mathbf{R}} e^{i \mathbf{q} \cdot \mathbf{R}}=N \delta_{\mathbf{q}, \mathbf{0}}$, where $\delta_{i, j}$ is the Kronecker delta function. We understand that $C_{i j}(\mathbf{q})$ are the elements of the matrix $\mathbf{C}(\mathbf{q})$ in Eq. (S1). Since, the system is invariant under the mirror $m_{x}$, the operator $\hat{\mathbf{C}}$ is also invariant under $m_{x}$. This has the following consequence:

$$
\begin{align*}
\hat{\mathbf{C}} & =m_{x} \hat{\mathbf{C}} m_{x}^{\dagger}, \\
\Rightarrow \sum_{\mathbf{q}} \sum_{i, j}\left|e_{i}(\mathbf{q})\right\rangle C_{i j}(\mathbf{q})\left\langle u_{j}(\mathbf{q})\right| & =\sum_{\mathbf{q}} \sum_{i, j} m_{x}\left|e_{i}(\mathbf{q})\right\rangle C_{i j}(\mathbf{q})\left\langle u_{j}(\mathbf{q})\right| m_{x}^{\dagger} \\
& =\sum_{\mathbf{q}} \sum_{i, j} \sum_{i^{\prime}, j^{\prime}}\left|e_{i^{\prime}}\left(m_{x} \mathbf{q}\right)\right\rangle M_{e}\left(m_{x} \mathbf{q}\right)_{i^{\prime} i} C_{i j}(\mathbf{q}) M_{u}\left(m_{x} \mathbf{q}\right)_{j^{\prime} j}^{*}\left\langle u_{j^{\prime}}\left(m_{x} \mathbf{q}\right)\right| \\
& =\sum_{q_{x}, q_{y}} \sum_{i, j} \sum_{i^{\prime}, j^{\prime}}\left|e_{i^{\prime}}\left(-q_{x}, q_{y}\right)\right\rangle M_{e}\left(-q_{x}, q_{y}\right)_{i^{\prime} i} C_{i j}\left(q_{x}, q_{y}\right) M_{u}\left(-q_{x}, q_{y}\right)_{j^{\prime} j}^{*}\left\langle u_{j^{\prime}}\left(-q_{x}, q_{y}\right)\right| \\
& =\sum_{q_{x}, q_{y}} \sum_{i, j} \sum_{i^{\prime}, j^{\prime}}\left|e_{i}\left(q_{x}, q_{y}\right)\right\rangle M_{e}\left(q_{x}, q_{y}\right)_{i i^{\prime}} C_{i^{\prime} j^{\prime}}\left(-q_{x}, q_{y}\right) M_{u}\left(q_{x}, q_{y}\right)_{j j^{\prime}}^{*}\left\langle u_{j}\left(-q_{x}, q_{y}\right)\right| \\
\Rightarrow C_{i j}(\mathbf{q}) & =\sum_{i^{\prime}, j^{\prime}} M_{e}\left(q_{x}, q_{y}\right)_{i i^{\prime}} C_{i^{\prime} j^{\prime}}\left(-q_{x}, q_{y}\right) M_{u}\left(q_{x}, q_{y}\right)_{j j^{\prime}}^{*}, \\
\Rightarrow \mathbf{C}(\mathbf{q}) & =\mathbf{M}_{e}(\mathbf{q}) \mathbf{C}\left(m_{x} \mathbf{q}\right) \mathbf{M}_{u}(\mathbf{q})^{\dagger}, \\
\Rightarrow \mathbf{M}_{e}^{\dagger}(\mathbf{q}) \mathbf{C}(\mathbf{q}) \mathbf{M}_{u}(\mathbf{q}) & =\mathbf{C}^{\prime}\left(m_{x} \mathbf{q}\right) . \tag{S17}
\end{align*}
$$

Then, the "square root" Hamiltonian $\mathcal{H}(\mathbf{q})$ transforms as the following:

$$
\left(\begin{array}{cc}
\mathbf{M}_{u}^{\dagger}(\mathbf{q}) & \mathbf{0}  \tag{S18}\\
\mathbf{0} & \mathbf{M}_{e}^{\dagger}(\mathbf{q})
\end{array}\right)\left(\begin{array}{cc}
\mathbf{0} & \mathbf{C}^{\dagger}(\mathbf{q}) \\
\mathbf{C}(\mathbf{q}) & \mathbf{0}
\end{array}\right)\left(\begin{array}{cc}
\mathbf{M}_{u}(\mathbf{q}) & \mathbf{0} \\
\mathbf{0} & \mathbf{M}_{e}(\mathbf{q})
\end{array}\right)=\left(\begin{array}{cc}
\mathbf{0} & \mathbf{C}^{\dagger}\left(m_{x} \mathbf{q}\right) \\
\mathbf{C}\left(m_{x} \mathbf{q}\right) & \mathbf{0}
\end{array}\right) \Rightarrow \mathbf{M}^{\dagger}(\mathbf{q}) \mathcal{H}(\mathbf{q}) \mathbf{M}(\mathbf{q})=\mathcal{H}\left(m_{x} \mathbf{q}\right)
$$

where

$$
\mathbf{M}(\mathbf{q})=\left(\begin{array}{cc}
\mathbf{M}_{u}(\mathbf{q}) & \mathbf{0}  \tag{S19}\\
\mathbf{0} & \mathbf{M}_{e}(\mathbf{q})
\end{array}\right)
$$

Since $m_{x}^{2}=\mathbb{1}$, the matrices $\mathbf{M}_{u}(\mathbf{q}), \mathbf{M}_{e}(\mathbf{q})$ and $\mathbf{M}(\mathbf{q})$ have the following property:

$$
\begin{equation*}
\mathbf{M}_{u}\left(m_{x} \mathbf{q}\right) \mathbf{M}_{u}(\mathbf{q})=\mathbb{1}, \mathbf{M}_{e}\left(m_{x} \mathbf{q}\right) \mathbf{M}_{e}(\mathbf{q})=\mathbb{1}, \mathbf{M}\left(m_{x} \mathbf{q}\right) \mathbf{M}(\mathbf{q})=\mathbb{1} \tag{S20}
\end{equation*}
$$

Therefore, on the line where $m_{x} \mathbf{q}=\mathbf{q} \Rightarrow q_{x}=0$, the following is true: $\mathbf{M}_{u}^{2}\left(q_{x}=0, q_{y}\right)=\mathbb{1}, \mathbf{M}_{e}^{2}\left(q_{x}=0, q_{y}\right)=\mathbb{1}$, $\mathbf{M}^{2}\left(q_{x}=0, q_{y}\right)=\mathbb{1}$. Hence, on the line $q_{x}=0$, the eigenvalues of $\mathbf{M}_{u}, \mathbf{M}_{e}$ and $\mathbf{M}$ are $\pm 1$. The eigenvectors of $\mathbf{M}_{u}\left(q_{x}=0, q_{y}\right)$ and $\mathbf{M}_{e}\left(q_{x}=0, q_{y}\right)$ are listed below

$$
\begin{align*}
& e_{1-}^{(u)}=\frac{1}{\sqrt{2}}\left[\begin{array}{c}
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
-1 \\
1 \\
0
\end{array}\right], e_{2-}^{(u)}=\frac{1}{\sqrt{2}}\left[\begin{array}{c}
0 \\
-1 \\
0 \\
0 \\
0 \\
1 \\
0 \\
0 \\
0
\end{array}\right], e_{3-}^{(u)}=\frac{1}{\sqrt{2}}\left[\begin{array}{l}
1 \\
0 \\
0 \\
0 \\
1 \\
0 \\
0 \\
0 \\
0
\end{array}\right], e_{4-}^{(u)}=\left[\begin{array}{l}
0 \\
0 \\
1 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{array}\right], \\
& e_{5+}^{(u)}=\left[\begin{array}{c}
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
1
\end{array}\right], e_{6+}^{(u)}=\frac{1}{\sqrt{2}}\left[\begin{array}{l}
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
1 \\
1 \\
0
\end{array}\right], e_{7+}^{(u)}=\frac{1}{\sqrt{2}}\left[\begin{array}{l}
0 \\
1 \\
0 \\
0 \\
0 \\
1 \\
0 \\
0 \\
0
\end{array}\right], e_{8+}^{(u)}=\frac{1}{\sqrt{2}}\left[\begin{array}{c}
-1 \\
0 \\
0 \\
0 \\
1 \\
0 \\
0 \\
0 \\
0
\end{array}\right], e_{9+}^{(u)}=\left[\begin{array}{l}
0 \\
0 \\
0 \\
1 \\
0 \\
0 \\
0 \\
0 \\
0
\end{array}\right], \\
& e_{1-}^{(e)}=\frac{1}{\sqrt{2}}\left[\begin{array}{c}
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
-e^{i \frac{\sqrt{3} q_{y}}{2}} \\
1
\end{array}\right], e_{2-}^{(e)}=\frac{1}{\sqrt{2}}\left[\begin{array}{c}
-1 \\
0 \\
0 \\
0 \\
0 \\
1 \\
0 \\
0 \\
0
\end{array}\right], e_{3-}^{(e)}=\frac{1}{\sqrt{2}}\left[\begin{array}{c}
0 \\
-1 \\
0 \\
0 \\
1 \\
0 \\
0 \\
0 \\
0
\end{array}\right], e_{4-}^{(e)}=\frac{1}{\sqrt{2}}\left[\begin{array}{c}
0 \\
0 \\
-1 \\
1 \\
0 \\
0 \\
0 \\
0 \\
0
\end{array}\right],  \tag{S21}\\
& e_{5+}^{(e)}=\frac{1}{\sqrt{2}}\left[\begin{array}{c}
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
e^{i \frac{\sqrt{3} q_{y}}{2}} \\
1
\end{array}\right], e_{6+}^{(e)}=\left[\begin{array}{l}
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
1 \\
0 \\
0
\end{array}\right], e_{7+}^{(e)}=\frac{1}{\sqrt{2}}\left[\begin{array}{l}
1 \\
0 \\
0 \\
0 \\
0 \\
1 \\
0 \\
0 \\
0
\end{array}\right], e_{8+}^{(e)}=\frac{1}{\sqrt{2}}\left[\begin{array}{c}
0 \\
1 \\
0 \\
0 \\
1 \\
0 \\
0 \\
0 \\
0
\end{array}\right], e_{9+}^{(e)}=\frac{1}{\sqrt{2}}\left[\begin{array}{l}
0 \\
0 \\
1 \\
1 \\
0 \\
0 \\
0 \\
0 \\
0
\end{array}\right],
\end{align*}
$$

where the symbol $e_{i+/-}^{(u / e)}$ denotes $i$ th eigenvector of $\mathbf{M}_{u / e}\left(q_{x}=0, q_{y}\right)$ with eigenvalue (+/-)1. In the ordered basis $\left\{e_{1}^{(u)}, \ldots, e_{9}^{(u)}\right\}$ and $\left\{e_{1}^{(e)}, \ldots, e_{9}^{(e)}\right\}$, the matrix $\mathbf{C}\left(q_{x}=0, q_{y}\right)$ beceomes block-diagonal

$$
\begin{align*}
& \tilde{\mathbf{C}}\left(q_{x}=0, q_{y}\right)=\left(\begin{array}{cc}
\mathbf{C}_{-}\left(q_{x}=0, q_{y}\right) & \mathbf{0} \\
\mathbf{0} & \mathbf{C}_{+}\left(q_{x}=0, q_{y}\right)
\end{array}\right), \\
& \mathbf{C}_{-}\left(q_{x}=0, q_{y}\right)=\left(\begin{array}{cccc}
0 & \frac{3}{2} & \frac{1}{2} & -\frac{1}{\sqrt{2}} e^{-i \frac{\sqrt{3}}{2} q_{y}} \\
\frac{6 \delta}{\sqrt{3+36 \delta^{2}}} & \frac{-3-6 \delta}{2 \sqrt{3+36 \delta^{2}}} & \frac{-1+6 \delta}{2 \sqrt{1+12 \delta^{2}}} & 0 \\
\sqrt{3+336 \delta^{2}} & 0 & 0 & \frac{-1-6 \delta}{2 \sqrt{2+24 \delta^{2}}} \\
0 & \frac{-6 \delta_{3}}{\sqrt{3+36 \delta_{3}^{2}}} & \frac{1}{\sqrt{1+12 \delta_{3}^{2}}} & 0
\end{array}\right) \text {, }  \tag{S22}\\
& \mathbf{C}_{+}\left(q_{x}=0, q_{y}\right)=\left(\begin{array}{ccccc}
0 & 0 & \frac{3}{2} & \frac{1}{2} & -\sqrt{\frac{3}{2}} e^{-i \frac{\sqrt{3}}{2} q_{y}} \\
0 & 0 & 0 & \sqrt{2} & 0 \\
0 & \frac{6 \delta}{\sqrt{3+36 \delta^{2}}} & \frac{-3-6 \delta}{2 \sqrt{3+36 \delta^{2}}} & \frac{-1+6 \delta}{2 \sqrt{1+12 \delta^{2}}} & 0 \\
0 & \frac{6 \delta}{\sqrt{3+36 \delta^{2}}} & 0 & \frac{3-6 \delta}{2 \sqrt{6+72 \delta^{2}}} \\
\frac{12 \delta_{3}}{\sqrt{6+72 \delta_{3}^{2}}} & 0 & \frac{6}{\sqrt{3+36 \delta_{3}^{2}}} & \frac{-1}{\sqrt{1+12 \delta_{3}^{2}}} & 0
\end{array}\right) .
\end{align*}
$$

Determinant of these two matrices $\mathbf{C}_{-}\left(q_{x}=0, q_{y}\right)$ and $\mathbf{C}_{+}\left(q_{x}=0, q_{y}\right)$ for $\delta_{3}=1 / 3$ are:

$$
\begin{align*}
\left.\operatorname{det} \mathbf{C}_{+}^{\dagger}\right|_{L_{1}} & =\frac{6 \delta \sqrt{6 / 7}}{1+12 \delta^{2}}\left((1-2 \delta)+(1+2 \delta) e^{i \sqrt{3} q_{y} / 2}\right)  \tag{S23a}\\
\left.\operatorname{det} \mathbf{C}_{-}^{\dagger}\right|_{L_{1}} & =-\frac{\delta \sqrt{3 / 14}}{1+12 \delta^{2}}\left(5(1+6 \delta)+(5-6 \delta) e^{i \sqrt{3} q_{y} / 2}\right) \tag{S23b}
\end{align*}
$$

## S-3. C(q) CAN ALWAYS BE DECOMPOSED INTO $C_{+}(\mathbf{q})$ AND $C_{-}(\mathbf{q})$ ALONG THE MIRROR INVARIANT LINE

To see this, we first note that along the mirror invariant line, due to mirror symmetry, we have

$$
\begin{equation*}
\mathbf{M}_{e}^{\dagger}(\mathbf{q}) \mathbf{C}(\mathbf{q}) \mathbf{M}_{u}(\mathbf{q})=\mathbf{C}(\mathbf{q}), \tag{S24}
\end{equation*}
$$

by definition of mirror symmetry. Since reflecting twice about a mirror is identity, we have $\mathbf{M}_{u}^{2}(\mathbf{q})=\mathbb{1}$ and $\mathbf{M}_{e}^{2}(\mathbf{q})=\mathbb{1}$ along the mirror invariant line in Fourier space, and thus the eigenvalues of $\mathbf{M}_{u}(\mathbf{q})$ and $\mathbf{M}_{e}(\mathbf{q})$ are $\pm 1$. Let $\mathbf{M}_{u}(\mathbf{q})$ $\left(\mathbf{M}_{e}(\mathbf{q})\right)$ have $n_{d+}\left(n_{b+}\right)$ eigenvectors $e_{1+}^{(u)}, \ldots, e_{n_{d+}+}^{(u)}\left(e_{1+}^{(e)}, \ldots, e_{n_{b+}+}^{(e)}\right)$ with eigenvalue +1 , and $n_{d-}\left(n_{b-}\right)$ eigenvectors $e_{1-}^{(u)}, \ldots, e_{n_{d-}-}^{(u)}\left(e_{1-}^{(e)}, \ldots, e_{n_{b-}-}^{(e)}\right)$ with eigenvalue -1 . Note that $n_{d+}+n_{d-}=n_{d}$ is the total number of d.o.f.s in the unit cell, and $n_{b+}+n_{b-}=n_{b}$ is the total number of bonds in the unit cell. Note that $e_{i+/-}^{(u)}\left(e_{i+/-}^{(e)}\right)$ are column vectors of size $n_{d} \times 1\left(n_{b} \times 1\right)$. These imply

$$
\begin{align*}
& \mathbf{M}_{u}(\mathbf{q})=\left[e_{1+}^{(u)}, \ldots, e_{n_{d+}+}^{(u)}, e_{1-}^{(u)}, \ldots, e_{n_{d--}}^{(u)}\right]\left(\begin{array}{c}
\mathbb{1}_{n_{d+} \times n_{d+}} \\
\mathbf{0}_{n_{d-} \times n_{d+}} \\
\mathbf{0}_{n_{d+} \times n_{d-}} \\
\mathbb{1}_{n_{d-} \times n_{d-}}
\end{array}\right)\left[\begin{array}{c}
\left(e_{1+}^{(u)}\right)^{\dagger} \\
\vdots \\
\left(e_{n_{d+}(u)}^{(u)}\right. \\
\left(e_{1-}^{(u)}\right. \\
\vdots
\end{array}\right)^{\dagger}\left[\begin{array}{c}
\left(e^{(u)}\right. \\
\left(n_{d--}\right)^{\dagger}
\end{array}\right]  \tag{S25a}\\
& =\left[E_{+}^{(u)} E_{-}^{(u)}\right]\left(\begin{array}{cc}
\mathbb{1}_{n_{d+} \times n_{d+}} & \mathbf{0}_{n_{d+} \times n_{d-}} \\
\mathbf{0}_{n_{d-} \times n_{d+}} & -\mathbb{1}_{n_{d-} \times n_{d-}}
\end{array}\right)\left[\begin{array}{c}
E_{+}^{(u)^{\dagger}} \\
E_{-}^{(u)^{\dagger}}
\end{array}\right],  \tag{S25b}\\
& \mathbf{M}_{e}(\mathbf{q})=\left[e_{1+}^{(e)}, \ldots, e_{n_{b+}+}^{(e)}, e_{1-}^{(e)}, \ldots, e_{n_{b-}-}^{(e)}\right]\left(\begin{array}{c}
\mathbb{1}_{n_{b+} \times n_{b+}} \\
\mathbf{0}_{n_{b-} \times n_{b+}} \\
\mathbf{0}_{n_{b+} \times n_{b-}}-\mathbb{1}_{n_{b-\times} \times n_{b-}}
\end{array}\right)\left[\begin{array}{c}
\left(e_{1+}^{(e)}\right)^{\dagger} \\
\vdots \\
\left(e_{n_{b+}}^{(e)}\right. \\
\left(e_{1-}^{(e)}\right)^{\dagger} \\
\vdots \\
\left(e_{n_{b-}}^{(e)}\right)^{\dagger}
\end{array}\right]  \tag{S25c}\\
& =\left[E_{+}^{(e)} E_{-}^{(e)}\right]\left(\begin{array}{cc}
\mathbb{1}_{n_{b+} \times n_{b+}} & \mathbf{0}_{n_{b+} \times n_{b-}} \\
\mathbf{0}_{n_{b-} \times n_{b+}} & -\mathbb{1}_{n_{b-} \times n_{b-}}
\end{array}\right)\left[\begin{array}{c}
E_{+}^{(e)^{\dagger}} \\
E_{-}^{(e)^{\dagger}}
\end{array}\right], \tag{S25d}
\end{align*}
$$

where $E_{+/-}^{(u)}=\left[e_{1+/-}^{(u)}, \ldots, e_{n_{d+/-} /-/}^{(u)}\right]$ and $E_{+/-}^{(e)}=\left[e_{1+/-}^{(e)}, \ldots, e_{n_{b+/-} /--}^{(u)}\right]$. Plugging these in Eq. S244, we obtain

$$
\begin{align*}
& {\left[E_{+}^{(e)} E_{-}^{(e)}\right]\left(\begin{array}{ll}
\mathbb{1}_{n_{b+} \times n_{b+}} & \mathbf{0}_{n_{b+} \times n_{b-}} \\
\mathbf{0}_{n_{b-} \times n_{b+}} & -\mathbb{1}_{n_{b-} \times n_{b-}}
\end{array}\right)\left[\begin{array}{l}
E_{+}^{(e)^{\dagger}} \\
E_{-}^{(e)^{\dagger}}
\end{array}\right] \mathbf{C}(\mathbf{q})\left[E_{+}^{(u)} E_{-}^{(u)}\right]\left(\begin{array}{ll}
\mathbb{1}_{n_{d+} \times n_{d+}} & \mathbf{0}_{n_{d+} \times n_{d-}} \\
\mathbf{0}_{n_{d-} \times n_{d+}} & -\mathbb{1}_{n_{d-} \times n_{d-}}
\end{array}\right)\left[\begin{array}{l}
E_{+}^{(u)^{\dagger}} \\
E_{-}^{(u)^{\dagger}}
\end{array}\right]=\mathbf{C}(\mathbf{q})} \\
& \Rightarrow\left(\begin{array}{ll}
\mathbb{1}_{n_{b+} \times n_{b+}} & \mathbf{0}_{n_{b+} \times n_{b-}} \\
\mathbf{0}_{n_{b-} \times n_{b+}} & -\mathbb{1}_{n_{b-} \times n_{b-}}
\end{array}\right)\left[\begin{array}{l}
E_{+}^{(e)^{\dagger}} \\
E_{-}^{(e)^{\dagger}}
\end{array}\right] \mathbf{C}(\mathbf{q})\left[E_{+}^{(u)} E_{-}^{(u)}\right]\left(\begin{array}{ll}
\mathbb{1}_{n_{d+} \times n_{d+}} & \mathbf{0}_{n_{d+} \times n_{d-}} \\
\mathbf{0}_{n_{d-} \times n_{d+}} & -\mathbb{1}_{n_{d-} \times n_{d-}}
\end{array}\right) \\
& =\left[\begin{array}{c}
E_{+}^{(e)^{\dagger}} \\
E_{-}^{(e)^{\dagger}}
\end{array}\right] \mathbf{C}(\mathbf{q})\left[E_{+}^{(u)} E_{-}^{(u)}\right] \\
& \Rightarrow\left(\begin{array}{ll}
\mathbb{1}_{n_{b+} \times n_{b+}} & \mathbf{0}_{n_{b+} \times n_{b-}} \\
\mathbf{0}_{n_{b-} \times n_{b+}} & -\mathbb{1}_{n_{b-} \times n_{b-}}
\end{array}\right)\left(\begin{array}{ll}
E_{+}^{(e)^{\dagger}} \mathbf{C}(\mathbf{q}) E_{+}^{(u)} & E_{+}^{(e)^{\dagger}} \mathbf{C}(\mathbf{q}) E_{-}^{(u)} \\
E_{-}^{(e)^{\dagger}} \mathbf{C}(\mathbf{q}) E_{+}^{(u)} & E_{-}^{(e)^{\dagger}} \mathbf{C}(\mathbf{q}) E_{-}^{(u)}
\end{array}\right)\left(\begin{array}{ll}
\mathbb{1}_{n_{d+} \times n_{d+}} & \mathbf{0}_{n_{d+} \times n_{d-}} \\
\mathbf{0}_{n_{d-} \times n_{d+}} & -\mathbb{1}_{n_{d-} \times n_{d-}}
\end{array}\right) \\
& =\left(\begin{array}{ll}
E_{+}^{(e)^{\dagger}} \mathbf{C}(\mathbf{q}) E_{+}^{(u)} & E_{+}^{(e)^{\dagger}} \mathbf{C}(\mathbf{q}) E_{-}^{(u)} \\
E_{-}^{(e)^{\dagger}} \mathbf{C}(\mathbf{q}) E_{+}^{(u)} & E_{-}^{(e)}{ }^{\dagger} \mathbf{C}(\mathbf{q}) E_{-}^{(u)}
\end{array}\right) \\
& \Rightarrow\left(\begin{array}{cc}
E_{+}^{(e)^{\dagger}} \mathbf{C}(\mathbf{q}) E_{+}^{(u)} & -E_{+}^{(e)^{\dagger}} \mathbf{C}(\mathbf{q}) E_{-}^{(u)} \\
-E_{-}^{(e)^{\dagger}} \mathbf{C}(\mathbf{q}) E_{+}^{(u)} & E_{-}^{(e)^{\dagger}} \mathbf{C}(\mathbf{q}) E_{-}^{(u)}
\end{array}\right)=\left(\begin{array}{cc}
E_{+}^{(e)^{\dagger}} \mathbf{C}(\mathbf{q}) E_{+}^{(u)} & E_{+}^{(e)^{\dagger}} \mathbf{C}(\mathbf{q}) E_{-}^{(u)} \\
E_{-}^{(e)^{\dagger}} \mathbf{C}(\mathbf{q}) E_{+}^{(u)} & E_{-}^{(e)^{\dagger}} \mathbf{C}(\mathbf{q}) E_{-}^{(u)}
\end{array}\right) \\
& \Rightarrow E_{+}^{(e)^{\dagger}} \mathbf{C}(\mathbf{q}) E_{-}^{(u)}=\mathbf{0}, E_{-}^{(e)^{\dagger}} \mathbf{C}(\mathbf{q}) E_{+}^{(u)}=\mathbf{0}, \tag{S26a}
\end{align*}
$$

and consequently, in the eigenbasis of $\mathbf{M}_{u}(\mathbf{q})$ and $\mathbf{M}_{e}(\mathbf{q})$, the compatibility matrix has form

$$
\tilde{C}(\mathbf{q})=\left[\begin{array}{c}
E_{+}^{(e)^{\dagger}}  \tag{S27}\\
E_{-}^{(e)^{\dagger}}
\end{array}\right] \mathbf{C}(\mathbf{q})\left[E_{+}^{(u)} E_{-}^{(u)}\right]=\left(\begin{array}{cc}
E_{+}^{(e)^{\dagger}} \mathbf{C}(\mathbf{q}) E_{+}^{(u)} & \mathbf{0} \\
\mathbf{0} & E_{-}^{(e)^{\dagger}} \mathbf{C}(\mathbf{q}) E_{-}^{(u)}
\end{array}\right)
$$

and we identify $\mathbf{C}_{+/-}(\mathbf{q})=E_{+/-}^{(e)}{ }^{\dagger} \mathbf{C}(\mathbf{q}) E_{+/-}^{(u)}$; these two matrices have sizes $n_{b+/-} \times n_{d+/-}$. This is result is very general and always true as long as there is a mirror symmetry. When $n_{b+}=n_{d-}$ (and consequently $n_{b-}=n_{d-}$, since it is Maxwell frame), these two matrices are square matrices and one can evaluate the determinants of them.

## S-4. REGIME WHERE $\mathcal{H}(\mathbf{q})$ OR D(q) IS FULLY GAPPED AT $\omega=0$



FIG. S1: Density plot of the spectrum of lowest frequency band of $\mathbf{D}(\mathbf{q})$ for different values of $\delta$. The red hexagon shows the edge of the Brillouin zone. The corners of the red hexagon are the $K / K^{\prime}$ points. Bands in (b-e) touch $\omega=0$ whereas bands in (a) and (f) are never touch $\omega=0$.

For simplicity, let us keep $\delta_{3}=1 / 3$ and vary $\delta_{1}=\delta_{2} \equiv \delta$. When $\delta=0$, there is no restoring force to the linear order to the displacements of points 4 and 5 . Therefore, at $\delta=0$, there are two completely flat zero frequency bands of the dynamical matrix $\mathbf{D}(\mathbf{q})$ and four flat zero frequency bands of the dynamical matrix $\mathcal{H}(\mathbf{q})$. As we increase $\delta$ from $\delta=0$, we see rings of zero frequency Weyl lines surrounding $K$ and $K^{\prime}$ point in the Brillouin zone ( $\Gamma, K, K^{\prime}$ and $M^{\prime}$ are gapped) as can be seen in Fig. S1(c). However, as we increase $\delta$, these rings get tighter around the $K$ and $K^{\prime}$ point, and at some value of $\delta$ they disappear giving a band structure completely gapped at $\omega=0$. Then, clearly at the transition point between gapless and gapped zero frequency, there are zero modes at $K$ and $K^{\prime}$ points. In other words, we have to find the value of $\delta$ for which the $\operatorname{det}\left(\mathbf{C}\left(q_{x}=4 \pi / 3, q_{y}=0\right)\right)=0$. At $K$ point,

$$
\begin{equation*}
\operatorname{det}\left(\mathbf{C}\left(q_{x}=4 \pi / 3, q_{y}=0\right)\right)=\frac{9 \delta^{2}}{2\left(1+12 \delta^{2}\right)^{2}}(1+6 \delta)(5-42 \delta) \tag{S28}
\end{equation*}
$$

There is a zero mode at $K^{\prime}$ point when $\delta=5 / 42$ (see Fig. S1(b)). This implies that the band structure is fully gapped at $\delta>5 / 42$ (Fig. S1(a)). Similarly, for $\delta<0$, there are isolated zero modes on the line $M^{\prime}-K^{\prime}$ as well as vertical lines of zero modes on either side of $q_{x}=\pi$ (see Fig. S 1 (d)). They disappear after the isolated zero modes hit point $K$ and the vertical lines of zero mode hit $q_{x}=\pi$. From the above equation, we see that the first one happens at $\delta=-1 / 6$ (see Fig. S1(e) ). For the latter, we calculate $\operatorname{det}\left(\mathbf{C}\left(q_{x}=\pi, q_{y}=0\right)\right)$ :

$$
\begin{equation*}
\operatorname{det}\left(\mathbf{C}\left(q_{x}=4 \pi / 3, q_{y}=0\right)\right)=-\frac{288 \delta^{3}}{7\left(1+12 \delta^{2}\right)^{2}}(1+6 \delta) \tag{S29}
\end{equation*}
$$

Hence, there is a line of zero mode at $q_{x}=\pi$ for $\delta=-1 / 6$ (see Fig. S1(e)). When $\delta<-1 / 6, \omega=0$ is gapped everywhere in the Brillouin zone (see Fig. S1/f)). However, the band gap closes again at the $M^{\prime}$ point at $\delta=-5 / 12$ which can be seen from Eq. (S23b).

## S-5. LOW ENERGY THEORY AND THE EDGE STATES AT MIRROR INVARIANT DOMAIN WALLS

Since, $\delta=0$ is the phase transition point between phase 1 and phase 2 , we can write a low energy theory near $\delta=0$ near the $M^{\prime}$ point: $\mathbf{q}=(0,2 \pi / \sqrt{3})+\left(k_{x}, k_{y}\right)$ keeping only lowest few orders in the momenta $k_{x}$ and $k_{y}$. Note that we are expanding near the $M^{\prime}$ point because along the line of our interest $\Gamma-M^{\prime}$, the gap is smallest near the $M^{\prime}$ point for small values of $\delta$ (see Figs. 2(b) and (d)). Using this low energy theory, we can explicitly show the existence of edge modes at a domain wall between phase $\delta>0$ and $\delta<0$. Using the low energy method to show existence of boundary mode is known as Jackiw-Rebbi analysis in the literature [1, 2].

## A. Integrate the high frequency bands to obtain the low energy theory

To get to the low energy theory with small $\delta, k_{x}$ and $k_{y}$, we first do a singular value decomposition at the matrix $\left.\mathbf{C}(\mathbf{q}=(0,2 \pi / \sqrt{3}))\right|_{\delta=0}:$

$$
\left.\mathbf{C}(\mathbf{q}=(0,2 \pi / \sqrt{3}))\right|_{\delta=0}=\mathbf{U}\left(\begin{array}{ll}
\boldsymbol{\Lambda}_{7 \times 7} & \mathbf{0}_{7 \times 2}  \tag{S30}\\
\mathbf{0}_{2 \times 7} & \mathbf{0}_{2 \times 2}
\end{array}\right) \mathbf{W}^{\dagger}
$$

where $\boldsymbol{\Lambda}$ is diagonal matrix consisting of the 7 nonzero singular values. These are the nonzero finite frequencies at the $M^{\prime}$ point for $\delta=0$. There are two 0 singular values since there are no restoring force to points 4 and 5 . The columns of the matrix $\mathbf{W}$ are the eigenvectors of $\left.\mathbf{D}(\mathbf{q}=(0,2 \pi / \sqrt{3}))\right|_{\delta=0}$ whereas the columns of $\mathbf{U}$ are the eigenvectors of $\left[\mathbf{C}(\mathbf{q}=(0,2 \pi / \sqrt{3})) \mathbf{C}^{\dagger}(\mathbf{q}=(0,2 \pi / \sqrt{3}))\right]_{\delta=0}$. The matrices $\mathbf{U}$ and $\mathbf{W}$ are of the form:

$$
\begin{equation*}
\mathbf{U}=\left[\mathbf{U}_{H} \mid \mathbf{U}_{L}\right], \mathbf{W}=\left[\mathbf{W}_{H} \mid \mathbf{W}_{L}\right] \tag{S31}
\end{equation*}
$$

where $\mathbf{U}_{H}\left(\mathbf{W}_{H}\right)$ is $9 \times 7$ matrix containing the 7 eigenvectors of $\left[\mathbf{C}(\mathbf{q}=(0,2 \pi / \sqrt{3})) \mathbf{C}^{\dagger}(\mathbf{q}=(0,2 \pi / \sqrt{3}))\right]_{\delta=0}$ $\left(\left.\mathbf{D}(\mathbf{q}=(0,2 \pi / \sqrt{3}))\right|_{\delta=0}\right)$ corresponding to the nonzero eigenvalues. The matrices $\mathbf{U}_{L}$ and $\mathbf{W}_{L}$ are $9 \times 2$ containing 2 eigenvectors corresponding to 0 eigenvalues.

Now, we ask how the elements of this matrix are changed once we allow small $\delta, k_{x}$ and $k_{y}$. To facilitate this expansion, we multiply a small parameter $\varepsilon$ to $\delta, k_{x}$ and $k_{y}$ and expand the matrix in Taylor series of $\varepsilon$ :

$$
\begin{align*}
\left.\mathbf{C}\left(\mathbf{q}=(0,2 \pi / \sqrt{3})+\varepsilon\left(k_{x}, k_{y}\right)\right)\right|_{\delta \rightarrow \varepsilon \delta} & =\left.\mathbf{C}(\mathbf{q}=(0,2 \pi / \sqrt{3}))\right|_{\delta=0}+\varepsilon \mathbf{C}_{1}+\varepsilon^{2} \mathbf{C}_{2}+\mathcal{O}\left(\varepsilon^{3}\right) \\
& =\left(\begin{array}{ll}
\mathbf{U}_{H} & \mathbf{U}_{L}
\end{array}\right)\left(\begin{array}{cc}
\boldsymbol{\Lambda}+\varepsilon \mathbf{P}_{1}+\varepsilon^{2} \mathbf{P}_{2}+\mathcal{O}\left(\varepsilon^{3}\right) & \varepsilon \mathbf{Q}_{1}+\varepsilon^{2} \mathbf{Q}_{2}+\mathcal{O}\left(\varepsilon^{3}\right) \\
\varepsilon \mathbf{R}_{1}+\varepsilon^{2} \mathbf{R}_{2}+\mathcal{O}\left(\varepsilon^{3}\right) & \varepsilon \mathbf{S}_{1}+\varepsilon^{2} \mathbf{S}_{2}+\mathcal{O}\left(\varepsilon^{3}\right)
\end{array}\right)\binom{\mathbf{W}_{H}^{\dagger}}{\mathbf{W}_{L}^{\dagger}}, \tag{S32}
\end{align*}
$$

where

$$
\begin{equation*}
\mathbf{P}_{i}=\mathbf{U}_{H}^{\dagger} \mathbf{C}_{i} \mathbf{W}_{H}, \mathbf{Q}_{i}=\mathbf{U}_{H}^{\dagger} \mathbf{C}_{i} \mathbf{W}_{L}, \mathbf{R}_{i}=\mathbf{U}_{L}^{\dagger} \mathbf{C}_{i} \mathbf{W}_{H}, \mathbf{S}_{i}=\mathbf{U}_{L}^{\dagger} \mathbf{C}_{i} \mathbf{W}_{L} \tag{S33}
\end{equation*}
$$

Now, our aim is to integrate out the finite frequency modes and keep the low energy mode. Since the columns of $\mathbf{W}$ form a complete basis for the displacements, we can write any displacement in this basis as $\mathbf{u}=\left(\mathbf{u}_{H}^{\dagger}, \mathbf{u}_{L}^{\dagger}\right)^{\dagger}$, where $\mathbf{u}_{H}$ $\left(\mathbf{u}_{L}\right)$ contain the amplitudes of the high (low) frequency modes. The energy of the system is:

$$
\begin{align*}
E= & \left(\begin{array}{ll}
\mathbf{u}_{H}^{\dagger} & \mathbf{u}_{L}^{\dagger}
\end{array}\right)\left(\begin{array}{ll}
\mathbf{A}^{\dagger} & \mathbf{C}^{\dagger} \\
\mathbf{B}^{\dagger} & \mathbf{E}^{\dagger}
\end{array}\right)\left(\begin{array}{ll}
\mathbf{A} & \mathbf{B} \\
\mathbf{C} & \mathbf{E}
\end{array}\right)\binom{\mathbf{u}_{H}}{\mathbf{u}_{L}} \\
= & \mathbf{u}_{H}^{\dagger}\left(\mathbf{A}^{\dagger} \mathbf{A}+\mathbf{C}^{\dagger} \mathbf{C}\right) \mathbf{u}_{H}+\mathbf{u}_{H}^{\dagger}\left(\mathbf{A}^{\dagger} \mathbf{B}+\mathbf{C}^{\dagger} \mathbf{E}\right) \mathbf{u}_{L}+\mathbf{u}_{L}^{\dagger}\left(\mathbf{B}^{\dagger} \mathbf{A}+\mathbf{E}^{\dagger} \mathbf{C}\right) \mathbf{u}_{L}+\mathbf{u}_{L}^{\dagger}\left(\mathbf{B}^{\dagger} \mathbf{B}+\mathbf{E}^{\dagger} \mathbf{E}\right) \mathbf{u}_{L}  \tag{S34}\\
= & \left(\mathbf{u}_{H}+\left(\mathbf{A}^{\dagger} \mathbf{A}+\mathbf{C}^{\dagger} \mathbf{C}\right)^{-1}\left(\mathbf{A}^{\dagger} \mathbf{B}+\mathbf{C}^{\dagger} \mathbf{E}\right) \mathbf{u}_{L}\right)^{\dagger}\left(\mathbf{A}^{\dagger} \mathbf{A}+\mathbf{C}^{\dagger} \mathbf{C}\right)\left(\mathbf{u}_{H}+\left(\mathbf{A}^{\dagger} \mathbf{A}+\mathbf{C}^{\dagger} \mathbf{C}\right)^{-1}\left(\mathbf{A}^{\dagger} \mathbf{B}+\mathbf{C}^{\dagger} \mathbf{E}\right) \mathbf{u}_{L}\right) \\
& +\mathbf{u}_{L}^{\dagger}\left(\mathbf{B}^{\dagger} \mathbf{B}+\mathbf{E}^{\dagger} \mathbf{E}-\left(\mathbf{A}^{\dagger} \mathbf{B}+\mathbf{C}^{\dagger} \mathbf{E}\right)^{\dagger}\left(\mathbf{A}^{\dagger} \mathbf{A}+\mathbf{C}^{\dagger} \mathbf{C}\right)^{-1}\left(\mathbf{A}^{\dagger} \mathbf{B}+\mathbf{C}^{\dagger} \mathbf{E}\right)\right) \mathbf{u}_{L},
\end{align*}
$$

where $\mathbf{A}=\boldsymbol{\Lambda}+\varepsilon \mathbf{P}_{1}+\varepsilon^{2} \mathbf{P}_{2}+\mathcal{O}\left(\varepsilon^{3}\right), \mathbf{B}=\varepsilon \mathbf{Q}_{1}+\varepsilon^{2} \mathbf{Q}_{2}+\mathcal{O}\left(\varepsilon^{3}\right), \mathbf{C}=\varepsilon \mathbf{R}_{1}+\varepsilon^{2} \mathbf{R}_{2}+\mathcal{O}\left(\varepsilon^{3}\right)$ and $\mathbf{E}=\varepsilon \mathbf{S}_{1}+\varepsilon^{2} \mathbf{S}_{2}+\mathcal{O}\left(\varepsilon^{3}\right)$. Since $\mathbf{A}^{\dagger} \mathbf{A}+\mathbf{C}^{\dagger} \mathbf{C}=\boldsymbol{\Lambda}^{2}+\mathcal{O}(\varepsilon)$ and $\boldsymbol{\Lambda}$ is a diagonal matrix with nonzero finite entries in the diagonal, $\mathbf{A}^{\dagger} \mathbf{A}+\mathbf{C}^{\dagger} \mathbf{C}$ is invertible. The effective low energy dynamical matrix is then

$$
\begin{equation*}
\mathbf{D}_{L}=\mathbf{B}^{\dagger} \mathbf{B}+\mathbf{E}^{\dagger} \mathbf{E}-\left(\mathbf{A}^{\dagger} \mathbf{B}+\mathbf{C}^{\dagger} \mathbf{E}\right)^{\dagger}\left(\mathbf{A}^{\dagger} \mathbf{A}+\mathbf{C}^{\dagger} \mathbf{C}\right)^{-1}\left(\mathbf{A}^{\dagger} \mathbf{B}+\mathbf{C}^{\dagger} \mathbf{E}\right) \tag{S35}
\end{equation*}
$$

We will expand this expression in orders of $\varepsilon$.

$$
\begin{align*}
\mathbf{B}^{\dagger} \mathbf{B}+\mathbf{E}^{\dagger} \mathbf{E} & =\varepsilon^{2}\left(\mathbf{Q}_{1}^{\dagger} \mathbf{Q}_{1}+\mathbf{S}_{1}^{\dagger} \mathbf{S}_{1}\right)+\varepsilon^{3}\left(\mathbf{Q}_{1}^{\dagger} \mathbf{Q}_{2}+\mathbf{Q}_{2}^{\dagger} \mathbf{Q}_{1}+\mathbf{S}_{1}^{\dagger} \mathbf{S}_{2}+\mathbf{S}_{2}^{\dagger} \mathbf{S}_{1}\right)+\mathcal{O}\left(\varepsilon^{4}\right) \\
\mathbf{A}^{\dagger} \mathbf{B}+\mathbf{C}^{\dagger} \mathbf{E} & =\varepsilon\left(\boldsymbol{\Lambda}^{\dagger} \mathbf{Q}_{1}\right)+\varepsilon^{2}\left(\mathbf{P}_{1}^{\dagger} \mathbf{Q}_{1}+\mathbf{\Lambda}^{\dagger} \mathbf{Q}_{2}+\mathbf{R}_{1}^{\dagger} \mathbf{S}_{1}\right)+\mathcal{O}\left(\varepsilon^{3}\right),  \tag{S36}\\
\left(\mathbf{A}^{\dagger} \mathbf{A}+\mathbf{C}^{\dagger} \mathbf{C}\right)^{-1} & =\left(\boldsymbol{\Lambda}^{\dagger} \boldsymbol{\Lambda}+\varepsilon\left(\boldsymbol{\Lambda}^{\dagger} \mathbf{P}_{1}+\mathbf{P}_{1}^{\dagger} \boldsymbol{\Lambda}\right)+\mathcal{O}\left(\varepsilon^{2}\right)\right)^{-1} \\
& =\left(\boldsymbol{\Lambda}^{\dagger} \boldsymbol{\Lambda}\right)^{-1}-\varepsilon\left(\mathbf{P}_{1} \boldsymbol{\Lambda}^{-1}+\left(\boldsymbol{\Lambda}^{\dagger}\right)^{-1} \mathbf{P}_{1}^{\dagger}\right)+\mathcal{O}\left(\varepsilon^{2}\right)
\end{align*}
$$

Using these we get:

$$
\begin{align*}
\mathbf{D}_{L}= & \mathbf{B}^{\dagger} \mathbf{B}+\mathbf{E}^{\dagger} \mathbf{E}-\left(\mathbf{A}^{\dagger} \mathbf{B}+\mathbf{C}^{\dagger} \mathbf{E}\right)^{\dagger}\left(\mathbf{A}^{\dagger} \mathbf{A}+\mathbf{C}^{\dagger} \mathbf{C}\right)^{-1}\left(\mathbf{A}^{\dagger} \mathbf{B}+\mathbf{C}^{\dagger} \mathbf{E}\right) \\
= & \varepsilon^{2}\left(\mathbf{Q}_{1}^{\dagger} \mathbf{Q}_{1}+\mathbf{S}_{1}^{\dagger} \mathbf{S}_{1}\right)+\varepsilon^{3}\left(\mathbf{Q}_{1}^{\dagger} \mathbf{Q}_{2}+\mathbf{Q}_{2}^{\dagger} \mathbf{Q}_{1}+\mathbf{S}_{1}^{\dagger} \mathbf{S}_{2}+\mathbf{S}_{2}^{\dagger} \mathbf{S}_{1}\right) \\
& -\varepsilon^{2} \mathbf{Q}_{1}^{\dagger} \mathbf{Q}_{1}-\varepsilon^{3}\left(\mathbf{Q}_{1}^{\dagger} \boldsymbol{\Lambda}^{-1} \mathbf{P}_{1}^{\dagger} \mathbf{Q}_{1}+\mathbf{Q}_{1}^{\dagger} \mathbf{Q}_{2}+\mathbf{Q}_{1}^{\dagger} \mathbf{\Lambda}^{-1} \mathbf{R}_{1}^{\dagger} \mathbf{S}_{1}\right) \\
& -\varepsilon^{3}\left(\mathbf{Q}_{1}^{\dagger} \mathbf{P}_{1} \mathbf{\Lambda}^{-1} \mathbf{Q}_{1}+\mathbf{Q}_{2}^{\dagger} \mathbf{Q}_{1}+\mathbf{S}_{1}^{\dagger} \mathbf{R}_{1} \mathbf{\Lambda}^{-1} \mathbf{Q}_{1}\right)  \tag{S37}\\
& +\varepsilon^{3}\left(\mathbf{Q}_{1}^{\dagger} \mathbf{P}_{1} \mathbf{\Lambda}^{-1} \mathbf{Q}_{1}+\mathbf{Q}_{1}^{\dagger} \mathbf{\Lambda}^{-1} \mathbf{P}_{1}^{\dagger} \mathbf{Q}_{1}\right)+\mathcal{O}\left(\varepsilon^{4}\right) \\
= & \varepsilon^{2} \mathbf{S}_{1}^{\dagger} \mathbf{S}_{1}+\varepsilon^{3}\left(\mathbf{S}_{1}^{\dagger}\left(\mathbf{S}_{2}-\mathbf{R}_{1} \mathbf{\Lambda}^{-1} \mathbf{Q}_{1}\right)+\left(\mathbf{S}_{2}-\mathbf{R}_{1} \mathbf{\Lambda}^{-1} \mathbf{Q}_{1}\right)^{\dagger} \mathbf{S}_{1}\right)+\mathcal{O}\left(\varepsilon^{4}\right) \\
= & \left(\varepsilon \mathbf{S}_{1}+\varepsilon^{2}\left(\mathbf{S}_{2}-\mathbf{R}_{1} \mathbf{\Lambda}^{-1} \mathbf{Q}_{1}\right)\right)^{\dagger}\left(\varepsilon \mathbf{S}_{1}+\varepsilon^{2}\left(\mathbf{S}_{2}-\mathbf{R}_{1} \mathbf{\Lambda}^{-1} \mathbf{Q}_{1}\right)\right)+\mathcal{O}\left(\varepsilon^{4}\right) .
\end{align*}
$$

Therefore, the effective compatibility matrix in the low-energy sector is

$$
\begin{equation*}
\mathbf{C}_{L}=\varepsilon \mathbf{S}_{1}+\varepsilon^{2}\left(\mathbf{S}_{2}-\mathbf{R}_{1} \boldsymbol{\Lambda}^{-1} \mathbf{Q}_{1}\right)+\mathcal{O}\left(\varepsilon^{3}\right) \tag{S38}
\end{equation*}
$$

Using this formula and definitions of $\mathbf{Q}_{i}, \mathbf{R}_{i}, \mathbf{S}_{i}$ and $\boldsymbol{\Lambda}$ from above, the effective compatibility matrix in the low energy sector for our system is evaluated to

$$
\left.\mathbf{C}_{L}\left(\mathbf{q}=(0,2 \pi / \sqrt{3})+\left(k_{x}, k_{y}\right)\right)\right|_{\delta}=\left(\begin{array}{cc}
11.2 \delta^{2} & 3.2 \delta^{2}+i \delta\left(k_{x}+\sqrt{3} k_{y}\right)  \tag{S39}\\
-3.2 \delta^{2}+i \delta\left(k_{x}-\sqrt{3} k_{y}\right) & -11.2 \delta^{2}
\end{array}\right)
$$

Note that this matrix $\mathbf{C}_{L}$ is written in the basis $\mathbf{U}_{L}=\left\{1 / \sqrt{3}\{0,-1,0,0,0,1,0,0,1\}^{T}, 1 / \sqrt{3}\{1,0,0,0,-1,0,0,-1,0\}^{T}\right\}$ and $\mathbf{W}_{L}=\left\{\{0,0,0,0,0,0,-1,0,0\}^{T},\{0,0,0,0,0,0,0,1,0\}^{T}\right\}$. In these bases, the mirror operators are

$$
\begin{gather*}
\mathbf{M}_{u}^{L}=\left(\begin{array}{cc}
0 & -1 \\
-1 & 0
\end{array}\right), \mathbf{M}_{e}^{L}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)  \tag{S40}\\
\left.\mathbf{M}_{e}^{L} \mathbf{C}_{L}\left(\mathbf{q}=(0,2 \pi / \sqrt{3})+\left(k_{x}, k_{y}\right)\right)\right|_{\delta} \mathbf{M}_{u}^{L}=\left.\mathbf{C}_{L}\left(\mathbf{q}=(0,2 \pi / \sqrt{3})+\left(-k_{x}, k_{y}\right)\right)\right|_{\delta}
\end{gather*}
$$

Moreover, when $\delta$ is zero, the whole matrix is zero meaning the eigenvalues are zero for all $k_{x}$ and $k_{y}$. This agrees with the full dynamical matrix where we saw that the lowest bands are zero when $\delta=0$.

## B. Zero frequency edge modes at domain wall from the low energy theory

Now, to create a domain wall between phase 1 and 2 at $y=0$ we have two choices:

1. $\delta<0$ when $y<0, \delta>0$ when $y>0$,
2. $\delta>0$ when $y<0, \delta<0$ when $y>0$.

We will consider these two cases separately. Note that now we have to replace $k_{y}$ with $-i \partial_{y}$ since the translation symmetry is broken in the $y$-direction.

Case 1: $\operatorname{sgn}(\delta)=\operatorname{sgn}(y)$ This is the case at the bottom domain wall in Fig. 3 of the main text. We will start by showing that there is a zero mode of the compatibility matrix $\mathbf{C}_{L}$ at $k_{x}=0$. We choose the form of the zero mode to be $\psi_{b}^{u}(y)=f_{b}^{u}(y)(a, b)^{T}$, where $a$ and $b$ scalar numbers and the $y$-dependence is captured in the function $f_{b}^{u}(y)$. In other words, we seek a solution to the following problem

$$
\begin{align*}
\mathbf{C}_{L}\left(k_{x}=0, k_{y} \rightarrow-i \partial_{y}\right) \psi_{b}^{u}(y) & =\mathbf{0} \\
\Rightarrow\left(\begin{array}{cc}
11.2 \delta^{2} & 3.2 \delta^{2}+\delta \sqrt{3} \partial_{y} \\
-3.2 \delta^{2}-\delta \sqrt{3} \partial_{y} & -11.2 \delta^{2}
\end{array}\right) f_{b}^{u}(y)\binom{a}{b} & =\binom{0}{0}  \tag{S41}\\
\Rightarrow\left[11.2 \delta^{2} \sigma_{z}+i\left(3.2 \delta^{2}+\sqrt{3} \delta \partial_{y}\right) \sigma_{y}\right] f_{b}^{u}(y)\binom{a}{b} & =\mathbf{0} .
\end{align*}
$$

Note that we want the function $f_{b}^{u}(y)$ to be localized at $y=0$, i.e., exponentially decaying away from $y=0$. Multiplying by $\sigma_{x}$ from the left on both sides, we get

$$
\begin{equation*}
\left[11.2 \delta^{2} \mathbb{1}+\left(3.2 \delta^{2}+\sqrt{3} \delta \partial_{y}\right) \sigma_{x}\right] f_{b}^{u}(y)\binom{a}{b}=\mathbf{0} \tag{S42}
\end{equation*}
$$

Choosing $(a, b)=(1,1) / \sqrt{2}$, the equation becomes a scalar first order differential equation

$$
\sqrt{3} \partial_{y} f_{b}^{u}(y)+14.4 \delta f_{b}^{u}(y)=0 \Rightarrow f_{b}^{u}(y)= \begin{cases}c_{1>}^{u} e^{-14.4 / \sqrt{3} \int_{0}^{y} d y^{\prime} \delta\left(y^{\prime}\right)}, & y>0  \tag{S43}\\ c_{1<}^{u} e^{-14.4 / \sqrt{3} \int_{0}^{y} d y^{\prime} \delta\left(y^{\prime}\right)}, & y<0\end{cases}
$$

where $c_{1>}^{u}$ and $c_{1<}^{u}$ are constants of integration. To find the relation between these two constants, we have to use appropriate boundary condition. The claim is that $c_{1>}^{u}=-c_{1<}^{u}$. To see this we first recall that we wrote the low energy theory around $\mathbf{q}=(0,2 \pi / \sqrt{3})$, as a result the sign of the displacements changes from one unit cell to the next in the direction $(1 / 2, \sqrt{3} / 2)$. Moreover, the low energy theory was written in the displacement basis $\mathbf{W}_{L}=\left\{\{0,0,0,0,0,0,-1,0,0\}^{T},\{0,0,0,0,0,0,0,1,0\}^{T}\right\}$, and we found that on each side of the domain wall the zero mode is $(1,1) / \sqrt{2}$ in this basis. Therefore, in each unit cell the 7 th and 8 th degrees of freedom (displacements of 4 th and 5 th node in the unit cell as shown in Fig. 1(a) of main text) have displacement of opposite sign. With this information, we turn to Fig. S2(a). In unit cell 1 of Fig. S2(a), the displacements of 4th and 5th nodes are shown. If bonds 2 and 5 (see Fig. 1(a) of main text) are to be in their equilibrium length, node 2 need to be displaced by a small amount in the shown direction. Then node 3 of unit cell 2 need to move in the same direction by the same amount for bond 9 of unit cell 2 to be at its equilibrium length. Now, for bond 6 of unit cell to be of equilibrium length, node 5 of unit cell 2 clearly need to be displaced in the opposite direction to that of unit cell 1 . This confirms the change of sign from one unit cell to the next in direction $(1 / 2, \sqrt{3} / 2)$ as was predicted before from the low energy theory around $\mathbf{q}=(0,2 \pi / \sqrt{3})$. However, following this procedure up to the 3 rd unit cell, we see that the displacement of the 4 th and 5 th nodes of the 3 rd unit cell are in the same direction as those of the 2 nd unit cell. To get this same sign between 2nd unit cell $(y<0)$ to the 3rd unit cell $(y>0)$ on top of the effect of $\mathbf{q}=(0,2 \pi / \sqrt{3})$, we need $c_{1>}^{u}=-c_{1<}^{u}$. In a compact form, we can then write

$$
\begin{equation*}
f_{b}^{u}(y)=c_{1}^{u} \operatorname{sgn}(y) e^{-14.4 / \sqrt{3} \int_{0}^{y} d y^{\prime} \delta\left(y^{\prime}\right)} \tag{S44}
\end{equation*}
$$

Here $c_{1}^{u}$ is a constant chosen to normalize zero mode $\psi_{b}^{u}(y)$. The function $f_{b}^{u}(y)$ is exponentially decaying away from $y=0$ due to the fact that $\delta>0$ for $y>0$ and $\delta<0$ for $y<0$. Therefore, zero frequency edge mode of $\mathbf{C}_{L}\left(k_{x}=0\right)$ is $\psi_{b}^{u}(y)=c_{1}^{u} \operatorname{sgn}(y) e^{-14.4 / \sqrt{3} \int_{0}^{y} d y^{\prime} \delta\left(y^{\prime}\right)}(1,1)^{T} / \sqrt{2}$. Note that we could have chosen $(a, b)=(1,-1) / \sqrt{2}$, but in that case the differential equation would be $\sqrt{3} \partial_{y} f_{b}^{u}(y)-8 \delta f_{b}^{u}(y)=0$ which does not have an exponentially localized solution near $y=0$. We can check how the zero frequency edge mode $\psi_{b}^{u}(y)$ transforms under the effective mirror operator $\mathbf{M}_{u}^{L}$ :

$$
\mathbf{M}_{u}^{L} \psi_{b}^{u}(y)=\left(\begin{array}{cc}
0 & -1  \tag{S45}\\
-1 & 0
\end{array}\right) \frac{f_{b}^{u}(y)}{\sqrt{2}}\binom{1}{1}=-\frac{f_{b}^{u}(y)}{\sqrt{2}}\binom{1}{1}=-\psi_{b}^{u}(y)
$$

meaning $\psi_{b}(y)$ is odd under mirror $m_{x}$. This matches with the plot in Fig. 3(c).
Next we find the state of self stress at this domain wall. For that we will work with the matrix $\mathbf{C}_{L}^{\dagger}$ :

$$
\begin{equation*}
\mathbf{C}_{L}^{\dagger}=11.2 \delta^{2} \sigma_{z}-i \delta k_{x} \sigma_{x}+\left(-3.2 i \delta^{2}-\sqrt{3} \delta k_{y}\right) \sigma_{y} \rightarrow 11.2 \delta^{2} \sigma_{z}-i \delta k_{x} \sigma_{x}+\left(-3.2 i \delta^{2}+i \sqrt{3} \delta \partial_{y}\right) \sigma_{y} \tag{S46}
\end{equation*}
$$

Similar to before, we are going to consider solution of the form $\psi_{b}^{e}(y)=f_{b}^{e}(y)(a, b)^{T}$ with exponentially localized $f_{b}^{e}(y)$. Setting $k_{x}=0$ and multiplying by $\sigma_{z}$ from the left on both sides of the equation $\mathbf{C}_{L}^{\dagger} \psi_{b}^{e}(y)=\mathbf{0}$, we get

$$
\begin{equation*}
\left[11.2 \delta^{2} \mathbb{1}+\left(-3.2 \delta^{2}+\sqrt{3} \delta \partial_{y}\right) \sigma_{x}\right] f_{b}^{e}(y)\binom{a}{b}=\mathbf{0} \tag{S47}
\end{equation*}
$$

Choosing $(a, b)=(1,1) / \sqrt{2}$, the equation becomes a scalar first order differential equation

$$
\sqrt{3} \partial_{y} f_{b}^{e}(y)+8 \delta f_{b}^{e}(y)=0 \Rightarrow f_{b}^{u}(y)= \begin{cases}c_{1>}^{e} e^{-8 / \sqrt{3} \int_{0}^{y} d y^{\prime} \delta\left(y^{\prime}\right)}, & y>0  \tag{S48}\\ c_{1<}^{e} e^{-8 / \sqrt{3} \int_{0}^{y} d y^{\prime} \delta\left(y^{\prime}\right)}, & y<0\end{cases}
$$

where $c_{1>}^{e}$ and $c_{1<}^{e}$ are constants of integration. To find the relation between these two constants, we have to use appropriate boundary condition. The claim is that $c_{1>}^{e}=c_{1<}^{e}$. To see this we first recall that we wrote the


FIG. S2: Demonstration of boundary conditions for Eqs. S43 and S48). In (a-b), a domain wall between the two phases $\delta>0$ and $\delta<0$ is considered. The unit cells are enumerated in increasing order from bottom to top. In (a) starting from opposite displacements of 4 th and 5 th node of unit cell 1 , the directions of displacements of all other nodes are shown such that the bonds are not elongation. In (b) starting from tensions in the bonds of unit cell 1 , the tensions in all other bonds are shown such that there is no force on nodes $1-3$ and only nonzero force perpendicular to displacement directions of nodes 4 and 5.
low energy theory around $\mathbf{q}=(0,2 \pi / \sqrt{3})$, as a result the sign of the displacements changes from one unit cell to the next in the direction $(1 / 2, \sqrt{3} / 2)$. Moreover, the low energy theory was written in the displacement basis $\mathbf{U}_{L}=\left\{1 / \sqrt{3}\{0,-1,0,0,0,1,0,0,1\}^{T}, 1 / \sqrt{3}\{1,0,0,0,-1,0,0,-1,0\}^{T}\right\}$, and we found that on each side of the domain wall the state of self stress is $(1,1) / \sqrt{2}$ in this basis. With this information, we turn to Fig. S2 (b). In unit cell 1 of Fig. ${ }^{\text {S2 }}$ (b), the tensions/compressions of the bonds according to the basis $\mathbf{U}_{L}$ are shown. From this, if want to keep the nodes 1-3 force free and want forces only perpendicular to displacement directions for nodes $4-5$, the only possible tensions in all other bonds are shown Fig. S2(b). From Fig. S2(b), we see that tensions/compressions are opposite in unit cell 2 and 3 . However, that is already taken care of by $\mathbf{q}=(0,2 \pi / \sqrt{3})$ in our low energy theory. Therefore, the boundary condition is satisfied by $c_{1>}^{e}=c_{1<}^{e}$. Hence

$$
\begin{equation*}
f_{b}^{e}(y)=c_{1}^{e} e^{-8 / \sqrt{3} \int_{0}^{y} d y^{\prime} \delta\left(y^{\prime}\right)} \tag{S49}
\end{equation*}
$$

where $c_{1}^{e}$ is a constant chosen to normalize zero mode $\psi_{b}^{e}(y)$. Therefore, the expression of the state of self stress localized at the domain wall is $\psi_{b}^{e}(y)=c_{1}^{e} e^{-8 / \sqrt{3}} \int_{0}^{y} d y^{\prime} \delta\left(y^{\prime}\right)(1,1)^{T} / \sqrt{2}$. We can check how the zero frequency state of self stress $\psi_{b}^{e}(y)$ transforms under the effective mirror operator $\mathbf{M}_{e}^{L}$ :

$$
\mathbf{M}_{e}^{L} \psi_{b}^{e}(y)=\left(\begin{array}{ll}
0 & 1  \tag{S50}\\
1 & 0
\end{array}\right) \frac{f_{b}^{e}(y)}{\sqrt{2}}\binom{1}{1}=\frac{f_{b}^{e}(y)}{\sqrt{2}}\binom{1}{1}=\psi_{b}^{e}(y),
$$

meaning $\psi_{b}^{e}(y)$ is even under mirror $m_{x}$.
The next question that we can ask is how the frequency of these edge modes would vary from 0 as go away from $k_{x}=0$ perturbatively. We can estimate this easily by projecting the effective "square root" Hamiltonian in the basis

$$
\begin{aligned}
& \left\{\psi_{b}^{u}(y), \psi_{b}^{e}(y)\right\} e^{i k_{x} x} \text { is: }
\end{aligned}
$$

$$
\begin{align*}
& =\left(\begin{array}{cc}
0 & -i k_{x} \int_{-\infty}^{\infty} d y f_{b}^{u}(y) f_{b}^{e}(y) \delta(y) \\
i k_{x} \int_{-\infty}^{\infty} d y f_{b}^{u}(y) f_{b}^{e}(y) \delta(y) & 0
\end{array}\right)=\left(\begin{array}{cc}
0 & -i A_{b} k_{x} \\
i A_{b} k_{x} & 0
\end{array}\right), \tag{S51}
\end{align*}
$$

where $A_{b}=\int_{-\infty}^{\infty} d y f_{b}^{u}(y) f_{b}^{e}(y) \delta(y)$. The eigenvalues of this matrix $\mathcal{H}_{d w}^{b}$ are $\pm\left|A_{b} k_{x}\right|$, meaning that the edge spectrum is gapless. We can ask if we can add any other term to $\mathcal{H}_{d w}^{b}$ without breaking the mirror symmetry $m_{x}$ such that the edge is gapped. The answer is no. To see this, we first note that the representation of the mirror $m_{x}$ in the basis $\left\{\psi_{b}^{u}(y), \psi_{b}^{e}(y)\right\}$ is:

$$
\mathbf{M}_{d w}^{b}=\left(\begin{array}{cc}
-1 & 0  \tag{S52}\\
0 & 1
\end{array}\right)=-\sigma_{z}
$$

Since we are requiring $\left[\mathcal{H}_{d w}^{b}, \mathbf{M}_{d w}^{b}\right]=0$ the only term that we can add is proportional to $\mathbb{1}$ which is not allowed by the chiral symmetry. This essentially means that since the state of self stress is even whereas the zero mode is odd under the mirror, they cannot couple to each other to gap the edge unless the mirror symmetry is broken.

Case 2: $\operatorname{sgn}(\delta)=-\operatorname{sgn}(y)$ : This is the case at the top domain wall in Fig. 3 of the main text. To obtain the zero mode, we choose the same form of the zero mode $\psi_{t}^{u}(y)=f_{t}^{u}(y)(a, b)^{T}$, and following the same steps ad in Case 1 get to the equation:

$$
\begin{equation*}
\left[11.2 \delta^{2} \mathbb{1}+\left(3.2 \delta^{2}+\sqrt{3} \delta \partial_{y}\right) \sigma_{x}\right] f_{t}^{u}(y)\binom{a}{b}=\mathbf{0} \tag{S53}
\end{equation*}
$$

However, this time we choose $(a, b)=(1,-1) / \sqrt{2}$. Consequently, the equation becomes a scalar first order differential equation

$$
\begin{equation*}
\sqrt{3} \partial_{y} f_{t}^{u}(y)-8 \delta f_{t}^{u}(y)=0 \Rightarrow f_{t}^{u}(y)=c_{2}^{u} \operatorname{sgn}(y) e^{8 / \sqrt{3} \int_{0}^{y} d y^{\prime} \delta\left(y^{\prime}\right)} \tag{S54}
\end{equation*}
$$

where the factor $\operatorname{sgn}(y)$ is due to similar boundary condition as in case 1 . Here $c_{2}^{u}$ is a constant chosen to normalize zero mode $\psi_{t}^{u}(y)$. The function $f_{t}^{u}(y)$ is exponentially decaying away from $y=0$ due to the fact that $\delta<0$ for $y>0$ and $\delta>0$ for $y<0$. Therefore, zero frequency edge mode of $\mathbf{C}_{L}\left(k_{x}=0\right)$ is $\psi_{t}^{u}(y)=c_{2}^{u} \operatorname{sgn}(y) e^{8 / \sqrt{3} \int_{0}^{y} d y^{\prime} \delta\left(y^{\prime}\right)}(1,-1)^{T} / \sqrt{2}$. We can check how the zero frequency edge mode $\psi_{t}^{u}(y)$ transforms under the effective mirror operator $\mathbf{M}_{u}^{L}$ :

$$
\mathbf{M}_{u}^{L} \psi_{t}^{u}(y)=\left(\begin{array}{cc}
0 & -1  \tag{S55}\\
-1 & 0
\end{array}\right) \frac{f_{t}^{u}(y)}{\sqrt{2}}\binom{1}{-1}=\frac{f_{t}^{u}(y)}{\sqrt{2}}\binom{1}{-1}=\psi_{t}^{u}(y)
$$

meaning $\psi_{t}^{u}(y)$ is even under mirror $m_{x}$. This matches with the plot in Fig. 3(b).
Next we find the state of self stress at this domain wall. For that we will work with the matrix $\mathbf{C}_{L}^{\dagger}$ :

$$
\begin{equation*}
\mathbf{C}_{L}^{\dagger}=11.2 \delta^{2} \sigma_{z}-i \delta k_{x} \sigma_{x}+\left(-3.2 i \delta^{2}-\sqrt{3} \delta k_{y}\right) \sigma_{y} \rightarrow 11.2 \delta^{2} \sigma_{z}-i \delta k_{x} \sigma_{x}+\left(-3.2 i \delta^{2}+i \sqrt{3} \delta \partial_{y}\right) \sigma_{y} \tag{S56}
\end{equation*}
$$

Similar to before, we are going to consider solution of the form $\psi_{t}^{e}(y)=f_{t}^{e}(y)(a, b)^{T}$ with exponentially localized $f_{t}^{e}(y)$. Setting $k_{x}=0$ and multiplying by $\sigma_{z}$ from the left on both sides of the equation $\mathbf{C}_{L}^{\dagger} \psi_{t}^{e}(y)=\mathbf{0}$, we get

$$
\begin{equation*}
\left[11.2 \delta^{2} \mathbb{1}+\left(-3.2 \delta^{2}+\sqrt{3} \delta \partial_{y}\right) \sigma_{x}\right] f_{t}^{e}(y)\binom{a}{b}=\mathbf{0} \tag{S57}
\end{equation*}
$$

Choosing $(a, b)=(1,-1) / \sqrt{2}$, the equation becomes a scalar first order differential equation

$$
\begin{equation*}
\sqrt{3} \partial_{y} f_{t}^{e}(y)-14.4 \delta f_{t}^{e}(y)=0 \Rightarrow f_{t}^{u}(y)=c_{1}^{e} e^{14.4 / \sqrt{3} \int_{0}^{y} d y^{\prime} \delta\left(y^{\prime}\right)} \tag{S58}
\end{equation*}
$$

where $c_{2}^{e}$ is a constant chosen to normalize zero mode $\psi_{t}^{e}(y)$. Therefore, the expression of the state of self stress localized at the domain wall is $\psi_{t}^{e}(y)=c_{2}^{e} e^{14.4 / \sqrt{3} \int_{0}^{y} d y^{\prime} \delta\left(y^{\prime}\right)}(1,-1)^{T} / \sqrt{2}$. We can check how the zero frequency state of self stress $\psi_{b}^{e}(y)$ transforms under the effective mirror operator $\mathbf{M}_{e}^{L}$ :

$$
\mathbf{M}_{e}^{L} \psi_{t}^{e}(y)=\left(\begin{array}{ll}
0 & 1  \tag{S59}\\
1 & 0
\end{array}\right) \frac{f_{t}^{e}(y)}{\sqrt{2}}\binom{1}{-1}=-\frac{f_{t}^{e}(y)}{\sqrt{2}}\binom{1}{1}=-\psi_{t}^{e}(y)
$$

meaning $\psi_{t}^{e}(y)$ is odd under mirror $m_{x}$.
The next question that we can ask is how the frequency of these edge modes would vary from 0 as go away from $k_{x}=0$ perturbatively. We can estimate this easily by projecting the effective "square root" Hamiltonian in the basis $\left\{\psi_{t}^{u}(y), \psi_{t}^{e}(y)\right\} e^{i k_{x} x}$ is:

$$
\begin{align*}
\mathcal{H}_{d w}^{t} & =\left(\begin{array}{ccc}
\int_{-\infty}^{\infty} d y \psi_{t}^{u}(y)^{T}\left(\begin{array}{cc}
\mathbf{0} & \mathbf{C}_{L}^{\dagger} \\
\mathbf{C}_{L} & \mathbf{0}
\end{array}\right) \psi_{t}^{u}(y) & \int_{-\infty}^{\infty} d y \psi_{t}^{u}(y)^{T}\left(\begin{array}{cc}
\mathbf{0} & \mathbf{C}_{L}^{\dagger} \\
\mathbf{C}_{L} & \mathbf{0}
\end{array}\right) \psi_{t}^{e}(y) \\
\int_{-\infty}^{\infty} d y \psi_{t}^{e}(y)^{T}\left(\begin{array}{cc}
\mathbf{0} & \mathbf{C}_{L}^{\dagger} \\
\mathbf{C}_{L} & \mathbf{0}
\end{array}\right) \psi_{t}^{u}(y) & \int_{-\infty}^{\infty} d y \psi_{t}^{e}(y)^{T}\left(\begin{array}{cc}
\mathbf{0} & \mathbf{C}_{L}^{\dagger} \\
\mathbf{C}_{L} & \mathbf{0}
\end{array}\right) \psi_{t}^{e}(y)
\end{array}\right)  \tag{S60}\\
& =\left(\begin{array}{cc}
0 & -i k_{x} \int_{-\infty}^{\infty} d y f_{t}^{u}(y) f_{t}^{e}(y) \delta(y) \\
i k_{x} \int_{-\infty}^{\infty} d y f_{t}^{u}(y) f_{t}^{e}(y) \delta(y) & 0
\end{array}\right)=\left(\begin{array}{cc}
0 & -i A_{t} k_{x} \\
i A_{t} k_{x} & 0
\end{array}\right)
\end{align*}
$$

where $A_{t}=\int_{-\infty}^{\infty} d y f_{t}^{u}(y) f_{t}^{e}(y) \delta(y)$. The eigenvalues of this matrix $\mathcal{H}_{d w}^{t}$ are $\pm\left|A_{t} k_{x}\right|$, meaning that the edge spectrum is gapless. We can ask if we can add any other term to $\mathcal{H}_{d w}^{t}$ without breaking the mirror symmetry $m_{x}$ such that the edge is gapped. The answer is no. To see this, we first note that the representation of the mirror $m_{x}$ in the basis $\left\{\psi_{t}^{u}(y), \psi_{t}^{e}(y)\right\}$ is:

$$
\mathbf{M}_{d w}^{t}=\left(\begin{array}{cc}
1 & 0  \tag{S61}\\
0 & -1
\end{array}\right)=\sigma_{z}
$$

Since we are requiring $\left[\mathcal{H}_{d w}^{t}, \mathbf{M}_{d w}^{t}\right]=0$ the only term that we can add is proportional to $\mathbb{1}$ which is not allowed by the chiral symmetry. This essentially means that since the state of self stress is even whereas the zero mode is odd under the mirror, they cannot couple to each other to gap the edge unless the mirror symmetry is broken.

We validate the results from low energy theory described above with numerical results in Fig. S3. For numerical calculation, we created a system just like Fig. 3 of main text. The low energy theory works for small $\delta$, but for small $\delta$, the system is not fully gapped at $\omega=0$ as shown in Fig. 2 of main text. However, fortunately, the system is gapped near $q_{x}=0$ for small $\delta$ which is region where the low energy theory works anyway. Anticipating that for small $\delta$ the zero frequency edge modes and states of self stress will decay slowly away from the domain wall, we took a system with $N_{0}=80$ unit cells in each phase ( $N_{0}$ is defined in Fig. S3(a)). The boundary condition is chosen to be the same as in Fig. 3 of main text. Two zero modes appear at $q_{x}=0$ as shown in Fig. S3(b). In Fig. S3(c) and (d), we plot in blue solid lines the norm of the two zero modes $\mathbf{u}^{(1)}$ and $\mathbf{u}^{(2)}$ in each unit cell as a function of unit cell number, where the norm of each zero mode in $n$th unit cell is defined as

$$
\begin{equation*}
\left|\mathbf{u}_{n}^{(i)}\right|=\sqrt{\sum_{j=1}^{9}\left(\mathbf{u}_{n, j}^{(i)}\right)^{2}} \tag{S62}
\end{equation*}
$$

where the sum goes over the 9 degrees of freedom per unit cell. The unit cells are enumerated from bottom towards top, i.e., the unit cell number 1 at the bottom most one and the unit cell number 160 is the top most one. The red dashed lines show the exponential decay predicted by low energy theory. Note that the exponential factors from the low energy theory were $e^{-14.4|\delta| y / \sqrt{3}}$ and $e^{-8|\delta| y / \sqrt{3}}$. To plot it as function of unit cell, we recognize that each unit cell is of length $\sqrt{3} / 2$. Therefore, as function of unit cell number $n$ these factors become $e^{-7.2|\delta| n}$ and $e^{-4|\delta| n}$. The decay rates of the zero modes from the numerical calculation match very well with the theoretical prediction. Similarly, In Fig. S3(e) and (f), we plot in blue solid lines the norm of the two states of self stress $\mathbf{s}^{(1)}$ and $\mathbf{s}^{(2)}$ in each unit cell as a function of unit cell number, where the norm of each state of self stress in $n$th unit cell is defined as

$$
\begin{equation*}
\left|\mathbf{s}_{n}^{(i)}\right|=\sqrt{\sum_{j=1}^{9}\left(\mathbf{s}_{n, j}^{(i)}\right)^{2}} \tag{S63}
\end{equation*}
$$

where the sum goes over the 9 degrees of freedom per unit cell. The red dashed lines show the exponential decay predicted by low energy theory. Again, the decay rates of the zero modes from the numerical calculation match very well with the theoretical prediction.


FIG. S3: Comparison between numerical calculation and analytical low energy theory prediction for the decay rate away from the domain wall of the zero modes and states of self stress. (a) Schematic of the system used for numerical calculation. The red region has $\delta>0$ whereas the green region has $\delta<0$. There are $N_{0}$ unit cells in each region. All numerical calculations in (b-f) are done for $N_{0}=80$ and $\delta=1 / 50$ in red region and $\delta=-1 / 50$ in green region. Periodic boundary condition is employed in direction $(1 / 2, \sqrt{3} / 2)$, whereas Bloch-periodic boundary condition $\mathbf{u}(\mathbf{x}+(1,0))=\mathbf{u}(\mathbf{x}) e^{i q_{x}}$ is employed in (1, 0 ) direction. (b) shows the band eigenfrequencies $\omega$ as a function of $q_{x}$. Plotted in grey are the bulk modes, whereas the modes corresponding to the blue and the red bands are concentrated at the bottom and the top domain walls. In (c-d) the norms of the zero modes $\left(\left|\mathbf{u}_{n}^{(i)}\right|\right.$ as defined in Eq. $(\mathrm{S62})$ ) are plotted in blue as a function of unit cell number. The zero mode in (c) is concentrated at the bottom domain wall whereas the zero mode in (d) is concentrated at the top domain wall. In (e-f) the norms of the states of self stress $\left(\left|\mathbf{s}_{n}^{(i)}\right|\right.$ as defined in Eq. $\overline{\mathrm{S} 63 p)}$ ) are plotted in blue as a function of unit cell number. The state of self stress in (e) is concentrated at the bottom domain wall whereas the state of self stress in (f) is concentrated at the top domain wall. In each of (c-f) the theoretical decay rate is plotted in red dashed line with corresponding exponential factor written in red beside it.

## S-6. CORNER STATES FROM THE LOW ENERGY THEORY

Following the analysis in [3, 4], now we tilt the $x>0$ and $x<0$ sections of the domain wall $y=0$ in the opposite direction by angle $\alpha$ and $-\alpha$ respectively to break the mirror symmetry on the domain walls but keep the mirror symmetry at the corner at $x=0=y$ as shown in Fig. $\mathrm{S4}$ (a). Now, there will be the four cases shown in Fig. S4(b)-(e). We will consider Fig. S4(b) and (c) together first, and then discuss cases (d) and (e). Before considering each of the cases in detail, let us discuss the effect of breaking mirror symmetry far away from the corner $x=0=y$. To keep the problem analytically tractable, we will consider $\alpha \ll 1$ and the domain wall is still very close being parallel to the $x$-axis. We will start from the domain wall "square root" Hamiltonian $\mathcal{H}_{d w}$ and replace $i k_{x}$ with $\partial_{x}$ in $\mathcal{H}_{d w}$ since we are breaking translation symmetry in the $x$-direction by creating the corner. More importantly, we can now add extra terms to $\mathcal{H}_{d w}$ since we have broken the mirror symmetry on the domain walls. The only nontrivial term that break mirror symmetry $\left(\sigma_{z} \mathcal{H}_{d w}\left(k_{x}\right) \sigma_{z}=\mathcal{H}_{d w}\left(-k_{x}\right)\right.$ since $\sigma_{z}$ is the mirror operator in the space of the domain wall modes) while maintaining time reversal symmetry $\left(\mathcal{H}_{d w}^{*}\left(k_{x}\right)=\mathcal{H}_{d w}\left(-k_{x}\right)\right)$ is $m \sigma_{x}$. This mass $m$ has to be proportional to $\alpha$ to the lowest order in $\alpha$ since when $\alpha=0$, the mirror symmetry is restored. The mass $m$ gaps domain wall spectrum at $\omega=0$. However, since the system is still mirror symmetric about $x=0, m(x)=-m(-x)$ such that we have mirror symmetry about $x=0: \sigma_{z} m(x) \sigma_{x} \sigma_{z}=-m(x) \sigma_{x}=m(-x) \sigma_{x}$. Therefore, the modified Hamiltonian $\mathcal{H}_{c}$ for the corner is

$$
\begin{equation*}
\mathcal{H}_{c}=-i A \sigma_{y} \partial_{x}+m(x) \sigma_{x} \tag{S64}
\end{equation*}
$$

where $A$ takes value $A_{b}$ for the cases in Fig. $\mathrm{S4}(\mathrm{~b}-\mathrm{c})$ and $A_{t}$ for the cases in Fig. $\mathrm{S4}$ (d-e). This is readily recognizable as the low energy theory of the Su-Schriffer-Heager (SSH) model [5].

Cases in Fig. S4(b-c): These two are obtained from case 1 in the previous section by deforming the domain in opposite direction.Therefore, the corner Hamiltonian $\mathcal{H}_{c}$ in these two cases are obtained by modifying $\mathcal{H}_{d w}^{b}$ (which is written in the basis $\left.\left\{\psi_{b}^{u}, \psi_{b}^{e}\right\}\right)$. In (b), the slope of the domain wall is positive (negative) when $x>0(x<0)$. The configuration in (c) is opposite, i.e., the slope of the domain wall is positive (negative) when $x<0(x>0)$. As a result, $m^{(b)}(x)=-m^{(c)}(x)$. Note that Fig. S4(b) is situation at the bottom corner of Fig. 4 (c-d) in the main text, whereas Fig. S4 (c) corresponds to the top corner of Fig. 4(a-b). We seek solutions of the equation $\mathcal{H}_{c} \tilde{\psi}_{b}(x)=\left(\begin{array}{cc}0 & -A_{b} \partial_{x}+m(x) \\ A_{b} \partial_{x}+m(x) & 0\end{array}\right) \tilde{\psi}_{b}(x)=\mathbf{0}$ of the form $\tilde{\psi}_{b}^{u}(x)=g_{b}^{u}(x)(1,0)^{T}$ and $\tilde{\psi}_{b}^{e}(x)=g_{b}^{e}(x)(0,1)^{T}$. The first one would be a zero mode, and second one would be a state of self stress. Plugging these, we get

$$
\begin{align*}
A_{b} \partial_{x} g_{b}^{u}(x)+m(x) g_{b}^{u}(x) & =0 \Rightarrow g_{b}^{u}(x)=a_{b}^{u} e^{-\int_{0}^{x} d x^{\prime} m\left(x^{\prime}\right) / A_{b}} \\
-A_{b} \partial_{x} g_{b}^{e}(x)+m(x) g_{b}^{e}(x) & =0 \Rightarrow g_{b}^{e}(x)=a_{b}^{e} e^{\int_{0}^{x} d x^{\prime} m\left(x^{\prime}\right) / A_{b}} \tag{S65}
\end{align*}
$$

Note that the full solution for the zero mode (state of self stress) is then $\psi_{c}^{u}(x, y)=g_{b}^{u}(x) \psi_{b}^{u}(y)=g_{b}^{u}(x) f_{b}^{u}(y)(1,1)^{T} / \sqrt{2}$ $\left(\psi_{c}^{e}(x, y)=g_{b}^{e}(x) f_{b}^{e}(y)(1,1)^{T} / \sqrt{2}\right)$. A few points are in order here. First, $g_{b}^{u}(x)$ is exponentially decay away from


FIG. S4: Corners. (a) Creating a corner from a straight domain wall $y=0$ by tilting $x>0$ and $x<0$ sections in the opposite direction by angle $\alpha$.(b)-(e) show four different cases depending on the value of $\alpha$ as well as the which phase is above or below the domain wall. The red and green color denote phases with $\delta>0$ and $\delta<0$ respectively.
$x=0$ if $m(x) / A_{b}>0$ and $m(x) / A_{b}<0$ for $x>0$ and $x<0$ respectively, whereas it grows exponentially away from $x=0$ if $m(x) / A_{b}<0$ and $m(x) / A_{b}>0$ for $x>0$ and $x<0$ respectively. One of them is the case for Fig. S4(b), the other for Fig. S4(c). Therefore, if in one of these subfigures, there is a zero mode exponentially decaying away from $x=0$, there would be a zero mode exponentially growing away from $x=0$. In the case, where the zero mode is exponentially grows away from $x=0$, it will be exponentially localized at the other ends of the domain wall. This is exactly why in case of Fig. 4(b) the corner mode is localized at top corner, whereas in Fig. 4(d) the corner mode is localized at the right and left corners (these are the other two ends of the domain walls). Moreover, in both cases the zero mode is odd under mirror $m_{x}$ passing through the top corner since the basis function for the zero mode $\psi_{b}^{u}(y)=f_{b}^{u}(y)(1,1)^{T} / \sqrt{2}$ is odd under $\mathbf{M}_{u}^{L}$.

Cases in Fig. S4(d-e): These two are obtained from case 2 in the previous section by deforming the domain in opposite direction. Therefore, the corner Hamiltonian $\mathcal{H}_{c}$ in these two cases are obtained by modifying $\mathcal{H}_{d w}^{t}$ (which is written in the basis $\left\{\psi_{t}^{u}, \psi_{t}^{e}\right\}$ ). In (d), the slope of the domain wall is positive (negative) when $x>0(x<0)$. The configuration in (e) is opposite, i.e., the slope of the domain wall is positive (negative) when $x<0(x>0)$. As a result, $m^{(d)}(x)=-m^{(e)}(x)$. Note that Fig. S4(d) is situation at the bottom corner of Fig. 4(a-b) in the main text, whereas Fig. S4(e) corresponds to the top corner of Fig. 4 (c-d) in the main text. We seek solutions of the equation $\mathcal{H}_{c} \tilde{\psi}_{t}(x)=\left(\begin{array}{cc}0 & -A_{t} \partial_{x}+m(x) \\ A_{t} \partial_{x}+m(x) & 0\end{array}\right) \tilde{\psi}_{t}(x)=\mathbf{0}$ of the form $\tilde{\psi}_{t}^{u}(x)=g_{t}^{u}(x)(1,0)^{T}$ and $\tilde{\psi}_{t}^{e}(x)=g_{t}^{e}(x)(0,1)^{T}$. The first one would be a zero mode, and second one would be a state of self stress. Plugging these, we get

$$
\begin{align*}
& A_{t} \partial_{x} g_{t}^{u}(x)+m(x) g_{t}^{u}(x)=0 \Rightarrow g_{t}^{u}(x) \\
&-A_{t} \partial_{t}^{u} e^{-\int_{0}^{e}(x) d x^{\prime} m\left(x^{\prime}\right) / A_{t}}  \tag{S66}\\
&-m(x) g_{t}^{e}(x)=0 \Rightarrow g_{t}^{e}(x)
\end{align*}=a_{t}^{e} e^{\int_{0}^{x} d x^{\prime} m\left(x^{\prime}\right) / A_{t}} .
$$

Note that the full solution for the zero mode (state of self stress) is then $p s i_{c}^{u}(x, y)=g_{t}^{u}(x) \psi_{t}^{u}(y)=$ $g_{t}^{u}(x) f_{t}^{u}(y)(1,-1)^{T} / \sqrt{2}\left(\psi_{c}^{e}(x, y)=g_{t}^{e}(x) f_{t}^{e}(y)(1,-1)^{T} / \sqrt{2}\right)$. A few points are in order here. First, $g_{t}^{u}(x)$ is exponentially decay away from $x=0$ if $m(x) / A_{t}>0$ and $m(x) / A_{t}<0$ for $x>0$ and $x<0$ respectively, whereas it grows exponentially away from $x=0$ if $m(x) / A_{t}<0$ and $m(x) / A_{t}>0$ for $x>0$ and $x<0$ respectively. One of them is the case for Fig. S4(d), the other for Fig. S4(e). Therefore, if in one of these subfigures, there is a zero mode exponentially decaying away from $x=0$, there would be a zero mode exponentially growing away from $x=0$. In the case, where the zero mode is exponentially grows away from $x=0$, it will be exponentially localized at the other ends of the domain wall. This is exactly why in case of Fig. 4(a) the corner mode is localized at bottom corner, whereas in Fig. 4(c) the corner mode is localized at the right and left corners (these are the other two ends of the domain walls). Moreover, in both cases the zero mode is even under mirror $m_{x}$ passing through the top corner since the basis function for the zero mode $\psi_{t}^{u}(y)=f_{t}^{u}(y)(1,-1)^{T} / \sqrt{2}$ is even under $\mathbf{M}_{u}^{L}$.

Similar calculations can be done to obtain states of self stress localized at corners.

## S-7. CORNER MODES WHERE THE MIRROR SYMMETRY IS BROKEN AT THE CORNER



FIG. S5: Corner modes in systems with diamond shaped island of one phase inside the other phase.. In each panel, the part of the system in red (green) has $\delta=1 / 3(\delta=-13 / 42)$. The angle of tilt of the domain walls on the left and right of the corners are not the same unlike Fig. 4 of main text. We applied periodic boundary conditions in all cases. The black arrows show the displacement field corresponding to the zero modes. The zero modes are still localized at the corners just like they were in Fig. 4 of main text, however they are mirror symmetric since the mirror at the corners is broken due to different angle of tilt on each side of the corners.
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