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Abstract. We consider a scattering problem generated by the Sturm-Liouville
equation on a tree which consists of a equilateral compact subtree with a lead
(a half-infinite edge) attached to this compact subtree. We assume that the
potential on the lead is zero identically and the potentials on the finite edges
are L2-functions. We show how to find the shape of the tree using the S-function
of the scattering problem.
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1 Introduction.

We consider the Sturm-Liouville scattering problem and the problem of re-
covering the shape of a metric graph consisting of a compact tree and a lead
(half-infinite edge) attached to it. As far as we know, the first result on this
problem was obtained in [8] where it was proved that if the lengths of the edges
are non-commensurate then the S-function uniquely determines the shape of the
graph. In general, the knowledge of the S-matrix is not sufficient to determine
the topological structure of the graph uniquely: several negative results have
been obtained in [10].

A substantial (first?) attempt to tackle the question of taking cospectral
objects and checking whether adding scattering data helps to distinguish them
was made by Okada, Shudo et al. in 2005 in [17] In particular, they took the
very classical example of Gordon and Webb and checked its scattering proper-
ties. Motivated by this work R. Band, A. Sawicki and U. Smilansky checked
what happens for metric graphs [2]. They found that scattering might not dis-
tinguish between cospectral graphs, if the leads are connected in a special way
(which somehow resembles the symmetry behind the isospectral construction).
In [3] the authors explained why there is a difference between the results of the
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Japanese group (that scattering data resolves cospectrality) and between their
results (that it does not). After these theoretical works, A. Sawicki continued
collaborating with Polish experimental physicists who have actually built such
microwave networks and examined the problem there. See for example in [9].

Here we continue investigation started in [16] where it was shown that if we
attach a lead to a compact simple equilateral graph then the S-function together
with the eigenvalues uniquely determine the shape of the graph if the number
of vertices is ≤ 6 and if he compact subgraph is an equilateral tree then this
statement is true for the number of vertices is ≤ 9.

In present paper we show how to construct the shape of a tree using the
S-function. As in [16] we assume that the potential on the lead is identically 0
to deal with a meromorphic S-function. This approach originates from [20] and
was used to deal with quantum graphs in [19] and [11]. In this case S-function
is meromorphic and the Jost function which is an entire function of exponential
type.

In Section 2 we consider some results on combinatorial trees obtained in
[18]. Namely, we show that the ratio of the characteristic polynomial (the
determinant of the normalized Laplacian) to the determinant of the modified
normalized Laplacian of the graph (forest) obtained by deleting the root of
the tree together with the incident edges can be expanded into a branched
continued fraction of special form. The coefficients in this continued fraction
are the degrees of the vertices of the initial tree.

In Section 3 we describe spectral problems generated by the Sturm-Liouville
equation on an equilateral tree. We consider the Neumann problem, i.e. spectral
problem with standard conditions (the continuity and Kirchhoff’s conditions at
the interior vertices and the Neumann conditions at the pendant vertices). By
Dirichlet problem we mean the problem with the Dirichlet condition at the root
of a tree and standard conditions at the rest of the vertices.

In Section 4 we describe a scattering problem on a noncompact tree con-
sisting of a lead (half-infinite edge) attached to a compact metric equilateral
subtree. The corresponding operator is self-adjoint. The essential spectrum of
this operator covers the non-negative half-axis. Also there can exist normal
eigenvalues (isolated eigenvalues of finite multiplicity) and eigenvalues embed-
ded into the essential spectrum.

In Section 5 we show how to find the shape of a tree using the scattering
S-function.

2 Auxiliary results

In this section we consider combinatorial trees and forests.
Let T be a combinatorial tree of p vertices rooted at v0 and let A be its

adjacency matrix with the first row corresponding to v0. Let

D = diag{d(v0), d(v1), ..., d(vp−1)} (2.1)
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be the diagonal degree matrix (by d(v) we denote the degree of vertex v). Let
Â be the principal submatrix of A obtained by deleting the first row and the
first column from A and D̂ be the diagonal submatrix obtained by deleting the
first row and the first column from D. Denote by

ψ(z) := det(−zD +A) (2.2)

the nomalized Laplacian of T and by

ψ̂(z) := det(−zD̂ + Â).

This polynomial can be called modified normalized Laplacian of a tree or a forest
T̂ obtained by deleting the root together with its incident edges. Modified,
because the entries in D̂ are the degrees of the vertices in T (not in T̂ ).

The following theorem was proved in [18] (Theorem 3.1).

Theorem 2.1 Let T be a tree. Then the fraction ψ(z)

ψ̂(z)
can be expanded in

branched continuous fraction in such a way that the coefficients before +z or −z

correspond to the degrees of the vertices. The beginning fragment

−m0z +

m0∑
k=1

1

mkz − ...

of the expansion means that the root v0 is connected by edges with m0 vertices,

say v1, v2, ..., vm0
.

A fragment

...±
r∑
i=1

1

−miz +
∑mi−1
k=1

1
+mi,kz+...

means that there are r vertices each have one incoming edge and mi − 1 (i =

1, ..., r) outgoing edges.

A fragment

...+
m

z

at an end of a branch of the continuous fraction means m edges ending with
pendant vertices.

By snowflake graph we mean a tree consisting of star graphs joined in the
form shown at Fig. 1. The following result was obtained in [18] (Theorem 3.2).

Theorem 2.2 Let T be a snowflake graph rooted at the central vertex. The
corresponding two functions ψ(z) and ψ̂(z) uniquely determine the shape of the
graph.
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Fig 1. An example of snowflake graph 

In case of snowflake graph we have

ψ(z)

ψ̂(z)
= −d(v0)z +

d(v0)∑
k=1

1

d(vk)z − d(vk)−1
z

where d(v0) is the degree of the the root, d(vk) (k = 1, 2, ..., d(v0)) are the
degrees of the other interior vertices.

3 Quantum graph problems

Let T be an equilateral metric tree with p vertices and g = p− 1 edges each of
the length l. We choose an arbitrary vertex v0 as the root and direct all the
edges away from the root. Let us describe the Neumann spectral problem on
this tree. We consider the Sturm-Liouville equations on the edges

− y′′j + qj(x)yj = λyj , j = 1, 2, ..., g (3.1)

where qj ∈ L2(0, l) are real.
For each edge ej incident with a pendant vertex which is not the root we

impose the Neumann condition

y′j(l) = 0. (3.2)

At each interior vertex which is not the root we impose the continuity conditions

yj(l) = yk(0) (3.3)

for the incoming to vi edge ej and for all ek outgoing from vi and the Kirchhoff’s
conditions

y′j(l) =
∑
k

y′k(0) (3.4)
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where the sum is taken over all the edges ek outgoing from vi.
If the root is an interior vertex then the conditions at v0 are

yi(0) = yj(0) (3.5)

for all indices i and j of the edges incident with the root and∑
i

y′i(0) = 0. (3.6)

If the root is pendant then
y′1(0) = 0. (3.7)

The above conditions (continuity +Kirchhoff’s or Neumann if the vertex is pen-
dant) we call standard.

Standing assumption For all edges the potentials qj are real-valued func-
tions of the space L2(0, `).

In the sequel, if the potentials are the same on all the edges we omit the
index in qj and yj .

We associate the metric tree T with a combinatorial tree T described in
Section 2.

The following theorem is a version of Theorem 5.2 in [5] which is based on
the results of [1] and [4].

Theorem 3.1 Let T be a tree with p ≥ 2. Assume that all edges have the

same length l and the same potentials symmetric with respect to the midpoints

of the edges (q(l − x)
a.e.
= q(x)). Then the spectrum of problem (3.1)–(3.6) or

(3.1)–(3.4), (3.7) coincides with the set of zeros of the function

φN (λ) = s(
√
λ, l)ψ̃(c(

√
λ, l)) (3.8)

where ψ̃(z) = (1− z2)−1ψ(z) and ψ(z) is defined by (2.2).
Here A is the adjacenty matrix of T , D is defined by (2.2), s(

√
λ, x) and

c(
√
λ, x) are the solutions of the Sturm-Liouville equation on the edges satisfying

the conditions s(
√
λ, 0) = s′(

√
λ, 0)− 1 = 0 and c(

√
λ, 0)− 1 = c′(

√
λ, 0) = 0.

Now we consider the Dirichlet problem. We impose the Dirichlet condition
at v0:

yi(0) = 0 (3.9)

for all edges incident with v0, and consider the Dirichlet problem which consists
of equations (3.1)–(3.4) and (3.9).

Then we can consider T as a union of d(v0) subtrees T1, T2, ..., Td(v0) which
have common vertex v0 and spectral problems on them meaning that the Dirich-
let conditions are imposed at v0 while at the rest of vertices we keep the standard
conditions. Thus, we have d(v0) problems on the subtrees.
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Denote by T̂i the tree obtained by removing the pendant vertex with the
Dirichlet boundary conditions (the root) and the edge incident with it in Ti. Let
Âi be the adjacency matrix of T̂i, let D̂T,i = diag{d(vi,1), d(vi,2), ..., d(vi,pi−1)},
where d(vi,j) is the degree of the vertex vi,j in Ti and pi is the number of vertices
{v0, vi,1, ..., vi,pi−1} in Ti.

We consider the polynomial ψ̂i(z) defined by

ψ̂i(z) := det(zD̂T,i − Âi). (3.10)

Theorem 6.4.2 of [15] adapted to the case a tree with the Dirichlet condition at
one of the vertices is as follows

Theorem 3.2 Let Ti be a subtree of Ti with at least one edges rooted at

a pendant vertex v0. Let the Dirichlet condition be imposed at the root and

the standard conditions at all other vertices. Assume that all edges have the

same length l and the same potentials symmetric with respect to the midpoints

of the edges (q(l− x) = q(x)). Then the spectrum of problem (3.1)–(3.4), (3.9)

coincides with the set of zeros of the characteristic function

φD,i(λ) = ψ̂i(c(
√
λ, l)). (3.11)

It is clear that

φD(λ) =

d(v0)∏
i=1

φD,i(λ) =

d(v0)∏
i=1

det(c(
√
λ, l)D̂T,i − Âi) (3.12)

is the characteristic function of the Dirichlet problem (3.1)–(3.4), (3.9) on the
initial tree T .

Denote by

ψ̂(z) :=

d(v0)∏
i=1

ψ̂i(z). (3.13)

It is clear that
ψ̂(z) = det(−zD̂ + Â).

4 Attaching a lead to a compact metric trees

In this section we consider a graph T∞ obtained by attaching a lead e0 to v0
which is the root of a compact equilateral tree T described in the previous
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section. We direct this edge e0 away from v0 and assume that the potential q0
on e0 is identically 0. Thus we have the equations

− y′′i (x) + qi(x)ye(x) = λyi(x), i ∈ E, x ∈ [0, `], (4.1)

on all finite edges along with the equation

− y′′0 (x) = λy0(x), x ∈ [0,∞), (4.2)

on the edge e0. We endow the Sturm–Liouville equation (4.1)–(4.2) on T∞ with
standard conditions at all vertices.

For a closed linear operator B on a Hilbert space, we let D(B), ρ(B) and
σ(B) denote its domain, resolvent set and spectrum. We refer to [7, Section I.2]
for the definition of normal (that is, isolated eigenvalues of finite multiplicity)
eigenvalues, and denote by σ0(B) the set of normal eigenvalues of B and by
σess(B) = σ(B)\σ0(B) the essential spectrum. At this point we recall that
the spectrum of any self-adjoint operator B coincides with its approximative
spectrum, see, e.g., [6, page 118], where the latter is defined as the set of λ ∈ C
such that there exists a sequence {fn}∞n=1 in D(B) such that ‖fn‖ ≡ 1 and
(λI−B)fn → 0 as n→∞. If the sequence {fn}∞n=1 is compact, then λ is either
a normal eigenvalue, or an eigenvalue that belongs to the essential spectrum (in
the latter case, in quantum mechanics, such λ is called a bound state embedded
into the continuous spectrum).

On the Hilbert space

L2(T∞) := L2(0,∞)⊕
g⊕
j=1

L2(0, `)

of square-integrable vector-valued functions y = (yj)
g
j=0 we introduce an oper-

ator B, related to the boundary value problem (4.1)–(4.2) with the standard
conditions at all vertices, that acts as

B(yj)
g
j=0 = (−y′′j + qjyj)

g
j=0,

(we recall that q0(x) ≡ 0) with the domain

D(B) :=
{
y = (ye)

g
j=0 ∈ C(T∞) ∩ L2(T∞) : y′′ ∈ L2(T∞) and (4.3)

∑
e∈E−

v

y′(0) =
∑
e∈E+

v

y′(`) for all v ∈ V

 .

We identify the spectrum of the operator B with the spectrum of the bound-
ary problem (4.1)–(4.2) with the standard conditions at all vertices.

Theorem 4.1. (Theorem 3.1 in [16]). Let q0 ≡ 0.

Then the operator B on L2(T∞) is self-adjoint and bounded from below.

Furthermore, σess(B) = [0,∞).
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Arguments similar to those used in proof of [12, Theorem 2.1] show that the
restriction of the solution of problem (4.1)–(4.2) onto the edge e0 is

y0(λ, x) = φN (λ)š(λ, x) + φD(λ)č(λ, x) (4.4)

here and in what follows ‘check’ under a letter means correspondence to the
case of qj ≡ 0 for all edges.

Equation (4.4) can be rewritten as

y0(λ, x) =
1

2i
√
λ

(
ei
√
λx(φN (λ) + i

√
λφD(λ))− e−i

√
λx(φN (λ)− i

√
λφD(λ))

)
.

(4.5)
By analogy with the classical S-function (see, e.g., [13]) we introduce the mero-
morphic function

S : λ 7→ E(
√
λ)

E(−
√
λ)
,

where
E(
√
λ) := φN (λ) + i

√
λφD(λ), λ ∈ C, (4.6)

is the Jost function. It is cear that E(
√
λ) is an entire function of

√
λ.

Theorem 4.2 1. The zeros of E(
√
λ) are located in the closed upper half-

plane and on a finite interval of the negative imaginary half-axis.
2. The number (counting with the multipicities) of the zeros of E(

√
λ) on the

negative half-axis is the same as the number (counting with the multiplicities)
of negative zeros of the function φN (λ).

The proof of this theorem can be found in the Appendix.

It is known (see, e.g., [13, Lemma 3.4.2]) that

sj(λ, `)
|λ|→∞

=
sin
√
λ`√
λ

+O

(
e|Im

√
λ`|

|λ|

)
, cj(λ, `)

|λ|→∞
= cos

√
λ`+O

(
e|Im

√
λ`|

|
√
λ|

)
.

Substituting these expressions into (3.8) and (3.12) we arrive at

Lemma 4.3 Let q0 = 0. Then the following asymptotics hold:

φN (λ)
λ→+∞

= φ̌N (λ) + o(1), φD(λ)
λ→+∞

= φ̌D(λ) + o(1) (4.7)

where ‘check’ in φ̌N and φ̌D corresponds to the case of identically zero potentials
on all the edges.

We will in the following refer to φ̌N , φ̌D as the leading term of the charac-
teristic function φN , φD, respectively.

Substituting (4.7) into (4.6) we immediately obtain
Corollary 4.4 Let q0 = 0. Then the asymptotics

S(λ)
λ→+∞

= Š(
√
λ)(1 + o(1)), (4.8)
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and
E(
√
λ)

λ→+∞
= Ě(

√
λ)(1 + o(1)). (4.9)

hold, where quantities with ‘check’ correspond to the case of identically zero
potentials on all edges.

5 Recovering the shape of a tree by scattering

data

Now we assume that a lead (an half-infinite edge) is attached at one of the
vertices of our equilateral compact tree. Like in [16] we assume that the potential
q0 is identically zero on the lead while the potentials on the finite edges can be
different but all are real and belong to L2(0, l). Then using the result of [16] we
can write that the S-function of our problem on T∞

S(λ) =
φN (λ) + i

√
λφD(λ)

φN (λ)− i
√
λφD(λ)

.

The S-function can be found from scattering experiments. Due to (4.8)
knowing the S-function we can use it to find

Š(
√
λ) =

φ̌N (λ) + i
√
λφ̌D(λ)

φ̌N (λ)− i
√
λφ̌D(λ)

.

Since the numerator and the denominator the last fraction are entire functions
we can find all the zeros of Ě(

√
λ) which are not zeros of Ě(−

√
λ). Now suppose

Ě(
√
λi) = Ě(−

√
λi) = 0 where λi 6= 0. Then by (4.6) we arrive at φ̌N (λi) =

φ̌D(λi) = 0 and therefore, λi is real. Then λi is an eigenvalue of problem
(3.1)–(3.6) or (3.1)–(3.4), (3.7) and of problem (3.1)–(3.4), (3.9) with qj ≡ 0 for
all j. Then this λi is also an eigenvalue of the operator B (the projection of
the corresponding eigenfunction onto the lead e0 is identically zero). Clearly,
in case of identically zero potentials on all the edges the operator B is non-
negative and, therefore, the normal eigenvalues does not exist. The embedded
eigenvalues may exist on the non-negative axis of λ-plane.

Now let Ě(0) = 0. Then equations (4.1) and (4.2) take the form −y′′i = 0
(i = 0, 1, ..., g). Thus, if 0 belonged to σ(B) than y0(0, x) must be zero almost

everywhere on e0. Consequently, yj(0, x)
a.e.
= 0 for all j, a contradiction. Thus,

Ě(0) 6= 0 and φ̌N (0) 6= 0. So, 0 is not an eigenvalue of B in this case.
If we know not only S-function but also all the eigenvalues and their mul-

tiplicities then we can find all the zeros of Ě(
√
λ). Since Ě(

√
λ) is a sine-type

function we know it up to a constant factor. Using the representation

Ě(
√
λ) = φ̌N (λ) + i

√
λφ̌D(λ)
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we find

φ̌N (λ) =
Ě(
√
λ) + Ě(−

√
λ)

2
, φ̌D(λ) =

Ě(
√
λ)− Ě(−

√
λ)

2i
√
λ

.

Now using (3.8) we obtain

φ̌N (λ) =
1√

λ sin
√
λl
ψ(cos

√
λl)

or

ψ(z) =
arccosz

l

√
1− z2φ̌N

((arccos z

l

)2)
. (5.1)

Using (3.11)–(3.13) we obtain

φ̌D,i(λ) = ψ̂i(cos
√
λl)

φ̌D(λ) =

d(v0)∏
i=1

φ̌D,i(λ) =

d(v0)∏
i=1

det(cos
√
λlD̂T,i − Âi)

φ̌(λ) =

d(v0)∏
i=1

ψ̂i(cos
√
λl) = ψ̂(cos

√
λl).

The last equation gives us

ψ̂(z) = φ̌D

((arccosz
l

)2)
. (5.2)

Using (5.1) and (5.2) we obtain

ψ(z)

ψ̂(z)
=
arccosz

l

√
1− z2

φ̌N

((
arccos z

l

)2)
φ̌D

((
arccosz

l

)2) . (5.3)

Now we expand the fraction ψ(z)

ψ̂(z)
as in Theorem 2.1 and find the shape of the

tree.
Remark 5.1 1. The common factors of the form (z2 − αi) with αi ≥ 0 in

the numerator and in the denominator of (5.3) cancel. These αi are the eigen-
values of the operator B with qj ≡ 0. They are embedded into the continuous
spectrum. Thus, to recover the shape of the tree we don’t need information on
the eigenvalues of the initial problem.

2. The length l of an edge can be found taking into account that the functions
φ̌N (λ) and φ̌(λ) are periodic with the period 2π

l .
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Fig 2. A snowflake graph with a lead

6 Examples

1. Let
Š(λ) =

− sin
√
λl cos

√
λl(−18 cos2

√
λl + 13) + i(12 cos4

√
λl − 17 cos2

√
λl + 6)

− sin
√
λl cos

√
λl(−18 cos2

√
λl + 13)− i(12 cos4

√
λl − 17 cos2

√
λl + 6)

Then this function can be presented in the form

Š(λ) = − e(
√
λl)

e(−
√
λl)

where

e(
√
λ) = −

√
λ cos

√
λl

(1− cos2
√
λl)

sin
√
λl

(−18 cos2
√
λl + 13)+

i
√
λ(12 cos4

√
λl − 17 cos2

√
λl + 6).

Then using (5.2) and (5.3) we obtain

ψ(z)

ψ̂(z)
=
−36z5 + 62z3 − 26z

12z4 − 17z2 + 6

or
ψ(z)

ψ̂(z)
= −3z − 2

−3z + 2
z

− 1

−4z + 3
z

.

Thus, we arrive at the form of the tree shown at Fig. 2. By Theorem 2.2 this
tree is unique.

2. Let

Š(
√
λ) = − e(

√
λ)

e(−
√
λ)

(6.1)
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where
e(
√
λ) =

√
λ sin

√
λl cos

√
λl(9 cos4

√
λl − 9 cos2

√
λl + 2)+ (6.2)

i
√
λ(36 cos6

√
λl − 60 cos4

√
λl + 29 cos2

√
λl − 4)

Then

ψ(z)

ψ̂(z)
=

4z(1− z2)(9z4 − 9z2 + 2)

36z6 − 60z4 + 29z2 − 4
= −z +

1

3z + −15z4+17z2−4
12z5−15z3+4z

The only (up to a permutation) solution in positive integers of the Diophantine
equation

1

n1
+

1

n2
=

5

4
(6.3)

is n1 = 1, n2 = 4. Therefore,

ψ(z)

ψ̂(z)
= −z +

1

3z − 1
z −

3z3−2z
12z4−15z2+4

= z +
1

3z − 1
z −

1

4z− 7z2−4

3z3−2z

Since the only (up to the permutation) solution in positive integers of the Dio-
phantine equation

1

n1
+

1

n2
+

1

n3
=

7

3
(6.4)

is n1 = n2 = 1, n3 = 3 we arrive at

ψ(z)

ψ̂(z)
= z +

1

3z − 1
z −

1
4z− 2

z−
z

−3z2−2

= z +
1

3z − 1
z −

1
4z− 2

z−
1

−3z− 2
z

According to it the tree must be of the form shown at Fig. 3. Since each of the
Diophantaine equations (6.3) and (6.4) possesses unique solution we conclude
that the graph of Fig. 3 is the unique corresponding to the S-function of (6.1),
(6.2).

7 Appendix

Proof of Theorem 4.2. Let us consider the following spectral problem

− y′′j + qj(x)yj = λyj , j = 1, 2, ..., g (7.1)

where qj ∈ L2(0, l) are real.
For each edge ej incident with a pendant vertex which is not the root we

impose the Neumann condition

y′j(l) = 0. (7.2)
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Fig 3. A catterpillar graph 
with a lead

At each interior vertex which is not the root we impose the continuity conditions

yj(l) = yk(0) (7.3)

for the incoming to vi edge ej and for all ek outgoing from vi and the Kirchhoff’s
conditions

y′j(l) =
∑
k

y′k(0) (7.4)

where the sum is taken over all edges ek outgoing from vi.
If the root is an interior vertex then the conditions at v0 are

yi(0) = yj(0) (7.5)

for all indices i and j of the edges incident with the root and∑
i

y′i(0) = i
√
λy1(0) (7.6)

where the sum is taken over all edges incident with the root (e1 is one of such
edges). If the root is pendant then

y′1(0) = i
√
λy1(0). (7.7)

Consider the operator pencil

λM − i
√
λK + B̃

Consider the operator B̃ acting in L2(0, l)
⊕
...
⊕
L2(0, l)

⊕
C:

B̃


y1(x)
.
.
.

yg(x)
c

 =



−y′′1 (x) + q1(x)y1(x)
.
.
.

−y′′g (x) + qg(x)y2(x)
y′1(0) + ...y′d(v0)(0)

 ,
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D(B̃) =




y1(x)
.
.
.

yg(x)
c

 :
yj(x) ∈W 2

2 (0, l), y′j(0) = 0 for (j = d(v0) + 1, ...g),
standard conditions at all interior vertices except of the root

y1(0) = ... = yd(v0)(0) = c


.

M = diag{1, ..., 1, 0}, K = diag{0, ..., 0, 1}.

Introducing the new spectral parameter τ =
√
λ we obtain quadratic oper-

ator pencil we apply Lemma 1.2.1 and Theorem 1.3.3 from [14]
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