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Abstract

Generalized fractional maps of the orders 0 < α < 1 are Volterra difference equa-

tions of convolution type with kernels, which differences are absolutely summable,

but the series of kernels are diverging. Commonly used in applications fractional

(with the power-law kernels) and fractional difference (with the falling factorial

kernels) maps of the orders 0 < α < 1 belong to this class of maps. We derived

the algebraic equations which allow the calculation of bifurcation points of gener-

alized fractional maps. We calculated the bifurcation points and drew bifurcation

diagrams for the fractional and fractional difference logistic maps. Although the

transition to chaos on individual trajectories in fractional maps may be character-

ized by the cascade of bifurcations type behavior and zero Lyapunov exponents,

the results of our numerical simulations allow us to make a conjecture that the cas-
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cade of bifurcations scenarios of transition to chaos in generalized fractional maps

and regular maps are similar, and the value of the generalized fractional Feigen-

baum constant δ f is the same as the value of the regular Feigenbaum constant

δ = 4.669....

Keywords: Fractional maps, Periodic points, Bifurcations, Fractional difference

1. Introduction

Introduced in [1] for orders α > 1 and extended in [2] to α > 0 fractional and

proposed in [3, 4] fractional difference maps are Volterra difference equations of

convolution type with the power-law (in fractional maps) and falling factorial (in

fractional difference maps) kernels. These maps were recently used in cryptogra-

phy [5] and biological [6], economic [7], communication [8], and control (mul-

tiple papers) applications. It is the researchers’ task to find which maps to use

in a particular application or which one is a better fit for a natural phenomenon.

Fractional and fractional difference maps share many features like cascade of bi-

furcations type trajectories and power-law convergence to the fixed points (see,

e.g. reviews [9, 10]). Their properties to a high degree are defined by the common

properties of their kernels which belong to a class of discrete functions whose se-

ries are diverging; however, the series of their differences belong to the space

of absolutely converging series l1. For this reason, the generalized fractional

maps, which include fractional and fractional difference maps, were introduced

in [11, 12].

The universal cascade of bifurcations scenario of transition to chaos is well-

known (the most popular reference is Robert May’s “Nature” article [13]). The

foundational papers on universality in non-linear dynamics are collected in the
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reprinted selection of articles [14]. Mathematically, the universality in regular

nonlinear dynamics is expressed through the Feigenbaum function and constants

(see, e.g., [15, 16]), and is based on the analysis of periodic points and their bifur-

cations. Fractional systems have no bifurcation points [17, 18, 19, 20, 21, 22, 23],

and the corresponding analysis cannot be directly extended to the maps with the

asymptotically power-law memory.

Although the fractional maps do not have periodic points, they have asymp-

totically periodic points. Asymptotically periodic points and stability of the fixed

points in generalized fractional maps were investigated in the recent papers [11,

12, 24, 25]. In this paper, we use the results of [11] to draw the bifurcation di-

agrams for the fractional difference logistic map. We also derive the equations

which define bifurcation points in generalized fractional maps. We use them

to calculate the bifurcation points in fractional and fractional difference logistic

maps. The problem that we are trying to address is whether the universal behav-

ior persists in generalized fractional maps. Our numerical results suggest that the

answer is “yes” and that the fractional Feigenbaum constant δ has the same value

as the regular Feigenbaum constant.

We performed numerical simulations of the fractional and fractional difference

logistic maps for various values of the order α ∈ (0,1). In this paper, we present

only selected numerical results for the order α = 0.5 (the value which is exactly in

the middle of the interval between two integer values) to demonstrate our findings,

which are valid for all considered values of α .
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2. Preliminaries

The generalized universal α-family of maps of the orders 0 <α < 1 is defined

as (see [11, 12]):

xn = x0 −
n−1

∑
k=0

G0(xk)Uα(n− k), (1)

where G0(x) = hαGK(x)/Γ(α), x0 is the initial condition, h is the time step of the

map, α is the order of the map, GK(x) is a nonlinear function depending on the

parameter K, Uα(n) = 0 for n ≤ 0, and Uα(n) ∈ D
0(N1). The space D

i(N1) is

defined as (see [12])

D
i(N1) = { f : |

∞

∑
k=1

∆i f (k)|> N,

∀N, N ∈ N,
∞

∑
k=1

|∆i+1 f (k)|=C, C ∈ R+}, (2)

where the forward difference operator ∆ is defined as

∆ f (n) = f (n+1)− f (n). (3)

For any real number a, Na = {a,a+1,a+2,a+3, ...}, and N=N0. To generalize

a one-dimensional map

xn+1 = FK(xn) (4)

function GK(x) is defined as

GK(xn) = xn −FK(xn) (5)

to converge to the map Eq. (4) when α = 1, h = 1, and U1(n) = 1.

In the case of Caputo fractional maps [1, 2], Uα(n) is a power function

Uα(n) = nα−1. (6)
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In the case Caputo fractional difference maps, which are defined as solutions

of the Caputo h-difference equation [3, 4, 26]

(0∆α
h,∗x)(t) =−GK(x(t +(α −1)h)), (7)

where t ∈ (hN)m, with the initial conditions

(0∆k
hx)(0) = ck, k = 0,1, ...,m−1, m = ⌈α⌉, (8)

the kernel Uα(n) is the falling factorial function:

Uα(n) = (n+α −2)(α−1), Uα(1) = (α −1)(α−1) = Γ(α). (9)

The falling factorial t(α) is defined as

t(α) =
Γ(t +1)

Γ(t +1−α)
, t 6=−1,−2,−3.... (10)

The falling factorial is asymptotically a power function (See Eq. (32) and Fig. 4

from [4]):

lim
t→∞

Γ(t +1)

Γ(t +1−α)tα
= 1, α ∈ R. (11)

The h-falling factorial t
(α)
h is defined as [27]

t
(α)
h = hα Γ( t

h
+1)

Γ( t
h
+1−α)

= hα
( t

h

)(α)
,

t

h
6=−1,−2,−3, .... (12)

The asymptotically period-l points in generalized fractional maps are defined

by the following equations [11]

xl,m+1 − xl,m = S1,lG
0(xl,m)+

m−1

∑
j=1

S j+1,lG
0(xl,m− j)

+
l−1

∑
j=m

S j+1,lG
0(xl,m− j+l), 0 < m < l, (13)

l

∑
j=1

G0(xl, j) = 0, (14)

5



where

S j+1,l =
∞

∑
k=0

[

Uα(lk+ j)−Uα(lk+ j+1)
]

, 0 ≤ j < l. (15)

In this paper we will use the following easily verifiable identity:

l

∑
j=1

S j,l = 0. (16)

3. Equations defining T = 2n−1 – T = 2n bifurcation points

Let us consider a cycle with the period l = 2n. We expect that near the T =

2n−1 – T = 2n bifurcation point the difference x2n,i+2n−1 − x2n,i will be small. To

obtain the value of this difference, we perform the summation of Eq. (13) from

m = i to m = i+2n−1 −1 and use the results of the following transformations:

i+2n−1−1

∑
m=i

(x2n,m+1 − x2n,m) = x2n,i+2n−1 − x2n,i; (17)

i+2n−1−1

∑
m=i

m−1

∑
j=1

S j+1,2nG0(x2n,m− j) =
i+2n−1−1

∑
m=i

m−1

∑
j=1

Sm− j+1,2nG0(x2n, j)

=
i−1

∑
j=1

G0(x2n, j)
i+2n−1−1

∑
m=i

Sm− j+1,2n +
i+2n−1−2

∑
j=i

G0(x2n, j)
i+2n−1−1

∑
m= j+1

Sm− j+1,2n ; (18)

i+2n−1−1

∑
m=i

2n−1

∑
j=m

S j+1,2nG0(x2n,m− j+2n) =
i+2n−1−1

∑
m=i

2n

∑
j=m+1

Sm− j+2n+1,2nG0(x2n, j)

=
i+2n−1

∑
j=i+1

G0(x2n, j)
j−1

∑
m=i

Sm− j+2n+1,2n

+
2n

∑
j=i+2n−1+1

G0(x2n, j)
i+2n−1−1

∑
m=i

Sm− j+2n+1,2n ; (19)

0 < i ≤ 2n−1.
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The resulting set of equations can be written as

x2n,i+2n−1 − x2n,i =
i+2n−1−1

∑
j=i

G0(x2n, j)S1,2n +
i−1

∑
j=1

G0(x2n, j)
i+2n−1−1

∑
m=i

Sm− j+1,2n

+
i+2n−1−2

∑
j=i

G0(x2n, j)
i+2n−1−1

∑
m= j+1

Sm− j+1,2n +
i+2n−1

∑
j=i+1

G0(x2n, j)
j−1

∑
m=i

Sm− j+2n+1,2n

+
2n

∑
j=i+2n−1+1

G0(x2n, j)
i+2n−1−1

∑
m=i

Sm− j+2n+1,2n ; (20)

0 < i ≤ 2n−1.

It is easy to see that this formula can be written as

x2n,i+2n−1 − x2n,i =
2n−1

∑
j=1

[G0(x2n, j)−G0(x2n,2n−1+ j)]
i+2n−1−1

∑
m=i

Sm− j+1,2n ; (21)

0 < i ≤ 2n−1,

where coefficients Sk,2n , defined by Eq. (15) for 0 < k ≤ 2n, are continued peri-

odically for ∀k, k ∈ Z:

Sk,2n = Sk+2n,2n. (22)

Indeed, let us consider the terms on RHS of Eq. (20) containing the same factor

G0(x2n,p). Only the second sum contains the terms with 0 < p < i. They all can

be written as

G0(x2n,p)
i+2n−1−1

∑
m=i

Sm−p+1,2n. (23)

Only the first and the third sums contain the terms with p = i:

G0(x2n,p)
[

S1 +
i+2n−1−1

∑
m=i+1

Sm−p+1,2n

]

= G0(x2n,p)
i+2n−1−1

∑
m=i

Sm−p+1,2n . (24)
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The first, the third, and the fourth sums contain the terms with i < p ≤ i+2n−1−

2:

G0(x2n,p)
[

S1 +
i+2n−1−1

∑
m=p+1

Sm−p+1,2n +
p−1

∑
m=i

Sm−p+1,2n

]

= G0(x2n,p)
i+2n−1−1

∑
m=i

Sm−p+1,2n . (25)

Only the first and the fourth sums contain the terms with p = i+2n−1 −1:

G0(x2n,p)
[

S1 +
i+2n−1−2

∑
m=i

Sm−p+1,2n

]

= G0(x2n,p)
i+2n−1−1

∑
m=i

Sm−p+1,2n . (26)

It is obvious that for p = i+ 2n−1 the fourth sum and for i+ 2n−1 < p ≤ 2n the

fifth sum produce the same formula Eq. (23). Now we may write

x2n,i+2n−1 − x2n,i =
2n−1

∑
j=1

G0(x2n, j)
i+2n−1−1

∑
m=i

Sm− j+1,2n

+
2n

∑
j=2n−1+1

G0(x2n, j)
i+2n−1−1

∑
m=i

Sm− j+1,2n ; 0 < i ≤ 2n−1. (27)

After substitutions p = j − 2n−1 and q = m− 2n−1, the second sum in the last

expression can be written as

2n

∑
j=2n−1+1

G0(x2n, j)
i+2n−1−1

∑
m=i

Sm− j+1,2n =
2n−1

∑
p=1

G0(x2n,2n−1+p)
i−1

∑
q=i−2n−1

Sq−p+1,2n

=
2n−1

∑
p=1

G0(x2n,2n−1+p)
[i+2n−1−1

∑
q=i−2n−1

Sq−p+1,2n −
i+2n−1−1

∑
q=i

Sq−p+1,2n

]

=−
2n−1

∑
j=1

G0(x2n,2n−1+ j)
i+2n−1−1

∑
m=i

Sm− j+1,2n; 0 < i ≤ 2n−1. (28)

Validity of Eq. (21) follows from Eqs. (27) and (28).
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Near the T = 2n−1 – T = 2n bifurcation point, x2n, j+2n−1 ≈ x2n, j ≈ x2n−1bi f , j and

the differences x2n, j+2n−1 −x2n, j are small. The set {x2n−1bi f ,1,x2n−1bi f ,2, ...,x2n−1bi f ,2n−1}

is the 2n−1-cycle at the bifurcation point. In the linear approximation, we may

write

G0(x2n, j+2n−1)−G0(x2n, j) =
dG0(x)

dx

∣

∣

∣

x
2n−1bi f , j

(x2n, j+2n−1 − x2n, j). (29)

Near the bifurcation point, Eq. (21) can be written as

2n−1

∑
j=1

[dG0(x)

dx

∣

∣

∣

x
2n−1bi f , j

i+2n−1−1

∑
m=i

Sm− j+1,2n +δi, j

]

(x2n, j+2n−1 − x2n, j) = 0; (30)

0 < i ≤ 2n−1,

where δi, j is the Kronecker symbol. System of 2n−1 linear equations Eq. (30)

has a nonzero solution only if the determinant of 2n−1 by 2n−1 matrix A of its

coefficients

Ai, j =
dG0(x)

dx

∣

∣

∣

x
2n−1bi f , j

i+2n−1−1

∑
m=i

Sm− j+1,2n +δi, j (31)

is equal to zero:

det(A) = 0. (32)

The results of this section may be summarized as a theorem:

Theorem 3.1. The T = 2n−1 – T = 2n bifurcation points, 2n−1 values of x2n−1bi f ,i

with 0< i≤ 2n−1 and the value of the nonlinear parameter K2n−1bi f , of a fractional

generalization of a nonlinear one-dimensional map xn+1 = FK(xn) written as the

Volterra difference equations of convolution type

xn = x0 −
n−1

∑
k=0

G0(xk)Uα(n− k), (33)
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where G0(x) = hαGK(x)/Γ(α), x0 is the initial condition, h is the time step of

the map, α is the order of the map, GK(x) = x− FK(x), Uα(n) = 0 for n ≤ 0,

Uα(n) ∈ D
0(N1), and

D
i(N1) = { f : |

∞

∑
k=1

∆i f (k)|> N,

∀N, N ∈ N,
∞

∑
k=1

|∆i+1 f (k)|=C, C ∈ R+}, (34)

are defined by the system of 2n−1 +1 equations

x2n−1bi f ,m+1 − x2n−1bi f ,m = S1,2n−1G0(x2n−1bi f ,m)+
m−1

∑
j=1

S j+1,2n−1G0(x2n−1bi f ,m− j)

+
2n−1−1

∑
j=m

S j+1,2n−1G0(x2n−1bi f ,m− j+2n−1), 0 < m < 2n−1, (35)

2n−1

∑
j=1

G0(x2n−1bi f , j) = 0, (36)

det(A) = 0, (37)

where

S j+1,l =
∞

∑
k=0

[

Uα(lk+ j)−Uα(lk+ j+1)
]

, 0 ≤ j < l,

Si,l = Si+l,l, i ∈ Z, (38)

and the elements of the 2n−1-dimensional matrix A are

Ai, j =
dG0(x)

dx

∣

∣

∣

x
2n−1bi f , j

i+2n−1−1

∑
m=i

Sm− j+1,2n +δi, j 0 < i, j ≤ 2n−1. (39)
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4. Bifurcation diagrams and transition to chaos in the fractional and frac-

tional difference logistic maps with 0 < α < 1

In the generalized fractional logistic map

GK(x) = x−Kx(1− x). (40)

We solved Eqs. (13) and (14) numerically using the Mathematica’s Newton’s

method (the exact solution) to draw the bifurcation diagrams for the fractional

difference and fractional logistic maps with various values of α ∈ (0,1) (we as-

sume h = 1). Fig. 1 shows the results of our calculations for the fractional dif-

ference logistic map with α = 0.5 (the value which is far from the integer values

one and zero). From Fig. 1b one may see that already for the period four (T = 4)

points there is a noticeable difference between the exact solutions and the results

obtained after 105 iterations on a single trajectory. For T > 16 (Figs. 1 b, e, f)

the results obtained after 105 iterations on a single trajectory seem to be notice-

ably inaccurate. Multiple papers investigating various fractional difference maps

contain bifurcation diagrams obtained by iterations on a single trajectory and the

number of iterations in all these papers is much less than 105.

Bifurcation diagrams for the fractional and fractional difference logistic maps

with various values of 0 < α < 1 are qualitatively the same. Bifurcation dia-

grams obtained with the increasing number of iterations on a single trajectory (and

the exact bifurcation diagrams when the number of iterations goes to infinity), in

many cases, demonstrate the increasing shift to the left (see Figs. 1 b and 1 c).

This phenomenon was first noticed and explained on the examples of the frac-

tional and fractional difference standard maps in [4] (see Fig. 8 there). The ex-

planation of the left shift is based on another phenomenon typical for fractional

11



Figure 1: A part of the bifurcation diagram for the Caputo fractional difference logistic map of

the order α = 0.5 from K = 2 (fixed point) to approximately K = 3.16 (T=128 periodic point).

In figures a-c the steady line represents the solution of Eqs. (13) and (14) (the exact solution) and

the dots represent numerical calculations on a single trajectory with x0 = 0.3 after 105 iterations.

Figure d represents the exact solution from T = 32 on the left to T = 128 on the right. Figures e

and f represent the calculations on a single trajectory.

and fractional difference maps, cascade of bifurcations type trajectories (CBTT),

first noticed in [28] on the example of the order α = 1.65 standard map (Fig. 5

in that article). CBTT appear in higher periodicity asymptotically stable trajec-

tories which first converge to a fixed point and then evolve following the cascade

of bifurcations type scenario converging to an asymptotically periodic cycle (see,

e.g., Figs. 6.6a and 6.7a from [6]). Even chaotic trajectories may first converge

to a fixed point or a periodic cycle (see Fig. 7 from [4] or Fig. 3 from [10]). In

fractional difference maps, convergence of trajectories to fixed points follows the

12



a b

c d

Figure 2: Transition to chaos in the Caputo fractional difference logistic map of the order α = 0.2

with K = 3.3. a. The trajectory x = xn(n) with the initial condition x0 = 10−6; b. log-log plot of

the deviation of two trajectories x = xn,2 − xn,1 with the initial conditions x0,1 = 10−6 and x0,2 =

10−6 + 10−9; c. log10(x) vs. n plot for the case in b; d. logarithm of deviation vs. n plot for the

trajectories with x0,1 = 0.3 and x0,2 = 0.3+ 10−9.

power law [29] and the corresponding Lyapunov exponents are equal to zero. In

the case of chaotic trajectories, the rate of convergence depends on the initial con-

ditions. Two initially close trajectories in the asymptotically chaotic fractional

13



difference logistic map (α = 0.2 and K = 3.3) Fig. 2a, depending on the initial

conditions, may diverge exponentially Fig. 2d and the corresponding Lyapunov

exponent is positive. But the graph of the deviation of two initially close to zero

trajectories Fig. 2b and Fig. 2c shows the transition to chaos through a series of

power-law convergencies followed by jumps.

Fractional and fractional difference maps may also demonstrate inverse CBTT,

when an asymptotically periodic trajectory starts as a chaotic or higher periodicity

trajectory. Examples of the inverse CBTT in the fractional and fractional differ-

ence logistic maps are Figs. 7 and 8 from [2] and Figs. 7.6b and 6.7c from [6].

The inverse CBTT will cause the right shift in bifurcation diagrams. Whether the

asymptotic bifurcation diagram of a fractional/fractional difference map is shifted

to the left or to the right with respect to the bifurcation diagram obtained after a

finite number of iterations on single trajectories depends on the type of the map

and the initial conditions used.

Table 1 shows the values of the map parameter for the period 2n−1 – period

2n bifurcation points K1(n) (for the regular logistic map) and K.5(n) (for the order

α = 0.5 fractional difference logistic map). The results for n = 1,2, ...,10 and

α = 0.5 were obtained using Eqs. (13) and (14). The table also shows the corre-

sponding values of the ratios δ1 = ∆K1(n−2)/∆K1(n−1) = [K1(n−1)−K1(n−

2)]/[K1(n)−K1(n−1)] and δ.5 =∆K.5(n−2)/∆K.5(n−1)= [K.5(n−1)−K.5(n−

2)]/[K.5(n)−K.5(n−1)]. All results for α = 0.5 in Table 1 were later calculated

using Theorem 3.1 (Eqs. (35)-(37)), and for the first ten values of n the results are

identical. Numerical calculations were performed using Matlab and the obtained

results had higher accuracy than the corresponding solutions of Eqs. (13) and (14)

obtained using Mathematica. The values for the regular logistic map are available

14



n K1(n) K.5(n)
∆K1(n−2)
∆K1(n−1)

∆K.5(n−2)
∆K.5(n−1) δ1 −δF δ.5 −δF

1 3 2.41421356

2 3.4494897 3.03150807

3 3.5440904 3.12880294 4.751446 6.3446 8.2×10−2 1.6754

4 3.5644073 3.15225457 4.656251 4.1487 −1.3×10−2 -.5205

5 3.5687594 3.15698186 4.668242 4.9609 −9.6×10−4 .2917

6 3.5696916 3.15802086 4.668739 4.5499 −4.6×10−4 -.1193

7 3.5698913 3.15824198 4.669132 4.7199 −6.9×10−5 .0507

8 3.5699340 3.15828833 4.669183 4.6496 −1.9×10−5 -.0196

9 3.5699432 3.15829845 4.669195 4.6766 −7×10−6 .0074

10 3.5699451 3.15830062 4.6665 -.0027

11 3.158301084 4.6702 .0010

12 3.158301183 4.6688 -.0004

Table 1: Approaching the Feigenbaum constant δ in the regular and fractional difference logistic

maps. K1(n) are the values of the map parameter for the period 2n−1 – period 2n bifurcation

points in the regular logistic map (α = 1); K.5(n) are the same points in the case α = .5; δ1 =

∆K1(n− 2)/∆K1(n− 1) = [K1(n− 1)−K1(n− 2)]/[K1(n)−K1(n− 1)]; δ.5 is the same value in

the case α = .5; δF = δ = 4.6692016.

from many sources (see, e.g., [30, 31]. The number of significant digits in the

tables is dictated by the requirement that the table should fit the standard journal’s

page. Higher accuracy results for the case α = 1 are available at multiple sites on

the Internet. Corresponding results for the order α = 0.5 fractional logistic map

are presented in Table 2.

As in the case of the regular logistic map, the values of δ.5 oscillate around

the Feigenbaum number but converge significantly slower. The slow convergence
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n(T = 2n) K.5(n)
∆K.5(n−2)
∆K.5(n−1) δ.5 −δF

1 3.93016668194129

2 4.88614847910753

3 5.05712582113625 5.591278 0.922076

4 5.09634066404542 4.360016 -.309186

5 5.10446168317469 4.828808 0.159606

6 5.10622604348767 4.602812 -.066389

7 5.10660170543380 4.696670 0.027469

8 5.10668234310063 4.658641 -.010561

9 5.10669959857451 4.673164 0.003963

10 5.10670329532456 4.667742 -.001460

Table 2: The order α = 0.5 fractional logistic map: the values of the map parameter for the bifurca-

tion points K.5 and the ratios δ.5 = ∆K.5(n−2)/∆K.5(n−1) = [K.5(n−1)−K.5(n−2)]/[K.5(n)−

K.5(n− 1)] converging to the Feigenbaum number δF = δ = 4.6692016.

is expected because, in many cases, the convergence in fractional maps follows

the power law while the convergence in regular maps is exponential. From the

authors’ point of view, the data present sufficient evidence to make a conjecture

that the Feigenbaum number δ exists in fractional and fractional difference maps

and has the same value as in regular maps.

5. Conclusion

In this paper, we derived the analytic expressions for the coefficients of the

equations that define bifurcation points in generalized fractional maps of the or-

ders 0 < α < 1 (Eqs. (35)–(39)). They allow calculations of asymptotic bifur-
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cation points in various cases which include fractional and fractional difference

maps and maps. We showed that derived in [11] equations, which define asymp-

totically periodic points, Eqs. (13) and (14), allow drawing of bifurcation diagrams

which are much more accurate than bifurcation diagrams obtained by iterations on

single trajectories.

Based on the data from Tables 1 and 2, we made a conjecture that the Feigen-

baum number δ exists in fractional and fractional difference maps and has the

same value as in regular maps. This should be a result of the symmetry and self-

similarity in the system of equations Eqs. (35)–(39). We hope that the following

mathematical analysis of the equations will lead to the explanation of this sym-

metry.

Data availability

Data will be made available on request.
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