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#### Abstract

We study the three-dimensional incompressible NavierStokes equations in a smooth bounded domain $\Omega$ with initial velocity $u_{0}$ square-integrable, divergence-free and tangent to $\partial \Omega$. We supplement the equations with the Navier friction boundary conditions $u \cdot \boldsymbol{n}=0$ and $[(2 S u) \boldsymbol{n}+\alpha u]_{\tan }=0$, where $\boldsymbol{n}$ is the unit exterior normal to $\partial \Omega, S u=\left(D u+(D u)^{t}\right) / 2, \alpha \in C^{0}(\partial \Omega)$ is the boundary friction coefficient and $[\cdot]_{\tan }$ is the projection of its argument onto the tangent space of $\partial \Omega$. We prove global existence of a weak Leray-type solution to the resulting initial-boundary value problem and exponential decay in energy norm of these solutions when friction is positive. We also prove exponential decay if friction is non-negative and the domain is not a solid of revolution. In addition, in the frictionless case $\alpha=0$, we prove convergence of the solution to a steady rigid rotation, if the domain is a solid of revolution. We use the Galerkin method for existence, Poincarétype inequalities, with suitable adaptations to account for the differential geometry of the boundary, and a global-in-time, integral Gronwall-type inequality.


## 1. Introduction

Let $\Omega \subset \mathbb{R}^{3}$ be a bounded, connected, open set with smooth boundary $\partial \Omega$. Fix $\nu>0$.

We consider the following initial-value problem for the incompressible Navier-Stokes equations with viscosity $\nu$ and Navier friction boundary conditions:

$$
\begin{cases}\partial_{t} u+(u \cdot \nabla) u=-\nabla p+\nu \Delta u & \text { in }(0,+\infty) \times \Omega  \tag{1.1}\\ \operatorname{div} u=0 & \text { in }[0,+\infty) \times \Omega, \\ u \cdot \boldsymbol{n}=0 \text { and }[(2 S u) \boldsymbol{n}+\alpha u]_{\tan }=0 & \text { on }(0,+\infty) \times \partial \Omega \\ u(0, \cdot)=u_{0} & \text { in } \Omega\end{cases}
$$

[^0]Above, $u:[0,+\infty) \times \Omega \rightarrow \mathbb{R}^{3}$ is the velocity field, $p$ is the scalar pressure, $S u:=\left[D u+(D u)^{t}\right] / 2$ is the symmetric part of the Jacobian of $u, \alpha: \partial \Omega \rightarrow \mathbb{R}$ is a given material friction coefficient, $\boldsymbol{n}$ refers to the outward unit normal vector to $\partial \Omega$ and the subscript 'tan' corresponds to the orthogonal projection onto the tangent space to $\partial \Omega$.

The Navier friction condition was first introduced in 1827 by C. Navier, see [15]. This boundary condition is often considered in the presence of rough boundaries, see $[6,10]$ and references therein, or in flows with a turbulent layer next to the boundary, see [11]. Physically, it expresses a rough balance between the rate of fluid slip and friction stress at the boundary. In addition, allowing for slip may be regarded as a relaxation of the no-slip boundary condition, which creates stiffness in computational modelling of high-Reynolds number flows, see [7].

The standard no-slip boundary condition $u=0$ corresponds to formally setting $\alpha=\infty$ above. In this case, global-in-time existence of a weak Leray-Hopf solution, for initial data $u_{0}$ divergence-free, tangent to the boundary and square-integrable, is due to J. Leray, see [14]. Additionally, the exponential decay of the solution in $L^{2}$ follows from the energy inequality, by using the Poincaré inequality. In the case $\alpha<\infty$ the literature contains no proof of existence or discussion of large time behavior, and the objective of the present work is to fill this gap. More precisely, let $L_{\sigma, \tan }^{2}(\Omega)$ be the space of square-integrable solenoidal vector fields on $\Omega$ which are tangent to $\partial \Omega$. We prove existence of a weak solution to (1.1), assuming that the initial velocity $u_{0} \in L_{\sigma, \tan }^{2}(\Omega)$, and that $\alpha \in C^{0}(\partial \Omega)$ is a time-independent friction coefficient. The precise notion of weak solution is one of the issues that must be addressed, and will be discussed later. In addition, we establish exponential decay of the solution in energy norm in two scenarios:

- The friction coefficient $\alpha$ is strictly positive.
- The friction coefficient $\alpha$ is non-negative and the domain $\Omega$ is such that $\operatorname{Ker}(S)=\{0\}$, as an operator on $L_{\sigma, \tan }^{2}(\Omega)$.

Furthermore, if the friction coefficient vanishes identically, we prove that the weak solution decays exponentially to the projection of the initial data onto the kernel of the operator $S$. It is a well-known fact, which we prove for the sake of completeness, that $\operatorname{Ker}(S)$ consists of vector fields which generate a rigid rotation of the domain.

In broad terms, we follow closely the corresponding results for $\alpha=$ $\infty$. Existence is tackled by passing to the limit in a Galerkin approximation and the exponential decay is obtained by combining a Poincarétype inequality with an integral Gronwall-type inequality. However, the Navier friction condition introduces a few technical hurdles that must
be addressed. Specifically, we must account for the various equivalent weak formulations of the problem, the precise choice of basis for the Galerkin approximation, in a way that is consistent with the Navier condition, and the influence of the geometry of the boundary. In [4], Clopeau and collaborators addressed several of these issues in the twodimensional case, proving global well-posedness of (1.1) and convergence of the vanishing viscosity limit. We make use of some of the ideas developed in [4], adapting and extending them as needed to the three-dimensional case.

In [1], H. Baba and M. Jazar studied the long-time behavior of a weak solution to the Navier-Stokes system in a bounded 3D domain with Navier-type boundary conditions. In their work, the friction condition $[(2 S u) \boldsymbol{n}+\alpha u]_{\tan }=0$ is replaced by assuming vorticity is normal to the boundary. These types of boundary conditions are only equivalent in special cases, namely, if $\Omega$ is a half-space, and $\alpha=0$, or if $\Omega$ is a sphere of radius $r>0$ and $\alpha=2 / r$. Moreover, their result only applies to initial data which satisfies their boundary condition and lies in the orthogonal complement of the kernel of the Stokes operator within that initial data space. Furthermore, they only obtain algebraic decay of the solution in energy norm.

One important aspect of the literature concerning the Navier friction condition is the vanishing viscosity limit in domains with boundary. This is a classical open problem in the no-slip case and we refer the reader to $[2,16]$ for recent accounts of the state-of-the art. In contrast, the corresponding problem with Navier friction boundary conditions is much more treatable, basically because the associated boundary layer is less singular. There is a large literature connected with this problem, beginning with the work of Clopeau et al on the vanishing viscosity limit in two-dimensional bounded domains, see [4]. Concerning threedimensional bounded domains, there is one result of particular interest here. In [9], Iftimie and Planas proved convergence of the vanishing viscosity limit for Leray-type weak solutions of (1.1) in energy norm, up to the time of existence of a strong solution of the Euler equations. The authors of [9] omit the proof of global existence of these Leray-type weak solutions, thus the existence result in the present work completes their analysis. The connection with the geometry of the domain, a central concern in our work, is not discussed in [9].

The remainder of this work is organized as follows. In Section 2 we derive a weak formulation for problem (1.1). In Section 3 we study the Stokes operator with Navier boundary conditions and we prove a spectral theorem for this operator. Section 4 contains the statement and proof of the existence result, including two formulations of the
energy inequality. In Section 5 we prove a Poincaré-type inequality in $H_{\sigma, \tan }^{1}$, in terms of the symmetric Jacobian of the velocity. In Section 6 we establish exponential decay of weak solutions in the case where $\alpha \geqslant 0$ and $\operatorname{Ker}(S)=\{0\}$ and in the case $\alpha>0$ with no further restrictions on the domain. In Section 7, we prove that velocity fields in $\operatorname{Ker}(S)$ are steady solutions of (1.1) and that weak solutions with initial data $u_{0}$ decay exponentially in time to the projection of $u_{0}$ onto $\operatorname{Ker}(S)$. We collect final remarks and conclusions in Section 8. Lastly, in an Appendix we prove the integral Gronwall-type inequality applicable to the generalized energy inequalities deduced in Section 4. This result is key to derive the exponential decay we claimed.

## 2. Weak formulation

In this section, we derive a weak formulation for (1.1). We begin by introducing notation for the function spaces we will be using. As mentioned in Section 1, we denote by $L_{\sigma, \tan }^{2}(\Omega)$ the space of squareintegrable solenoidal vector fields on $\Omega$ which are tangent to $\partial \Omega$ (note that square-integrable, solenoidal fields have a well-defined trace of the normal component in $H^{-1 / 2}(\partial \Omega)$, see, for example, [3, Equation (IV.10)]). The space $H_{\sigma, \tan }^{1}(\Omega)$ corresponds to the vector fields in $L_{\sigma, \tan }^{2}(\Omega)$ whose first-order weak derivatives are, additionally, squareintegrable. The notation $C_{\sigma, \text { tan }}^{\infty}(\bar{\Omega})$ refers to the $C^{\infty}$ solenoidal vector fields which are tangent to $\partial \Omega$. Finally, we use $C\left([0, T) ; w-L_{\sigma, \tan }^{2}(\Omega)\right)$ to denote functions which are continuous from $[0, T)$ into $L_{\sigma, \tan }^{2}(\Omega)$ with the weak topology; $C_{\mathrm{loc}}\left([0,+\infty) ; w-L_{\sigma, \tan }^{2}(\Omega)\right)$ denotes functions continuous from $[0,+\infty)$ into $L_{\sigma, \tan }^{2}(\Omega)$ with the weak topology, and which belong to $L^{\infty}\left([0, T) ; L^{2}\right)$ for every $T>0$.

We will assume, throughout this paper, that $\alpha \in C^{0}(\partial \Omega)$ is a nonnegative time-independent friction coefficient.

We require some elementary information on differential geometry of surfaces, which we recall below.

For each $p \in \partial \Omega$ let $\boldsymbol{n}=\boldsymbol{n}_{p}$ be the outward unit normal to $\partial \Omega$ at $p$. This induces a map $\boldsymbol{n}: \partial \Omega \rightarrow S^{2}$, where $S^{2}$ is the unit sphere in $\mathbb{R}^{3}$, called the Gauss map. Its differential is $d \boldsymbol{n}_{p}: T_{p}(\partial \Omega) \rightarrow T_{p}(\partial \Omega)$, using the natural identification $T_{\boldsymbol{n}(p)}\left(S^{2}\right) \sim T_{p}(\partial \Omega)$. The map $d \boldsymbol{n}_{p}$, the differential of the Gauss map, is called the shape operator of $\partial \Omega$ and, for each $p$, it is a self-adjoint linear operator. See [5, Section 3.2, Proposition 1] for details. The eigenvalues of $-d \boldsymbol{n}_{p}$ are the principal curvatures of $\partial \Omega$ at $p$, denoted $k_{1}=k_{1}(p)$ and $k_{2}=k_{2}(p)$. Let $\lambda$ be
defined as follows:

$$
\begin{equation*}
\lambda=\lambda(p):=\max \left\{\left|k_{1}(p)\right|,\left|k_{2}(p)\right|\right\} . \tag{2.1}
\end{equation*}
$$

To obtain a weak formulation of (1.1) first assume that $u$ is a smooth solution of the system and let $\Phi \in C_{c}^{\infty}\left([0,+\infty) ; C_{\sigma, \text { tan }}^{\infty}(\bar{\Omega})\right)$. Taking the inner product of (1.1) with $\Phi$ and integrating by parts once yields:

$$
\begin{align*}
& \int_{0}^{+\infty} \int_{\Omega}\left\{\partial_{t} \Phi \cdot u+[(u \cdot \nabla) \Phi] \cdot u\right\} \mathrm{d} x \mathrm{~d} t+\int_{\Omega} \Phi(0, x) \cdot u_{0}(x) \mathrm{d} x \\
& =\nu\left(\int_{0}^{+\infty} \int_{\Omega} D \Phi: D u \mathrm{~d} x \mathrm{~d} t-\int_{0}^{+\infty} \int_{\partial \Omega} \Phi \cdot(D u \boldsymbol{n}) \mathrm{d} S \mathrm{~d} t\right) \tag{2.2}
\end{align*}
$$

Above, the notation $A: B$ stands for the trace of the matrix product $A B$ and $\mathrm{d} S$ is the 2 -dimensional Hausdorff measure on $\partial \Omega$. We will now examine the boundary integral more carefully, using the Navier boundary condition and the differential of the Gauss map.
Lemma 2.1. If $\Phi \in C_{\sigma, \tan }^{\infty}(\bar{\Omega})$ and if $u \in C_{\sigma, \tan }^{\infty}(\bar{\Omega})$ satisfies $[(2 S u) \boldsymbol{n}+$ $\alpha u]_{\tan }=0$ on $\partial \Omega$ then it holds that, on $\partial \Omega$,

$$
\Phi \cdot(D u \boldsymbol{n})=\Phi \cdot[d \boldsymbol{n}(u)-\alpha u] .
$$

Proof. Fix $p \in \partial \Omega$. Let $\tau \in T_{p}(\partial \Omega)$ and choose a curve $\gamma: q=q(s)$ on $\partial \Omega$ such that $q(0)=p$ and $\dot{q}(0)=\tau$. Since we will be working with the outward unit normal vector to $\partial \Omega$ at $q$, for different points $q \in \partial \Omega$, it is convenient, in this proof, to make the dependence of $\boldsymbol{n}$ on $q$ explicit: $\boldsymbol{n}=\boldsymbol{n}_{q}$.

Since $u \cdot \boldsymbol{n}_{q}=0$ for all $q$ on the curve $\gamma$, and using the definition of the differential of the Gauss map, we find

$$
0=\frac{\mathrm{d}}{\mathrm{~d} s}\left(u \cdot \boldsymbol{n}_{q}\right)=(D u \dot{q}(s)) \cdot \boldsymbol{n}_{q}+u \cdot d \boldsymbol{n}_{q}(\dot{q}(s))
$$

Recalling that $d \boldsymbol{n}_{q}$ is self-adjoint and that $u$ is tangent to $\partial \Omega$, i.e. $u \in T_{q}(\partial \Omega)$, we deduce that

$$
\begin{equation*}
\left((D u)^{t} \boldsymbol{n}_{q}\right) \cdot \dot{q}(s)=-d \boldsymbol{n}_{q}(u) \cdot \dot{q}(s) \tag{2.3}
\end{equation*}
$$

Next we add $\left(D u \boldsymbol{n}_{q}\right) \cdot \dot{q}(s)$ to both sides above and, since $2 S u=$ $D u+(D u)^{t}$, we obtain that

$$
\left(2 S u \boldsymbol{n}_{q}\right) \cdot \dot{q}(s)=\left(D u \boldsymbol{n}_{q}\right) \cdot \dot{q}(s)-d \boldsymbol{n}_{q}(u) \cdot \dot{q}(s)
$$

In particular, at $q(0)=p$, we find

$$
\left(2 S u \boldsymbol{n}_{p}\right) \cdot \tau=\left(D u \boldsymbol{n}_{p}\right) \cdot \tau-d \boldsymbol{n}_{p}(u) \cdot \tau
$$

and hence

$$
\left(D u \boldsymbol{n}_{p}\right) \cdot \tau=\left[d \boldsymbol{n}_{p}(u)+\left(2 S u \boldsymbol{n}_{p}\right)\right] \cdot \tau
$$

Recall that $\tau$ was chosen as an arbitrary vector in $T_{p}(\partial \Omega)$. We use the Navier boundary condition satisfied by $u$ to deduce that

$$
\left(D u \boldsymbol{n}_{p}\right)_{\tan }=\left[d \boldsymbol{n}_{p}(u)-\alpha u\right]_{\tan } .
$$

This identity is valid at any point $p$ on $\partial \Omega$, so we can now abandon the explicit mention to $p$ in $d \boldsymbol{n}_{p}$. Since the normal component of $\Phi$ vanishes on $\partial \Omega$ it follows that
$\Phi \cdot(D u \boldsymbol{n})=\Phi_{\text {tan }}(D u \boldsymbol{n})_{\tan }=\Phi_{\tan }[d \boldsymbol{n}(u)-\alpha u]_{\tan }=\Phi \cdot[d \boldsymbol{n}(u)-\alpha u]$, as we wished.

In what follows we use $\left(H_{\sigma, \tan }^{1}(\Omega)\right)^{\prime}$ to denote the abstract dual space to $H_{\sigma, \tan }^{1}(\Omega)$.

We are now ready to introduce the definition of a weak solution to (1.1).

Definition 2.2. Fix $\alpha \in C^{0}(\partial \Omega)$ and $u_{0} \in L_{\sigma, \tan }^{2}(\Omega)$. Let $u \in C_{\mathrm{loc}}([0,+\infty) ; w-$ $\left.L_{\sigma, \tan }^{2}(\Omega)\right) \cap L_{\mathrm{loc}}^{2}\left((0,+\infty) ; H_{\sigma, \tan }^{1}(\Omega)\right)$. In addition, suppose that $\partial_{t} u \in$ $L_{\mathrm{loc}}^{4 / 3}\left((0,+\infty) ;\left(H_{\sigma, \tan }^{1}(\Omega)\right)^{\prime}\right)$. We say $u$ is a weak solution of (1.1) with initial data $u_{0}$ if, for every test vector field $\Phi \in C_{c}^{\infty}\left([0,+\infty) ; C_{\sigma, \tan }^{\infty}(\bar{\Omega})\right)$, it holds that

$$
\begin{align*}
\int_{0}^{+\infty} & \int_{\Omega}\left\{\partial_{t} \Phi \cdot u+[(u \cdot \nabla) \Phi] \cdot u\right\} \mathrm{d} x \mathrm{~d} t+\int_{\Omega} \Phi(0, x) \cdot u_{0}(x) \mathrm{d} x \\
= & \nu \int_{0}^{+\infty}\left(\int_{\Omega} D \Phi: D u \mathrm{~d} x+\int_{\partial \Omega} \Phi \cdot[\alpha u-d \boldsymbol{n}(u)] \mathrm{d} S\right) \mathrm{d} t \tag{2.4}
\end{align*}
$$

## 3. The Stokes operator

We denote by $\mathbb{P}$ the orthogonal projection of the space of squareintegrable vector fields in $\Omega$ onto $L_{\sigma, \tan }^{2}(\Omega)$, also known as the Leray projector. To eliminate the pressure from the Navier-Stokes equations, one applies $\mathbb{P}$ to it. Clearly, we have $\mathbb{P} \partial_{t} u=\partial_{t} \mathbb{P} u=\partial_{t} u$, as $u$ is already divergence-free and tangent to the boundary. The nonlinear term becomes $\mathbb{P}[u \cdot \nabla u]$ and the viscous term becomes $\nu \mathbb{P} \Delta u$. As is well-known, the Laplacian does not commute with the Leray projector, despite the fact that $\Delta u$ is divergence free, because the vector field $\Delta u$ is not, in general, tangent to $\partial \Omega$.

The elliptic operator $-\mathbb{P} \Delta$ is called the Stokes operator and the semigroup it generates is called the Stokes semigroup. These objects play a key role in the analysis of the viscous flow equations. For flows with no-slip boundary conditions, the natural phase space is $H_{\sigma, 0}^{1}(\Omega)$, and the properties of the Stokes operator and associated semigroup acting
on this space are well-understood. For the present work, we require properties of the Stokes operator, when acting on the space of vector fields satisfying the Navier boundary conditions. This is the subject of the present section.

We return to the calculation performed to obtain (2.2) and we concentrate on the Laplacian term. Since we are only concerned with spatial derivatives, we consider time-independent vector fields. More precisely, assume $u$ is a time-independent, smooth, divergence-free vector field on $\Omega$, tangent to $\partial \Omega$, and let $\Phi \in C_{\sigma, \tan }^{\infty}(\bar{\Omega})$. Integration by parts yields the identity

$$
-\int_{\Omega} \Phi \Delta u=\int_{\Omega} D \Phi: D u-\int_{\partial \Omega} \Phi \cdot(D u \boldsymbol{n}) \mathrm{d} S .
$$

Assume, further, that $u$ satisfies the Navier boundary condition [(2Su)n+ $\alpha u]_{\tan }=0$. Then, using the result in Lemma 2.1 we obtain

$$
\begin{equation*}
-\int_{\Omega} \Phi \Delta u=\int_{\Omega} D \Phi: D u+\int_{\partial \Omega} \Phi \cdot[\alpha u-d \boldsymbol{n}(u)] \mathrm{d} S . \tag{3.1}
\end{equation*}
$$

We see that the right-hand-side above is well-defined for $u \in H_{\sigma, \tan }^{1}(\Omega)$ and $\Phi \in H_{\sigma, \tan }^{1}(\Omega)$. We thus introduce the Stokes operator, acting on flows satisfying the Navier boundary conditions, as

$$
\begin{aligned}
\mathbb{A}: H_{\sigma, \tan }^{1}(\Omega) & \rightarrow\left(H_{\sigma, \tan }^{1}(\Omega)\right)^{\prime} \\
u & \mapsto
\end{aligned}
$$

where $\mathbb{A} u$ is defined through the duality relation

$$
\begin{equation*}
\langle\mathbb{A} u, v\rangle:=\int_{\Omega} D v: D u+\int_{\partial \Omega} v \cdot[\alpha u-d \boldsymbol{n}(u)] \mathrm{d} S, \quad v \in H_{\sigma, \tan }^{1}(\Omega) \tag{3.2}
\end{equation*}
$$

Lemma 3.1. The right-hand-side of (3.2) gives rise to a bounded bilinear symmetric operator $B: H_{\sigma, \tan }^{1}(\Omega) \times H_{\sigma, \tan }^{1}(\Omega) \rightarrow \mathbb{R}$.

Proof. Let $(u, v) \in H_{\sigma, \tan }^{1}(\Omega) \times H_{\sigma, \tan }^{1}(\Omega)$ and define $B: H_{\sigma, \tan }^{1}(\Omega) \times$ $H_{\sigma, \tan }^{1}(\Omega) \rightarrow \mathbb{R}$ by

$$
B(u, v)=\int_{\Omega} D v: D u+\int_{\partial \Omega} v \cdot[\alpha u-d \boldsymbol{n}(u)] \mathrm{d} S
$$

Recall $\lambda$ as introduced in (2.1). Then

$$
\begin{aligned}
|B(u, v)| & =\left|\int_{\Omega} D v: D u+\int_{\partial \Omega} v \cdot[\alpha u-d \boldsymbol{n}(u)] \mathrm{d} S\right| \\
& \leqslant C\|u\|_{H^{1}}\|v\|_{H^{1}}+\left(\|\lambda\|_{L^{\infty}(\Omega)}+\|\alpha\|_{L^{\infty}(\Omega)}\right)\|u\|_{L^{2}(\partial \Omega)}\|v\|_{L^{2}(\partial \Omega)} \\
& \leqslant\left(C+\|\lambda\|_{L^{\infty}(\Omega)}+\|\alpha\|_{L^{\infty}(\Omega)}\right)\|u\|_{H^{1}}\|v\|_{H^{1}}
\end{aligned}
$$

where the last inequality is a consequence of the continuity of the trace of functions in $H^{1}(\Omega)$ onto $L^{2}(\partial \Omega)$.

Recall the trace inequality (see, for instance, [3, Theorem III.2.19]),

$$
\begin{equation*}
\|u\|_{L^{2}(\partial \Omega)}^{2} \lesssim\|u\|_{L^{2}(\Omega)}\|u\|_{H^{1}(\Omega)} . \tag{3.3}
\end{equation*}
$$

Note, also, that a divergence-free vector field $u$ on $\Omega$, which is tangent to $\partial \Omega$, has mean zero for each of its components $u_{j}, j=1,2,3$. This follows easily by integrating by parts $\int_{\Omega} u \cdot \nabla x_{j}$. Recall the Poincaré inequality for mean-free functions

$$
\begin{equation*}
\|u\|_{H^{1}(\Omega)} \leqslant c\|D u\|_{L^{2}(\Omega)} \tag{3.4}
\end{equation*}
$$

We claim that there exists $C_{\beta}>0$ such that $\widetilde{B}:=B+C_{\beta} \mathbb{I}$, with $\mathbb{I}$ denoting the identity operator, is coercive with respect to the $H^{1}$-norm, i.e., there exists $c>0$ such that $\widetilde{B}(u, u) \geqslant c\|u\|_{H^{1}}^{2}$ for all $u \in H_{\sigma, \tan }^{1}(\Omega)$. Indeed, this follows immediately from the estimate below:

$$
\begin{align*}
B(u, u) & =\int_{\Omega}|D u|^{2}+\int_{\partial \Omega}\left(\alpha|u|^{2}-d \boldsymbol{n}(u) \cdot u\right) \mathrm{d} S \\
& \geqslant\|D u\|_{L^{2}}^{2}-\left(\|\alpha\|_{L^{\infty}(\Omega)}+\|\lambda\|_{L^{\infty}(\Omega)}\right)\|u\|_{L^{2}(\partial \Omega)}^{2} \\
& \geqslant\|D u\|_{L^{2}}^{2}-\left(\|\alpha\|_{L^{\infty}(\Omega)}+\|\lambda\|_{L^{\infty}(\Omega)}\right) C\|u\|_{L^{2}(\Omega)}\|D u\|_{L^{2}(\Omega)} \\
& \geqslant \frac{1}{2}\|D u\|_{L^{2}}^{2}-C\|u\|_{L^{2}(\Omega)}^{2} \\
& \geqslant c\|u\|_{H^{1}}^{2}-C_{\beta}\|u\|_{L^{2}(\Omega)}^{2} . \tag{3.5}
\end{align*}
$$

We have used, above, the trace inequality (3.3), the Poincaré inequality (3.4), and Young's inequality.

It follows from (3.5) that $\widetilde{B}$ is a positive-definite bilinear operator on $H_{\sigma, \tan }^{1}(\Omega)$, thus an inner product. We use the notation

$$
\begin{equation*}
((u, v)):=\widetilde{B}(u, v) \tag{3.6}
\end{equation*}
$$

for this inner product and we note that it gives rise to an equivalent norm on $H_{\sigma, \tan }^{1}(\Omega)$.

Proposition 3.2. There exists a sequence $\left\{v_{j}\right\}_{j=1}^{\infty} \subset H_{\sigma, \text { tan }}^{1}(\Omega)$ of eigenfunctions of $\mathbb{A}$, with corresponding eigenvalues $\left\{\lambda_{j}\right\}_{j=1}^{\infty} \subset \mathbb{R}$, which form an orthonormal basis of $L_{\sigma, \tan }^{2}(\Omega)$ and, also, a basis of $H_{\sigma, \tan }^{1}(\Omega)$ which is orthogonal with respect to the inner product $((\cdot, \cdot))$. The eigenvalues, ordered increasingly, satisfy $\lambda_{j} \rightarrow \infty$ as $j \rightarrow \infty$.

Proof. Let us introduce $\widetilde{\mathbb{A}}:=\mathbb{A}+C_{\beta} \mathbb{I}$, where $C_{\beta}$ is the constant from estimate (3.5). Consider $\operatorname{Dom}(\widetilde{\mathbb{A}}):=\left\{u \in H_{\sigma, \tan }^{1}(\Omega) \mid \widetilde{\mathbb{A}} u \in L_{\sigma, \text { tan }}^{2}(\Omega)\right\}$
and note that $\operatorname{Dom}(\widetilde{\mathbb{A}})$ is compactly imbedded in $L_{\sigma, \tan }^{2}(\Omega)$. Furthermore, it is easy to see that $\operatorname{Dom}(\widetilde{\mathbb{A}})$ is dense in $L_{\sigma, \tan }^{2}(\Omega)$ with respect to the $L^{2}$-norm.

The coerciveness of $\widetilde{B}$, together with the continuity and symmetry of $B$ and the compactness mentioned above, imply that the operator $\widetilde{\mathbb{A}}$ has an inverse which is a self-adjoint compact operator from $L_{\sigma, \tan }^{2}(\Omega)$ to $\operatorname{Dom}(\widetilde{\mathbb{A}}) \subset H_{\sigma, \tan }^{1}(\Omega)$. Therefore it follows from the spectral theory for compact self-adjoint operators that there exists an orthonormal basis of $L_{\sigma, \text { tan }}^{2}(\Omega)$ of eigenvectors of $\widetilde{\mathbb{A}}$, along with an increasing sequence of eigenvalues tending to $+\infty$, see [3, Section 6, Chapter II]. This basis is also orthogonal with respect to the $((\cdot, \cdot))$ inner product on $H_{\sigma, \tan }^{1}(\Omega)$, and it is a complete set, [3, Corollary II.3.8 and Theorem IV.5.5]. Clearly, an eigenvector $v_{j}$ of $\widetilde{\mathbb{A}}$ is also an eigenvector of $\mathbb{A}$, albeit with eigenvalue $\lambda_{j}-C_{\beta}$.

## 4. Existence of weak solution

In this section we establish global existence of a weak solution to (1.1) with initial data in $L_{\sigma, \text { tan }}^{2}$, using a Galerkin approximation, and we derive two formulations of the energy inequality.

Theorem 4.1. Let $\alpha \in C^{0}(\partial \Omega)$ and $u_{0} \in L_{\sigma, \tan }^{2}(\Omega)$ be given. Then there exists $u \in C_{\mathrm{loc}}\left([0,+\infty) ; w-L_{\sigma, \tan }^{2}(\Omega)\right) \cap L_{\mathrm{loc}}^{2}\left((0,+\infty) ; H_{\sigma, \tan }^{1}(\Omega)\right)$, such that, $\partial_{t} u \in L_{\mathrm{loc}}^{4 / 3}\left((0,+\infty) ;\left(H_{\sigma, \tan }^{1}(\Omega)\right)^{\prime}\right)$ and, for any test vector field $\Phi \in C_{c}^{\infty}\left([0,+\infty) ; C_{\sigma, \tan }^{\infty}(\bar{\Omega})\right)$, the identity (2.4) holds true.

Remark 4.2. Theorem 4.1 is equivalent to the existence of a weak solution in the sense of Definition 2.2.

Proof. The proof is a slight adaptation of the well-known proof of existence of weak Leray solutions. We outline the main steps and highlight only the differences with respect to the standard argument.

The first step is to consider the orthonormal basis of $L_{\sigma, \tan }^{2}(\Omega)$ given by the eigenfunctions of $\mathbb{A},\left\{v_{j}\right\}_{j} \subset H_{\sigma, \tan }^{1}(\Omega)$, obtained in Proposition 3.2. We use these vector fields to build finite dimensional approximations $u^{M}$ through the Galerkin method, by projecting the (weak form of the) PDE onto the space generated by the first $M$ vector fields in the basis, namely $X^{M}:=\operatorname{span}\left\{v_{1}, \ldots, v_{M}\right\}$. The approximations $u^{M}$ are given by $u^{M}=\sum_{j=1}^{M} g_{j}^{M} v_{j}$, with coefficients $g_{j}^{M}=g_{j}^{M}(t)$ which are solutions of a system of quadratic ODEs with constant coefficients. Short-time existence is an easy consequence of Picard's theorem. The
resulting $u^{M}$ satisfy

$$
\begin{align*}
\int_{\Omega} & \left\{\left(\partial_{t} u^{M}\right) \cdot v_{j}+\left[\left(u^{M} \cdot \nabla\right) u^{M}\right] \cdot v_{j}\right\} \mathrm{d} x \\
& =-\nu\left(\int_{\Omega} D u^{M}: D v_{j} \mathrm{~d} x+\int_{\partial \Omega}\left[\alpha u^{M}-d \boldsymbol{n}\left(u^{M}\right)\right] \cdot v_{j} \mathrm{~d} S\right) . \tag{4.1}
\end{align*}
$$

Standard energy estimates for (4.1) give:
$\frac{d}{d t}\left\|u^{M}\right\|_{L^{2}(\Omega)}^{2} \leqslant-2 \nu\left\|D u^{M}\right\|_{L^{2}(\Omega)}^{2}+2 \nu\left(\|\lambda\|_{L^{\infty}(\Omega)}+\|\alpha\|_{L^{\infty}(\Omega)}\right)\left\|u^{M}\right\|_{L^{2}(\partial \Omega)}^{2}$,
where $\lambda$ was introduced in (2.1). We use the trace inequality (3.3) for $u^{M}$, together with the Poincaré inequality (3.4), since the mean of $u^{M}$ is zero, so that $\left\|u^{M}\right\|_{H^{1}(\Omega)} \lesssim\left\|D u^{M}\right\|_{L^{2}(\Omega)}$, followed by Young's inequality, to deduce that

$$
\begin{equation*}
\frac{d}{d t}\left\|u^{M}\right\|_{L^{2}(\Omega)}^{2}+\nu\left\|D u^{M}\right\|_{L^{2}(\Omega)}^{2} \leqslant C \nu\left(\|\lambda\|_{L^{\infty}(\Omega)}+\|\alpha\|_{L^{\infty}(\Omega)}\right)\left\|u^{M}\right\|_{L^{2}(\Omega)}^{2} \tag{4.2}
\end{equation*}
$$

The Grönwall lemma yields $\left\{u^{M}\right\}$ bounded in $L_{\text {loc }}^{\infty}\left((0,+\infty) ; L_{\sigma, \text { tan }}^{2}(\Omega)\right) \cap$ $L_{\mathrm{loc}}^{2}\left((0,+\infty) ; H_{\sigma, \tan }^{1}(\Omega)\right)$, from which we deduce global existence of $u^{M}$ for fixed $M$. Furthermore, the bounds on $u^{M}$ are uniform with respect to $M$.

In order to obtain, from these bounds, the boundedness of $\left\{\partial_{t} u^{M}\right\}$ in $L_{\mathrm{loc}}^{4 / 3}\left((0,+\infty) ;\left(H_{\sigma, \tan }^{1}(\Omega)\right)^{\prime}\right)$, uniformly in $M$, we need to use the orthogonality of $\left\{v_{j}\right\}$ with respect to the inner product $((\cdot, \cdot))$ introduced in (3.6). Let $\mathbb{P}^{M}$ denote the $L^{2}$-orthogonal projection onto $X^{M}$ and note that, for $t>0$ fixed, both $\partial_{t} u^{M}$ and $\mathbb{A} u^{M}$ belong to $X^{M}$, since $\mathbb{A} v_{j}=\lambda_{j} v_{j} \in X^{M}$. Using the notation from Section 3 we note that the right-hand-side of (4.1) is a weak formulation of the right-hand-side of:

$$
\begin{cases}\partial_{t} u^{M}+\mathbb{P}^{M}\left[\left(u^{M} \cdot \nabla\right) u^{M}\right]=-\nu \mathbb{A} u^{M} & \text { in } \Omega  \tag{4.3}\\ \operatorname{div} u^{M}=0 & \text { in } \Omega \\ u^{M} \cdot \boldsymbol{n}=0, \quad\left[\left(2 S u^{M}\right) \boldsymbol{n}+\alpha u^{M}\right]_{\tan }=0 & \text { on } \partial \Omega\end{cases}
$$

Let $W \in H_{\sigma, \tan }^{1}(\Omega)$. Then $W=\mathbb{P}^{M} W+Y$, where $Y$ is orthogonal to $\mathbb{P}^{M} W$ with respect to both the $L^{2}$ inner product and the $((\cdot, \cdot))$ inner product. In particular, using the $((\cdot, \cdot))$ inner product and its induced, $H^{1}$-equivalent, norm, it holds that

$$
\begin{equation*}
\left\|\mathbb{P}^{M} W\right\|_{H^{1}} \leqslant C\|W\|_{H^{1}} \tag{4.4}
\end{equation*}
$$

Then, using the definition of $\mathbb{A}$ by duality, (3.2), we have

$$
\left|\left\langle\partial_{t} u^{M}, W\right\rangle\right|=\left|\left\langle\partial_{t} u^{M}, \mathbb{P}^{M} W\right\rangle\right|
$$

$$
\begin{aligned}
& \leqslant\left|\int_{\Omega}\left[\left(u^{M} \cdot \nabla\right) u^{M}\right] \cdot \mathbb{P}^{M} W \mathrm{~d} x\right| \\
& +\nu\left|\int_{\Omega} D u^{M}: D \mathbb{P}^{M} W \mathrm{~d} x\right| \\
& +\nu\left|\int_{\partial \Omega}\left[\alpha u^{M}-d \boldsymbol{n}\left(u^{M}\right)\right] \cdot \mathbb{P}^{M} W \mathrm{~d} S\right|
\end{aligned}
$$

Each of the three integrals above may be estimated in a standard way, using Hölder's inequality, interpolation, and the Sobolev imbedding $H^{1} \subset L^{6}$ for the first term, Cauchy-Schwartz for the second, and the trace theorem for the boundary term, to find:

$$
\left|\left\langle\partial_{t} u^{M}, W\right\rangle\right| \leqslant C\left(\left\|u^{M}\right\|_{L^{2}}^{1 / 2}\left\|u^{M}\right\|_{H^{1}}^{3 / 2}+\left\|u^{M}\right\|_{H^{1}}\right)\left\|\mathbb{P}^{M} W\right\|_{H^{1}}
$$

It then follows from (4.4) that

$$
\left\|\partial_{t} u^{M}\right\|_{\left(H_{\sigma, \tan }^{1}\right)^{\prime}} \leqslant C\left(\left\|u^{M}\right\|_{L^{2}}^{1 / 2}\left\|u^{M}\right\|_{H^{1}}^{3 / 2}+\left\|u^{M}\right\|_{H^{1}}\right)
$$

Now, recall that we showed, from the energy estimate (4.2), that $u^{M}$ is bounded in $L_{\text {loc }}^{\infty}\left((0,+\infty) ; L_{\sigma, \tan }^{2}(\Omega)\right) \cap L_{\mathrm{loc}}^{2}\left((0,+\infty) ; H_{\sigma, \tan }^{1}(\Omega)\right)$. In view of this we obtain, immediately, the desired bound: $\partial_{t} u^{M}$ is bounded in $L_{\text {loc }}^{4 / 3}\left((0,+\infty) ;\left(H_{\sigma, \tan }^{1}(\Omega)\right)^{\prime}\right)$, uniformly with respect to $M$.

To conclude the proof of existence, a standard compactness argument allows us to pass to the limit $M \rightarrow+\infty$. Indeed, we may choose a subsequence, not relabeled, such that $u^{M}$ converges weakly-* in $L_{\mathrm{loc}}^{\infty}\left((0,+\infty) ; L_{\sigma, \tan }^{2}(\Omega)\right)$, weakly in $L_{\mathrm{loc}}^{2}\left((0,+\infty) ; H_{\sigma, \tan }^{1}(\Omega)\right)$, strongly in $L_{\text {loc }}^{2}\left((0,+\infty) ; L_{\sigma, \tan }^{2}(\Omega)\right)$ to a limit $u$. In particular this implies, by the trace inequality (3.3), that the trace of $u^{M}$ on $\partial \Omega$ converges strongly in $L_{\mathrm{loc}}^{2}\left((0,+\infty) ; L_{\sigma, \tan }^{2}(\partial \Omega)\right)$ to the corresponding trace of $u$. Furthermore, the Aubin-Lions compactness theorem implies $u \in C_{\text {loc }}([0,+\infty) ; w-$ $\left.L_{\sigma, \tan }^{2}(\Omega)\right)$.

Using $\Phi \in C_{c}^{\infty}\left([0,+\infty) ; C_{\sigma, \tan }^{\infty}(\bar{\Omega})\right)$ as test vector field in a weak formulation of (4.3), we can pass to the limit $M \rightarrow \infty$ and obtain the weak formulation (2.4). This concludes the proof.

Our next result concerns a different way of writing the term on the right hand side of (2.4), under the time integral. This will be useful to write (2.4) in a different way, which will lead to two sets of energy inequalities.

Proposition 4.3. Let $u \in H_{\sigma, \tan }^{1}(\Omega)$. Then, for every $\Phi \in C_{\sigma, \text { tan }}^{\infty}(\bar{\Omega})$ it holds that

$$
\begin{align*}
& \int_{\Omega} D \Phi: D u \mathrm{~d} x+\int_{\partial \Omega} \Phi \cdot[\alpha u-d \boldsymbol{n}(u)] \mathrm{d} S \\
&=2 \int_{\Omega} S \Phi: S u \mathrm{~d} x+\int_{\partial \Omega} \alpha \Phi \cdot u \mathrm{~d} S \tag{4.5}
\end{align*}
$$

Proof. First assume that $u$ is smooth, divergence free and tangent to $\partial \Omega$. Let $\Phi \in C_{\sigma, \tan }^{\infty}(\bar{\Omega})$. Recall expression (2.3) deduced in the proof of Lemma 2.1. The same argument used there yields

$$
\left[(D u)^{t} \boldsymbol{n}\right]_{\tan }=-[d \boldsymbol{n}(u)]_{\tan } .
$$

We compute

$$
\begin{aligned}
\int_{\Omega} D \Phi: D u \mathrm{~d} x & =\int_{\Omega} D \Phi: 2 S u \mathrm{~d} x-\int_{\Omega} D \Phi:(D u)^{t} \mathrm{~d} x \\
& =2 \int_{\Omega} S \Phi: S u \mathrm{~d} x-\int_{\Omega} D \Phi:(D u)^{t} \mathrm{~d} x
\end{aligned}
$$

Next we observe that, since $u$ is divergence free,

$$
-\int_{\Omega} D \Phi:(D u)^{t} \mathrm{~d} x=-\int_{\partial \Omega} \Phi \cdot\left[(D u)^{t} \boldsymbol{n}\right] \mathrm{d} S=\int_{\partial \Omega} \Phi \cdot[d \boldsymbol{n}(u)] \mathrm{d} S
$$

This establishes (4.5) for smooth $u$. We conclude the proof by density.

In view of Proposition 4.3 we have obtained an alternative weak formulation, equivalent to (2.4), namely,

$$
\begin{gather*}
\int_{0}^{+\infty} \int_{\Omega}\left\{\partial_{t} \Phi \cdot u+[(u \cdot \nabla) \Phi] \cdot u\right\} \mathrm{d} x \mathrm{~d} t+\int_{\Omega} \Phi(0, x) \cdot u_{0}(x) \mathrm{d} x \\
=\nu \int_{0}^{+\infty}\left(\int_{\Omega} 2 S \Phi: S u \mathrm{~d} x+\int_{\partial \Omega} \alpha \Phi \cdot u \mathrm{~d} S\right) \mathrm{d} t \tag{4.6}
\end{gather*}
$$

We will now amend our existence theorem to include this new weak formulation and we note that two different energy inequalities arise.

Theorem 4.4. Let $\alpha \in C^{0}(\partial \Omega)$ and $u_{0} \in L_{\sigma, \tan }^{2}(\Omega)$ be given. Then there exists a weak solution u, according to Definition 2.2, such that, for any test vector field $\Phi \in C_{c}^{\infty}\left([0,+\infty) ; C_{\sigma, \tan }^{\infty}(\bar{\Omega})\right)$, (4.6) holds, in addition to identity (2.4) holding true.

Moreover, for almost every $s \geqslant 0$ and for every $t \geqslant s$, $u$ satisfies both of the following energy inequalities:

$$
\|u(t)\|_{L^{2}}^{2}+2 \nu \int_{s}^{t}\|D u\|_{L^{2}}^{2} \mathrm{~d} \tau
$$
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$$
\begin{equation*}
\leqslant\|u(s)\|_{L^{2}}^{2}+2 \nu \int_{s}^{t} \int_{\partial \Omega}\left(\|\lambda\|_{L^{\infty}(\partial \Omega)}-\alpha\right)|u|^{2} \mathrm{~d} S \mathrm{~d} \tau \tag{4.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\|u(t)\|_{L^{2}}^{2}+4 \nu \int_{s}^{t}\|S u\|_{L^{2}}^{2} \mathrm{~d} \tau \leqslant\|u(s)\|_{L^{2}}^{2}-2 \nu \int_{s}^{t} \int_{\partial \Omega} \alpha|u|^{2} \mathrm{~d} S \mathrm{~d} \tau \tag{4.8}
\end{equation*}
$$

Finally, both (4.7) and (4.8) are satisfied for $s=0$.
Proof. The existence part is an easy consequence of the existence result, Theorem 4.1, together with the equivalence between the two weak formulations (2.4) and (4.6). All that remains to prove are the energy inequalities.

To show (4.7) we revisit (4.1), multiplying by $g_{j}^{M}$ and summing in $j$, bounding only the shape operator, to find

$$
\begin{equation*}
\frac{d}{d t}\left\|u^{M}\right\|_{L^{2}(\Omega)}^{2} \leqslant-2 \nu\left\|D u^{M}\right\|_{L^{2}(\Omega)}^{2}+2 \nu \int_{\partial \Omega}\left(\|\lambda\|_{L^{\infty}(\Omega)}-\alpha\right)\left|u^{M}\right|^{2} \mathrm{~d} S \tag{4.9}
\end{equation*}
$$

Let $r \geqslant s$ and integrate in time from $s$ to $r$ to obtain

$$
\begin{align*}
& \left\|u^{M}(r, \cdot)\right\|_{L^{2}(\Omega)}^{2} \leqslant-2 \nu \int_{s}^{r}\left\|D u^{M}(\tau, \cdot)\right\|_{L^{2}(\Omega)}^{2} \mathrm{~d} \tau \\
& \quad+2 \nu \int_{s}^{r} \int_{\partial \Omega}\left(\|\lambda\|_{L^{\infty}(\Omega)}-\alpha\right)\left|u^{M}\right|^{2} \mathrm{~d} S \mathrm{~d} \tau+\left\|u^{M}(s, \cdot)\right\|_{L^{2}(\Omega)}^{2} \tag{4.10}
\end{align*}
$$

Fix $t \geqslant s$. As is done in the case of no-slip boundary conditions, see [13, Proposition 14.1], choose $\phi \in C_{c}^{\infty}\left(\mathbb{R}_{+}\right), \int_{\mathbb{R}_{+}}|\phi|^{2} d r=1$, supp $\phi \subset$ $(0,1)$. Let $\varepsilon>0$ and set $\phi_{\varepsilon}=\phi_{\varepsilon}(r) \equiv \frac{1}{\sqrt{\varepsilon}} \phi\left(\frac{r-t}{\varepsilon}\right), r \in \mathbb{R}_{+}$. We multiply (4.10) by $\left|\phi_{\varepsilon}(r)\right|^{2}$, move the term with $D u^{M}$ to the left-hand-side, and observe that $\phi_{\varepsilon}$ vanishes if $r \leqslant s$. We may therefore integrate on $\mathbb{R}_{+}$ to deduce that

$$
\begin{align*}
& \int_{0}^{+\infty}\left|\phi_{\varepsilon}\right|^{2}(r)\left\|u^{M}(r, \cdot)\right\|_{L^{2}(\Omega)}^{2} \mathrm{~d} t+2 \nu \int_{0}^{+\infty}\left|\phi_{\varepsilon}\right|^{2}(r) \int_{s}^{r}\left\|D u^{M}(\tau, \cdot)\right\|_{L^{2}(\Omega)}^{2} \mathrm{~d} \tau \mathrm{~d} r \\
& \leqslant 2 \nu \int_{0}^{+\infty}\left|\phi_{\varepsilon}\right|^{2}(r) \int_{s}^{r} \int_{\partial \Omega}\left(\|\lambda\|_{L^{\infty}(\Omega)}-\alpha\right)\left|u^{M}\right|^{2} \mathrm{~d} S \mathrm{~d} \tau \mathrm{~d} r+\left\|u^{M}(s, \cdot)\right\|_{L^{2}(\Omega)}^{2} \tag{4.11}
\end{align*}
$$

Recall, from the proof of Theorem 4.1, that, passing to subsequences as needed, we may assume $u^{M}$ converges to a weak solution $u$ weakly in $L_{\mathrm{loc}}^{2}\left((0,+\infty) ; H_{\sigma, \tan }^{1}(\Omega)\right)$ and strongly in $L_{\mathrm{loc}}^{2}\left((0,+\infty) ; L_{\sigma, \tan }^{2}(\Omega)\right)$ and the trace of $u^{M}$ on $\partial \Omega$ converges strongly in $L_{\text {loc }}^{2}\left((0,+\infty) ; L_{\sigma, \tan }^{2}(\partial \Omega)\right)$
to the corresponding trace of $u$. Using these properties of convergence and passing to the $\lim _{\inf }^{M \rightarrow+\infty}$ in the inequality (4.11) yields

$$
\begin{aligned}
& \int_{0}^{+\infty}\left|\phi_{\varepsilon}\right|^{2}(r)\|u(r, \cdot)\|_{L^{2}(\Omega)}^{2} \mathrm{~d} r+2 \nu \int_{0}^{+\infty}\left|\phi_{\varepsilon}\right|^{2}(r) \int_{s}^{r}\|D u(\tau, \cdot)\|_{L^{2}(\Omega)}^{2} \mathrm{~d} \tau \mathrm{~d} r \\
& \leqslant 2 \nu \int_{0}^{+\infty}\left|\phi_{\varepsilon}\right|^{2}(r) \int_{s}^{r} \int_{\partial \Omega}\left(\|\lambda\|_{L^{\infty}(\Omega)}-\alpha\right)|u|^{2} \mathrm{~d} S \mathrm{~d} \tau \mathrm{~d} r \\
& +\liminf _{M \rightarrow+\infty}\left\|u^{M}(s, \cdot)\right\|_{L^{2}(\Omega)}^{2} .
\end{aligned}
$$

Assume now that $t$ is a Lebesgue point of $r \mapsto\|u(r, \cdot)\|_{L^{2}}^{2}$. Then, passing to the limit $\varepsilon \rightarrow 0$ we find

$$
\begin{align*}
& \|u(t, \cdot)\|_{L^{2}(\Omega)}^{2}+2 \nu \int_{s}^{t}\|D u(\tau, \cdot)\|_{L^{2}(\Omega)}^{2} \mathrm{~d} \tau \\
& \leqslant 2 \nu \int_{s}^{t} \int_{\partial \Omega}\left(\|\lambda\|_{L^{\infty}(\Omega)}-\alpha\right)|u|^{2} \mathrm{~d} S \mathrm{~d} \tau+\liminf _{M \rightarrow+\infty}\left\|u^{M}(s, \cdot)\right\|_{L^{2}(\Omega)}^{2} \tag{4.12}
\end{align*}
$$

Recall that $u \in C_{\mathrm{loc}}\left([0,+\infty) ; w-L_{\sigma, \tan }^{2}(\Omega)\right)$. This extra regularity enables us to deduce that (4.12) holds true for all $t \geqslant s$. Finally, since $u^{M}$ converges to $u$ strongly in $L_{\text {loc }}^{2}\left((0,+\infty) ; L_{\sigma, \tan }^{2}(\Omega)\right)$ it follows that, again passing to subsequences as needed, $u^{M}(s)$ converges to $u(s)$ strongly in $L_{\sigma, \tan }^{2}(\Omega)$ for almost every $s$. This concludes the proof of (4.7).

Next, we note that, by virtue of Proposition 4.3, we have that the sequence $u^{M}$ also satisfies

$$
\begin{aligned}
& \int_{\Omega}\left\{\left(\partial_{t} u^{M}\right) \cdot v_{j}+\left[\left(u^{M} \cdot \nabla\right) u^{M}\right] \cdot v_{j}\right\} \mathrm{d} x \\
& \quad=-\nu\left(\int_{\Omega} 2 S u^{M}: S v_{j} \mathrm{~d} x+\int_{\partial \Omega} \alpha u^{M} \cdot v_{j} \mathrm{~d} S\right)
\end{aligned}
$$

Once again we multiply this identity by $g_{j}^{M}$ and sum in $j$ to obtain

$$
\begin{equation*}
\frac{d}{d t}\left\|u^{M}\right\|_{L^{2}(\Omega)}^{2} \leqslant-4 \nu\left\|S u^{M}\right\|_{L^{2}(\Omega)}^{2}-2 \nu \int_{\partial \Omega} \alpha\left|u^{M}\right|^{2} \mathrm{~d} S \tag{4.13}
\end{equation*}
$$

The differential inequality (4.13) is analogous to (4.9) and so we may proceed with the same steps as in the proof of (4.7) to arrive at (4.8).

Finally, note that $s=0$ is a distinguished time since, by construction, $u^{M}(0)$ converges strongly to $u(0)=u_{0}$ when $M \rightarrow+\infty$.

This concludes the proof.

Definition 4.5. Fix $\alpha \in C^{0}(\partial \Omega)$ and $u_{0} \in L_{\sigma, \tan }^{2}(\Omega)$. Let $u \in C_{\mathrm{loc}}([0,+\infty) ; w-$ $\left.L_{\sigma, \tan }^{2}(\Omega)\right) \cap L_{\mathrm{loc}}^{2}\left((0,+\infty) ; H_{\sigma, \tan }^{1}(\Omega)\right)$, with $\partial_{t} u \in L_{\mathrm{loc}}^{4 / 3}\left((0,+\infty) ;\left(H_{\sigma, \tan }^{1}(\Omega)\right)^{\prime}\right)$, be a weak solution of (1.1) with initial data $u_{0}$. We say $u$ is a LerayHopf weak solution if, additionally, for almost every $s \geqslant 0$, and for $s=0$, and every $t \geqslant s$, $u$ satisfies both energy inequalities (4.7) and (4.8).

Remark 4.6. Since $\partial_{t} u \in L_{\mathrm{loc}}^{4 / 3}\left((0,+\infty) ;\left(H_{\sigma, \tan }^{1}(\Omega)\right)^{\prime}\right)$ it is standard to extend the definition of weak solution so as to allow for time-independent test vector fields $\Phi \in C_{\sigma, \tan }^{\infty}(\bar{\Omega})$. For such test vector fields the identity (4.6) should be substituted by

$$
\begin{gather*}
\int_{0}^{t} \int_{\Omega}[(u \cdot \nabla) \Phi] \cdot u \mathrm{~d} x \mathrm{~d} s+\int_{\Omega} \Phi(x) \cdot\left[u_{0}(x)-u(t, x)\right] \mathrm{d} x \\
=\nu \int_{0}^{t}\left(\int_{\Omega} 2 S \Phi: S u \mathrm{~d} x+\int_{\partial \Omega} \alpha \Phi \cdot u \mathrm{~d} S\right) \mathrm{d} s . \tag{4.14}
\end{gather*}
$$

We will make use of this alternative formulation later in this work.

## 5. Symmetric Poincaré inequality

In Theorem 4.4 we obtained the existence of a weak solution to (1.1) which satisfies two different energy inequalities. In the remainder of this article, we will be showing that, under appropriate hypotheses on the friction coefficient $\alpha$, we can prove exponential decay of the weak solution in energy norm. A crucial tool to prove such results are Poincaré-type inequalities. In this section we obtain such an inequality in terms of the symmetric part of the Jacobian of $u$; this is related to Korn's inequality in $H_{0}^{1}$, see [3, Remark IV.7.3, (IV.87)].

Recall the notation $\operatorname{Ker} S:=\left\{u \in H_{\sigma, \tan }^{1}(\Omega) \mid S u=0\right\}$ and $(\operatorname{Ker} S)^{\perp}:=$ $\left\{u \in H_{\sigma, \text { tan }}^{1}(\Omega) \mid \int_{\Omega} u \cdot v \mathrm{~d} x=0\right.$ for all $\left.v \in \operatorname{Ker} S\right\}$.

Proposition 5.1. There exists a constant $C=C(\Omega)>0$ such that, for all $u \in(\operatorname{Ker} S)^{\perp}$, it holds that

$$
\begin{equation*}
\|u\|_{L^{2}(\Omega)} \leqslant C\|S u\|_{L^{2}(\Omega)} . \tag{5.1}
\end{equation*}
$$

Proof. The proof proceeds in three steps.
Step 1. We claim that there is a constant $K>0$ such that, for all $u \in H_{\sigma, \tan }^{1}(\Omega)$ it holds that

$$
\|D u\|_{L^{2}(\Omega)} \leqslant 2\|S u\|_{L^{2}(\Omega)}+K\|\lambda\|_{L^{\infty}(\partial \Omega)}\|u\|_{L^{2}(\Omega)} .
$$

To see this let $u \in H_{\sigma, \tan }^{1}(\Omega)$ and observe that, in (4.5), through a density argument, we can use $\Phi=u$. This eventually yields

$$
\int_{\Omega}|D u|^{2} \mathrm{~d} x=2 \int_{\Omega}|S u|^{2} \mathrm{~d} x+\int_{\partial \Omega} u \cdot d \boldsymbol{n}(u) \mathrm{d} S .
$$

Therefore, using the trace inequality, followed by Young's inequality, we obtain

$$
\begin{aligned}
\|D u\|_{L^{2}(\Omega)}^{2} & \leqslant 2\|S u\|_{L^{2}(\Omega)}^{2}+\|\lambda\|_{L^{\infty}(\partial \Omega)}\|u\|_{L^{2}(\partial \Omega)}^{2} \\
& \leqslant 2\|S u\|_{L^{2}(\Omega)}^{2}+K\|\lambda\|_{L^{\infty}(\partial \Omega)}\|u\|_{L^{2}(\Omega)}\|D u\|_{L^{2}(\Omega)} \\
& \leqslant 2\|S u\|_{L^{2}(\Omega)}^{2}+\frac{\left(K\|\lambda\|_{L^{\infty}(\partial \Omega)}\right)^{2}}{2}\|u\|_{L^{2}(\Omega)}^{2}+\frac{\|D u\|_{L^{2}(\Omega)}^{2}}{2} .
\end{aligned}
$$

Hence,

$$
\|D u\|_{L^{2}(\Omega)}^{2} \leqslant 4\|S u\|_{L^{2}(\Omega)}^{2}+\left(K\|\lambda\|_{L^{\infty}(\partial \Omega)}\right)^{2}\|u\|_{L^{2}(\Omega)}^{2},
$$

from which the claim follows easily.
Step 2. Next, we claim that there exists $C>0$ such that, for all $u \in(\operatorname{Ker} S)^{\perp}$, we have

$$
\|u\|_{L^{2}(\Omega)} \leqslant C\|S u\|_{L^{2}(\Omega)}+\frac{1}{2 K\|\lambda\|_{L^{\infty}(\partial \Omega)}}\|D u\|_{L^{2}(\Omega)}
$$

where $K$ is precisely the constant from Step 1 . We argue by contradiction: assume it is not so. Then, for every $N \in \mathbb{N}$, there exists $u_{N} \in(\operatorname{Ker} S)^{\perp}$ such that

$$
\left\|u_{N}\right\|_{L^{2}(\Omega)}>N\left\|S u_{N}\right\|_{L^{2}(\Omega)}+\frac{1}{2 K\|\lambda\|_{L^{\infty}(\partial \Omega)}}\left\|D u_{N}\right\|_{L^{2}(\Omega)}
$$

Dividing the inequality above by $\left\|u_{N}\right\|_{L^{2}(\Omega)}$ we may assume, without loss of generality, that $\left\|u_{N}\right\|_{L^{2}(\Omega)}=1$, so that

$$
\begin{aligned}
1 & >N\left\|S u_{N}\right\|_{L^{2}(\Omega)}+\frac{1}{2 K\|\lambda\|_{L^{\infty}(\partial \Omega)}}\left\|D u_{N}\right\|_{L^{2}(\Omega)} \\
& \geqslant \frac{1}{2 K\|\lambda\|_{L^{\infty}(\partial \Omega)}}\left\|D u_{N}\right\|_{L^{2}(\Omega)} .
\end{aligned}
$$

In particular, this means that $\left\{u_{N}\right\}$ is a bounded sequence in $H_{\sigma, \text { tan }}^{1}(\Omega)$. Thus, passing to a subsequence as needed, we may assume that $u_{N}$ converges weakly in $H_{\sigma, \tan }^{1}(\Omega)$ to some $u$. Since $H_{\sigma, \tan }^{1}(\Omega)$ is compactly imbedded in $L_{\sigma, \tan }^{2}(\Omega)$ it follows that $\|u\|_{L^{2}(\Omega)}=1$. However, since

$$
\begin{aligned}
\frac{1}{N} & >\left\|S u_{N}\right\|_{L^{2}(\Omega)}+\frac{1}{2 K\|\lambda\|_{L^{\infty}(\partial \Omega)} N}\left\|D u_{N}\right\|_{L^{2}(\Omega)} \\
& \geqslant\left\|S u_{N}\right\|_{L^{2}(\Omega)}
\end{aligned}
$$

it follows that $S u=0$. But originally we had $u_{N} \in(\operatorname{Ker} S)^{\perp}$ so, since (Ker $S)^{\perp}$ is a closed subspace of $H_{\sigma, \tan }^{1}(\Omega)$ (and of $L_{\sigma, \tan }^{2}(\Omega)$ ), it follows that $u \in \operatorname{Ker} S \cap \operatorname{Ker} S^{\perp}$, i.e. $u=0$, a contradiction with $\|u\|_{L^{2}}=1$.

Step 3. We put together the results in Steps 1 and 2 to conclude:

$$
\begin{aligned}
\|u\|_{L^{2}(\Omega)} & \leqslant C\|S u\|_{L^{2}(\Omega)}+\frac{1}{2 K\|\lambda\|_{L^{\infty}(\partial \Omega)}}\|D u\|_{L^{2}(\Omega)} \\
& \leqslant C\|S u\|_{L^{2}(\Omega)}+\frac{1}{2 K\|\lambda\|_{L^{\infty}(\partial \Omega)}}\left(2\|S u\|_{L^{2}(\Omega)}+K\|\lambda\|_{L^{\infty}(\partial \Omega)}\|u\|_{L^{2}(\Omega)}\right) \\
& \leqslant\left(C+\frac{1}{K\|\lambda\|_{L^{\infty}(\partial \Omega)}}\right)\|S u\|_{L^{2}(\Omega)}+\frac{\|u\|_{L^{2}(\Omega)}}{2} .
\end{aligned}
$$

This yields the desired estimate and concludes the proof.

## 6. Exponential decay - Part 1

In this section, we put together the energy inequalities in Theorem 4.4 and the symmetric Poincaré-type inequality in Proposition 5.1 to obtain our first exponential decay results, using both energy inequalities and following the path in which such estimates are obtained in the no-slip case.

Theorem 6.1. Let $\Omega$ be a bounded, connected open set in $\mathbb{R}^{3}$, with smooth boundary. Consider $u_{0} \in L_{\sigma, \tan }^{2}(\Omega)$ and let $u$ be a Leray-Hopf weak solution of the incompressible Navier-Stokes equations (1.1) with Navier boundary conditions and initial data $u_{0}$, according to Definition 4.5. Then we have:
(1) If $\Omega$ is such that $\operatorname{Ker} S=\{0\}$ and if the friction coefficient $\alpha=\alpha(x) \geqslant 0$ for all $x \in \partial \Omega$, then $u \rightarrow 0$ strongly in $L^{2}(\Omega)$, exponentially fast, as $t \rightarrow+\infty$. More precisely, there exists $C>0$ such that $\|u(t)\|_{L^{2}(\Omega)} \leqslant\left\|u_{0}\right\|_{L^{2}(\Omega)} \exp (-C \nu t)$.
(2) If the friction coefficient $\alpha=\alpha(x)>0, x \in \partial \Omega$, then, with no further restrictions on $\Omega$, the same conclusion above holds true.

Proof. Let us begin by assuming that $\Omega$ is such that $\operatorname{Ker} S=\{0\}$. In this case we can use the Poincaré-type inequality in Proposition 5.1. Recall the energy inequality (4.8), valid for a.e. $s \geqslant 0$ and for $s=0$ and for every $t \geqslant s$, which we rewrite as

$$
\|u(t)\|_{L^{2}}^{2} \leqslant\|u(s)\|_{L^{2}}^{2}-4 \nu \int_{s}^{t}\|S u\|_{L^{2}}^{2} \mathrm{~d} \tau-2 \nu \int_{s}^{t} \int_{\partial \Omega} \alpha|u|^{2} \mathrm{~d} S \mathrm{~d} \tau .
$$

Now, under the additional assumption that $\alpha \geqslant 0$ and using (5.1), it follows that

$$
\|u(t)\|_{L^{2}}^{2} \leqslant\|u(s)\|_{L^{2}}^{2}-\frac{4 \nu}{C} \int_{s}^{t}\|u(\tau)\|_{L^{2}}^{2} \mathrm{~d} \tau
$$

Use the version of Grönwall's inequality in Proposition A. 1 with $y(t)=$ $\|u(t)\|_{L^{2}}^{2}$ and $K=4 \nu / C$ to conclude the proof of item (1).

Next, assume only that $\alpha>0$. Let $\eta \in(0,1)$. Taking a convex combination of the energy inequalities (4.7) and (4.8) produces the estimate

$$
\begin{align*}
\|u(t)\|_{L^{2}}^{2} & +2 \nu \eta \int_{s}^{t}\|D u\|_{L^{2}}^{2} \mathrm{~d} \tau+4 \nu(1-\eta) \int_{s}^{t}\|S u\|_{L^{2}}^{2} \mathrm{~d} \tau \\
& \leqslant\|u(s)\|_{L^{2}}^{2}+2 \nu \eta \int_{s}^{t} \int_{\partial \Omega}\left(\|\lambda\|_{L^{\infty}(\partial \Omega)}-\alpha\right)|u|^{2} \mathrm{~d} S \mathrm{~d} \tau \\
& -2 \nu(1-\eta) \int_{s}^{t} \int_{\partial \Omega} \alpha|u|^{2} \mathrm{~d} S \mathrm{~d} \tau \\
& =\|u(s)\|_{L^{2}}^{2}-2 \nu \int_{s}^{t} \int_{\partial \Omega}\left(\alpha-\eta\|\lambda\|_{L^{\infty}(\partial \Omega)}\right)|u|^{2} \mathrm{~d} S \mathrm{~d} \tau \tag{6.1}
\end{align*}
$$

Again, this is valid for a.e. $s \geqslant 0$ and for $s=0$ and for every $t \geqslant s$.
Since $\alpha \in C^{0}(\partial \Omega)$, with $\partial \Omega$ compact, and because $\alpha>0$, we can choose

$$
0<\eta=\min \left\{\frac{\min _{x \in \partial \Omega} \alpha(x)}{\|\lambda\|_{L^{\infty}(\partial \Omega)}}, \frac{1}{2}\right\}<1
$$

This allows us to discard the term with the boundary integral.
We may thus re-write (6.1) as

$$
\|u(t)\|_{L^{2}}^{2} \leqslant\|u(s)\|_{L^{2}}^{2}-2 \nu \eta \int_{s}^{t}\|D u\|_{L^{2}}^{2} \mathrm{~d} \tau-4 \nu(1-\eta) \int_{s}^{t}\|S u\|_{L^{2}}^{2} \mathrm{~d} \tau
$$

so that, discarding additionally the term with the symmetric derivative and using the classical Poincaré inequality, valid since $u$ has vanishing mean, we deduce that

$$
\|u(t)\|_{L^{2}}^{2} \leqslant\|u(s)\|_{L^{2}}^{2}-\frac{2 \nu \eta}{C} \int_{s}^{t}\|u(\tau)\|_{L^{2}}^{2} \mathrm{~d} \tau
$$

Using once more Proposition A. 1 with $y(t)=\|u(t)\|_{L^{2}}^{2}$ and $K=$ $2 \nu \eta / C$ we establish item (2).

This concludes the proof.

## 7. Exponential decay - Part 2

In this last section we will address the large time behavior of solutions of the incompressible Navier-Stokes equations with Navier boundary conditions when the friction coefficient $\alpha$ vanishes identically on the boundary of the domain. We have already considered this for domains $\Omega$ such that $\operatorname{Ker} S=\{0\}$, so we now concentrate only on fluid domains for which Ker $S \neq\{0\}$. Recall that Ker $S$ was defined as a subspace of $H_{\sigma, \tan }^{1}(\Omega)$ so, in particular, vector fields in Ker $S$ must be tangent to $\partial \Omega$. As usual we assume $\Omega$ is a bounded, smooth, open set in $\mathbb{R}^{3}$, with smooth boundary and not necessarily simply connected.

We begin with a well-known elementary characterization of vector fields $w=w(x)$ in $\mathbb{R}^{3}$ for which $S w=0$.

Lemma 7.1. Let $w=w(x) \in H^{1}(\Omega)$ be a vector field such that $S w=0$ for all $x \in \Omega$. Then there exist constant vectors $a, b \in \mathbb{R}^{3}$ such that

$$
w(x)=a+b \wedge x .
$$

Moreover, $\int_{\Omega} w \mathrm{~d} x=a$ and $\operatorname{curl} w=b$.
The proof of Lemma 7.1 can be found in [3, Lemma IV.7.5]; see also [19, Chapter 1, Lemma 1.1].

Equivalently stated, the result in Lemma 7.1 is that an $H^{1}(\Omega)$ vector field $w$ for which $S w=0$ is the infinitesimal generator of the motion of a rigid body; that is, translation and rotation about an (at least one) axis. With this in mind it is intuitively clear that if, additionally, such a vector field is non-zero and tangent to the boundary of a bounded domain $\Omega$, then $\Omega$ is a solid of revolution around an axis. In the following proposition we will formalize this statement along with a partial converse.

Proposition 7.2. Assume that $\Omega$ is a bounded, smooth, connected domain in $\mathbb{R}^{3}$.
(1) Let $b \in \mathbb{R}^{3}, b \neq 0$. If $\Omega$ is a solid of revolution with symmetry axis $s \mapsto a+s b, s \in \mathbb{R}$, then $(b \wedge(x-a)) \cdot \boldsymbol{n}=0$ for every $x \in \partial \Omega, \boldsymbol{n}=\boldsymbol{n}(x)$.
(2) Conversely, let $a, b \in \mathbb{R}^{3}, b \neq 0$, and consider the vector field $w=w(x)=a+b \wedge x$. Assume that $w \cdot \boldsymbol{n}=0$ for every $x \in \partial \Omega$, $\boldsymbol{n}=\boldsymbol{n}(x)$. Then $w(x)=b \wedge(x-c)$ for some $c \in \mathbb{R}^{3}$ and $\Omega$ is a solid of revolution with symmetry axis $s \mapsto c+s b, s \in \mathbb{R}$.

Proof. To see the first statement let us take, without loss of generality, $a=(0,0,0)$ and $b=(0,0,1)=\mathbf{e}_{3}$, otherwise change variables. Assume
that $\Omega$ is a solid of revolution with respect to the $z$-axis. Equivalently, we suppose that (the components of) $\partial \Omega$ is (are concentric surfaces) given by $f\left(\sqrt{x_{1}^{2}+x_{2}^{2}}, x_{3}\right)=0$, for some smooth real-valued function(s) $f$ for which 0 is a regular value. The normal vector, at any point on $\partial \Omega$, is, hence, a linear combination of $x_{H}:=\left(x_{1}, x_{2}, 0\right)$ and $\mathbf{e}_{3}$. The desired conclusion follows once we observe that $b \wedge x \equiv \mathbf{e}_{3} \wedge x=\left(-x_{2}, x_{1}, 0\right)$.

We introduce the notation $x_{H}^{\perp}:=\left(-x_{2}, x_{1}, 0\right)$.
For the second statement let us, again, assume without loss of generality that $b=\mathbf{e}_{3}$, otherwise we choose a different coordinate system.

Assume, first, that $a \cdot b=0$. In this case there exists $c \in \mathbb{R}^{3}$ such that $a=b \wedge c$ and we may translate our coordinate system so as to assume, again without loss of generality, that $a=0$. Summarizing, we wish to show that, if $\left[\mathbf{e}_{3} \wedge x\right] \cdot \boldsymbol{n}=0$ on $\partial \Omega$, then $\Omega$ is invariant under rotation around the $z$-axis. Since $\Omega$ is smooth it follows that (each component of) $\partial \Omega$ is a level set of a smooth real-valued function $f$ at a regular value of $f$; this is a consequence of the Collar Neighborhood theorem. In particular, $\nabla f \neq 0$ is smooth and parallel to $\boldsymbol{n}$. Let $\widehat{x_{H}}:=x_{H} /\left|x_{H}\right|$ and $\widehat{x_{H}^{\perp}}:=x_{H}^{\perp} /\left|x_{H}\right|$. Then $\nabla f(x)$ may be decomposed uniquely as a linear combination of $\widehat{x_{H}}, \widehat{x_{H}^{\perp}}$ and $\mathbf{e}_{3}$ and, if $0=\left[\mathbf{e}_{3} \wedge x\right] \cdot \boldsymbol{n}=x_{H}^{\perp} \cdot \boldsymbol{n}$, it follows that $\nabla f \cdot \widehat{x_{H}^{\perp}}=0$. This means there is no azimuthal component of $\nabla f$, that is, $f(x)=f\left(\sqrt{x_{1}^{2}+x_{2}^{2}}, x_{3}\right)$. Thus $\Omega$ is invariant under rotation around the $z$-axis, as desired.

Lastly, suppose $a \cdot b \neq 0$. Writing $a=a_{H}+a_{3} b$ and translating away $c$ such that $a_{H}=b \wedge c$ we can assume further, without loss of generality, that $a=a_{3} b=\left(0,0, a_{3}\right)$, with $a_{3} \neq 0$. From $[a+b \wedge x] \cdot \boldsymbol{n}=0$ it follows that $\left(a_{3} \mathbf{e}_{3}+x_{H}^{\perp}\right) \cdot \nabla f=0$. Hence $a_{3} \partial_{x_{3}} f+\nabla f \cdot x_{H}^{\perp}=0$ on $\partial \Omega$. Since $\Omega$ was assumed to be bounded it follows that there are, at least, two points $P_{1}$ and $P_{2}$ on $\partial \Omega$ at which $\nabla f$ is parallel to $b=\mathbf{e}_{3}$. In particular, $\nabla f \cdot x_{H}^{\perp}=0$ at $P_{1}$ and $P_{2}$. It follows that $a_{3} \partial_{x_{3}} f=0$ at $P_{1}$ (and at $P_{2}$ ) and, since $a_{3} \neq 0, \partial_{x_{3}} f$ vanishes at $P_{1}$ (and at $P_{2}$ ). Since $\nabla f$ is parallel to $\mathbf{e}_{3}$ at $P_{1}$ (and at $P_{2}$ ) we conclude that $\nabla f\left(P_{1}\right)=0\left(\right.$ and $\nabla f\left(P_{2}\right)=0$ as well), which is not possible. We deduce that this last case does not arise and, with this, we conclude the proof.

The following result is an immediate consequence of Lemmas 7.1 and 7.2.

Corollary 7.3. Let $\Omega$ be a bounded, smooth, connected domain in $\mathbb{R}^{3}$. Then
(1) $\operatorname{Ker} S=\{0\}$ if $\Omega$ is not invariant under rotation around an axis;
(2) $\operatorname{dim} \operatorname{Ker} S=1$ if $\Omega$ is invariant under rotation around a single axis;
(3) $\operatorname{dim} \operatorname{Ker} S=3$ if $\partial \Omega$ is a (are concentric) sphere(s).

We introduced $\operatorname{Ker} S$ as a subspace of $H_{\sigma, \tan }^{1}(\Omega)$. We wish to consider the natural extension of $S$ to $L_{\sigma, \tan }^{2}(\Omega)$, with values in $H^{-1}(\Omega)$; it's kernel, a subspace of $L_{\sigma, \tan }^{2}(\Omega)$, will still be denoted Ker $S$. We consider the orthogonal decomposition $L_{\sigma, \tan }^{2}(\Omega)=(\operatorname{Ker} S)^{\perp} \oplus \operatorname{Ker} S$, with respect to the $L^{2}$-inner product. For each $v \in L_{\sigma, \tan }^{2}(\Omega)$ we denote the $L^{2}$-projection of $v$ onto $\operatorname{Ker} S$ by $\operatorname{Proj}_{\text {Ker } S} v$.

The proposition below actually encompasses two facts in the case $\alpha=$ 0 . The first one is that infinitesimal generators of rigid rotations are stationary solutions of (1.1). This is not surprising, given the physics of the problem. The second fact, which is not obvious, is that for any weak solution $v$ of (1.1), satisfying (4.14), we have that $\operatorname{Proj}_{\text {Ker } S} v$ is a conserved quantity.

Proposition 7.4. Let u be a weak solution of the incompressible NavierStokes equations with Navier boundary conditions, (1.1) with vanishing friction coefficient. Then the vector field $\operatorname{Proj}_{\text {Ker } S} u$ is a stationary weak solution of (1.1).

Proof. Let us assume that $\operatorname{Ker} S \neq\{0\}$, otherwise the result is trivial.
By Proposition 7.2 this means that $\Omega$ is a rotationally invariant domain around some axis of symmetry. From Corollary 7.3 we have Ker $S$ is either 1-dimensional or 3-dimensional.

Let us assume, first, that $\operatorname{dim} \operatorname{Ker} S=1$, so that $\Omega$ is invariant around a single axis. Let $b$ be a unit vector in the direction of the axis of symmetry of $\Omega$. We may assume, as usual, that $b=\mathbf{e}_{3}$. Recall Lemma 7.1, from which we deduce, together with the proof of Proposition 7.2, that $\operatorname{Ker} S=\{\beta b \wedge(x-c), \beta \in \mathbb{R}\}$. We may assume, without loss of generality, that $c=0$, by translating the coordinate system. In this case $\operatorname{Ker} S=\left\{\beta x_{H}^{\perp}, \beta \in \mathbb{R}\right\}$. Let $C=C_{\Omega}:=\left(\left\|x_{H}^{\perp}\right\|_{L^{2}(\Omega)}^{2}\right)^{-1}$. Then

$$
\operatorname{Proj}_{\mathrm{Ker} S} u=C\left(\int_{\Omega} u \cdot x_{H}^{\perp} \mathrm{d} x\right) x_{H}^{\perp} .
$$

Let us denote $W:=\operatorname{Proj}_{\text {Ker } S} u$. We will show that $W$ satisfies the weak formulation provided in (4.14), with $\alpha=0$, and that $W(t, \cdot) \equiv W_{0}(\cdot)$. In other words, for any $\Phi \in C_{\sigma, \tan }^{\infty}(\bar{\Omega})$, we show that

$$
\int_{0}^{t} \int_{\Omega}[(W \cdot \nabla) \Phi] \cdot W \mathrm{~d} x \mathrm{~d} s+\int_{\Omega} \Phi(x) \cdot\left[W_{0}(x)-W(t, x)\right] \mathrm{d} x
$$

$$
\begin{equation*}
=2 \nu \int_{0}^{t}\left(\int_{\Omega} S \Phi: S W\right) \mathrm{d} x \mathrm{~d} s \tag{7.1}
\end{equation*}
$$

We identify each of the three terms above.
First we observe that, since $W \in \operatorname{Ker} S$, it is immediate that the right-hand-side term of (7.1) vanishes.

Next, because $x_{H}^{\perp}$ is smooth and tangent to $\partial \Omega$, it is possible to integrate by parts, in $x$, the nonlinear term, obtaining:

$$
\int_{0}^{t} \int_{\Omega}[(W \cdot \nabla) \Phi] \cdot W \mathrm{~d} x \mathrm{~d} s=-\int_{0}^{t} \int_{\Omega}[(W \cdot \nabla) W] \cdot \Phi \mathrm{d} x \mathrm{~d} s
$$

A direct calculation yields

$$
x_{H}^{\perp} \cdot \nabla x_{H}^{\perp}=-x_{H}=-\nabla\left(\frac{\left|x_{H}\right|^{2}}{2}\right) .
$$

Therefore, since div $\Phi=0$ and $\Phi$ is tangent to $\partial \Omega$, it follows that the nonlinear term in (7.1) also vanishes.

Lastly, we will show that the second term on the left-hand-side of (7.1) vanishes, thereby establishing (7.1).

Recall $u$ is a weak solution of (1.1), thus it satisfies (4.14), with $\alpha=0$, for any test vector field in $C_{\sigma, \tan }^{\infty}(\bar{\Omega})$. We use $\Phi=x_{H}^{\perp} \in C_{\sigma, \tan }^{\infty}(\bar{\Omega})$ and we note that, just as for $W, S x_{H}^{\perp}=0$. Additionally, it is straightforward to verify that the nonlinear term $\left[(u \cdot \nabla) x_{H}^{\perp}\right] \cdot u=0$. Using this information in (4.14) leaves us with

$$
\begin{equation*}
\int_{\Omega} x_{H}^{\perp} \cdot\left[u_{0}(x)-u(t, x)\right] \mathrm{d} x=0 . \tag{7.2}
\end{equation*}
$$

Clearly, this implies that $W(t, x)=W_{0}(x), x \in \Omega$. Thus $W$ is a stationary (weak) solution of (1.1). This concludes the proof in the case $\operatorname{dim} \operatorname{Ker} S=1$.

The remaining case, $\operatorname{dim} \operatorname{Ker} S=3$, corresponds to $\partial \Omega$ being a sphere or concentric spheres. Without loss of generality we assume, again, that the center of the sphere or concentric spheres is $c=0$. In this case all three unit vectors $\mathbf{e}_{1}, \mathbf{e}_{2}$ and $\mathbf{e}_{3}$ are directions of axes of symmetry of $\Omega$ and, using Lemma 7.1 and Proposition 7.2, we obtain that $\operatorname{Ker} S$ is generated by $\left\{\mathbf{e}_{1} \wedge x, \mathbf{e}_{2} \wedge x, \mathbf{e}_{3} \wedge x\right\}$. Writing explicitly each of these vector products we have
$\operatorname{Ker} S=\left\{\alpha\left(0,-x_{3}, x_{2}\right)+\beta\left(x_{3}, 0,-x_{1}\right)+\gamma\left(-x_{2}, x_{1}, 0\right), \alpha, \beta, \gamma \in \mathbb{R}\right\}$.
Let us introduce the notations $Y_{1}:=\left(0,-x_{3}, x_{2}\right), Y_{2}:=\left(x_{3}, 0,-x_{1}\right)$ and $Y_{3}:=\left(-x_{2}, x_{1}, 0\right)$; note that $x_{H}^{\perp}=Y_{3}$. Furthermore, by symmetry,
$Y_{i}$ and $Y_{j}$ are $L^{2}$-orthogonal if $i \neq j$. We find, hence,

$$
\operatorname{Proj}_{\text {Ker } S} u=\sum_{i=1}^{3} \frac{1}{\left\|Y_{i}\right\|_{L^{2}}}\left(\int_{\Omega} u \cdot Y_{i} \mathrm{~d} x\right) Y_{i} .
$$

We want to show that $\operatorname{Proj}_{\text {Ker } S} u$ is a time-independent weak solution of (1.1) with $\alpha=0$. As before, let $W:=\operatorname{Proj}_{\text {Ker } S} u$ and consider identity (7.1), with $\Phi \in C_{\sigma, \tan }^{\infty}(\bar{\Omega})$. Clearly the right-hand-side, once again, vanishes. To show that the nonlinear term vanishes it is enough to show that, for any $\alpha=\alpha(t), \beta=\beta(t), \gamma=\gamma(t)$,

$$
\left[\left(\alpha Y_{1}+\beta Y_{2}+\gamma Y_{3}\right) \cdot \nabla\right]\left(\alpha Y_{1}+\beta Y_{2}+\gamma Y_{3}\right)
$$

is a gradient vector field, something which can be easily explicitly checked; we omit the calculation. Lastly, we consider the second term on the left-hand-side of (7.1). To conclude the proof that $W$ is a stationary weak solution it is enough to show that

$$
\begin{equation*}
\left(\int_{\Omega} u \cdot Y_{i} \mathrm{~d} x\right) Y_{i} \quad \text { is time-independent, for } i=1,2,3 \tag{7.3}
\end{equation*}
$$

The proof of (7.3) is the same as the proof of (7.2) in the case dim Ker $S=$ 1 , using, instead of $\Phi=x_{H}^{\perp}$, the test vector fields $\Phi=Y_{i} \in C_{\sigma, \text { tan }}^{\infty}(\bar{\Omega})$, $i=1,2,3$.

Finally, still in the frictionless case $\alpha=0$, we prove decay of the weak solution with initial data $u_{0}$ to the steady rigid rotation given by $\operatorname{Proj}_{\text {Ker } S} u_{0}$.

Theorem 7.5. Let u be a Leray-Hopf weak solution of (1.1) with friction coefficient $\alpha=0$. Then $u \rightarrow \operatorname{Proj}_{\mathrm{Ker} S} u_{0}$ exponentially fast as $t \rightarrow+\infty$. More precisely, there exist $C>0$ such that

$$
\begin{equation*}
\left\|u(t)-\operatorname{Proj}_{\text {Ker } S} u_{0}\right\|_{L^{2}(\Omega)} \leqslant\left\|u_{0}-\operatorname{Proj}_{\text {Ker } S} u_{0}\right\|_{L^{2}(\Omega)} \exp (-C \nu t) . \tag{7.4}
\end{equation*}
$$

Proof. We begin by recalling the energy inequality (4.8), substituting $\alpha=0$ :

$$
\begin{equation*}
\|u(t)\|_{L^{2}}^{2}+4 \nu \int_{s}^{t}\|S u\|_{L^{2}}^{2} \mathrm{~d} \tau \leqslant\|u(s)\|_{L^{2}}^{2} \tag{7.5}
\end{equation*}
$$

for a.e. $s \geqslant 0$ and for $s=0$ and for every $t \geqslant s$ Next we note that, since $u-\operatorname{Proj}_{\text {Ker } S} u$ is $L^{2}$-orthogonal to $\operatorname{Proj}_{\text {Ker } S} u$ and because $S\left(\operatorname{Proj}_{\text {Ker } S} u\right)=0,(7.5)$ can be re-written as

$$
\begin{aligned}
\left\|u(t)-\operatorname{Proj}_{\text {Ker } S} u(t)\right\|_{L^{2}}^{2} & +\left\|\operatorname{Proj}_{\text {Ker } S} u(t)\right\|_{L^{2}}^{2} \\
& +4 \nu \int_{s}^{t}\left\|S\left(u-\operatorname{Proj}_{\text {Ker } S} u\right)\right\|_{L^{2}}^{2} \mathrm{~d} \tau
\end{aligned}
$$

$$
\leqslant\left\|u(s)-\operatorname{Proj}_{\operatorname{Ker} S} u(s)\right\|_{L^{2}}^{2}+\left\|\operatorname{Proj}_{\text {Ker } S} u(s)\right\|_{L^{2}}^{2} .
$$

In view of Proposition 7.4 this inequality amounts to

$$
\begin{aligned}
\left\|u(t)-\operatorname{Proj}_{\text {Ker } S} u(t)\right\|_{L^{2}}^{2} & +4 \nu \int_{s}^{t}\left\|S\left(u-\operatorname{Proj}_{\text {Ker } S} u\right)\right\|_{L^{2}}^{2} \mathrm{~d} \tau \\
& \leqslant\left\|u(s)-\operatorname{Proj}_{\text {Ker } S} u(s)\right\|_{L^{2}}^{2} .
\end{aligned}
$$

Use the symmetric Poincaré-type inequality (5.1) to find

$$
\begin{aligned}
\| u(t)- & \operatorname{Proj}_{\text {Ker } S} u(t) \|_{L^{2}}^{2} \\
& \leqslant\left\|u(s)-\operatorname{Proj}_{\text {Ker } S} u(s)\right\|_{L^{2}}^{2}-C \nu \int_{s}^{t}\left\|u(\tau)-\operatorname{Proj}_{\operatorname{Ker} S} u(\tau)\right\|_{L^{2}}^{2} \mathrm{~d} \tau .
\end{aligned}
$$

Finally, using Proposition A. 1 with $y(t)=\left\|u(t)-\operatorname{Proj}_{\text {Ker } S} u(t)\right\|_{L^{2}}^{2}$ and $K=C \nu$ allows us to deduce (7.4) and conclude the proof.

## 8. Comments and conclusions

In this section we summarize what has been accomplished in this article, discuss the connection with related work, formulate a few open problems and discuss directions for future investigation.

Our main results are the existence of a Leray-type weak solution, with two versions of the corresponding energy inequality, and three long-time exponential decay estimates. The basic structure of the arguments are classical. Still, beyond closing a gap in the literature, the main point of this work is to account for the influence of the differential geometry of the boundary on this problem. This arises in several moments:

- We use Lemma 2.1 to obtain a weak formulation of the Navier boundary condition using the shape operator of the boundary, see Definition 2.2.
- We again use Lemma 2.1 to define the Stokes operator $\mathbb{A}$ in (3.2) and we use estimates on the principal curvatures of the boundary to prove its boundedness and coercivity, and the selfadjointness of the shape operator to prove that $\mathbb{A}$ itself is selfadjoint. This is needed for the construction of the basis of eigenfunctions in Proposition 3.2.
- Aside from the presence of the shape operator in Definition 2.2, used throughout in Theorem 4.1, we again use the shape operator to express the dissipation term in (1.1) in terms of the symmetric gradient in Proposition 4.3. This allows us to rewrite
identity (2.4) as (4.6), which does not depend explicitly on the geometry of the boundary.
- The weak solutions obtained satisfy two energy inequalities, namely (4.7) and (4.8), where only the former depends explicitly on the geometry of the boundary, through the bound on the principal curvatures.
- The constant in the symmetric Poincaré inequality in Proposition 5.1 depends on the bounds on the principal curvatures.
- The proof of the exponential decay in the case $\alpha>0$ uses both energy identities, juggling one against the other.
- The decay to steady state for domains which are solids of revolution does not involve the differential geometry of the boundary explicitly, as it relies on the energy identity (4.8) for the decay, but it still uses the symmetric Poincaré inequality Proposition 5.1. Furthermore, we make essential use of the geometry of the domain to characterize the vector fields in $\operatorname{Ker}(S)$.

From the discussion above we conclude that the geometric identity expressed in Lemma 2.1 is a key part of the present work.

Much of our analysis is inspired by the two-dimensional work done by Clopeau et al in [4]. Notably, the formulation of the Navier boundary conditions which makes explicit the influence of the geometry of the boundary is already present: see [4, Lemma 2.1]. Furthermore, their work depends on the construction of an appropriate Galerkin basis, which inspired the corresponding construction presented here.

We conclude this section with a discussion of future lines of research and open problems.

In a forthcoming paper, the authors study the two-dimensional problem, exploring existence of strong solutions and exponential decay in a higher norm. Our objective is to extend previous analysis by Kelliher in [12], complementing the analysis done for domains with holes and adding the discussion on exponential decay.

One interesting special case which we have left open in our analysis is exponential decay for domains which are solids of revolution and with friction coefficient $\alpha \geqslant 0$. Technically, our work does not extend to this situation, so a new idea is needed.

Lastly, given that dissipation is, in general, due to a combination of boundary friction and viscosity, it is natural to ask whether decay might still be true in situations where $\alpha$ is allowed to be negative. This is a case which might arise in flows with an active boundary, see [8].

## Appendix A.

In this Appendix we state and prove a version of Gronwall's inequality which is key to our exponential decay results. A special case of this result is implicitly contained in the proof of [18, Theorem 3.5.1].

Proposition A.1. Let $y \in L_{\mathrm{loc}}^{1}[0,+\infty)$ be a nonnegative function and let $K>0$. Assume that, for almost every $s \geqslant 0$ and for every $t \geqslant s$, it holds that

$$
\begin{equation*}
y(t) \leqslant y(s)-K \int_{s}^{t} y(\xi) \mathrm{d} \xi \tag{A.1}
\end{equation*}
$$

Assume, additionally, that (A.1) holds for $s=0$.
Then

$$
y(t) \leqslant y_{0} e^{-K t} \text { for all } t \geqslant 0
$$

Proof. Let $E \subset(0,+\infty)$ be such that $|E|=0$ and (A.1) holds for every $s \in E^{c}$. In particular we have, for every $s \in E^{c}$ and every $t \geqslant s$,

$$
\begin{equation*}
y(t) \leqslant y(s) \tag{A.2}
\end{equation*}
$$

Fix $\delta>0$.
Let $X_{0}=[0, \delta] \cap E^{c}$. Clearly $\left|X_{0}\right|=\delta$.
We define, recursively, the sets

$$
X_{n}=\left\{\tau \in X_{n-1} \text { such that } \tau+n \delta \in E^{c}\right\} .
$$

Observe that $X_{n}=X_{n-1} \cap\left\{\rho-n \delta\right.$ such that $\left.\rho \in E^{c} \cap[n \delta,(n+1) \delta]\right\}$.
We have, inductively, that $\left|X_{n}\right|=\delta$. Indeed, we already know $\left|X_{0}\right|=$ $\delta$. Suppose now that $\left|X_{n-1}\right|=\delta$. Clearly, $\left|E^{c} \cap[n \delta,(n+1) \delta]\right|=\delta$. It follows immediately that $\left|X_{n}\right|=\delta$ as the intersection of two subsets of $[0, \delta]$ of total measure.

Next observe that the sets $\left\{X_{n}\right\}$ are nested:

$$
\ldots X_{n} \subset X_{n-1} \subset X_{n-2} \subset \ldots \subset X_{0}
$$

Set

$$
X_{\infty} \equiv \cap_{n=0}^{\infty} X_{n}
$$

Then $\left|X_{\infty}\right|=\lim _{n \rightarrow \infty}\left|X_{n}\right|=\delta$. Consequently $X_{\infty} \neq \emptyset$.
It is easy to see that

$$
X_{\infty}=\left\{\tau \in[0, \delta] \text { such that } \tau+k \delta \in E^{c} \text { for all } k=0,1,2, \ldots\right\}
$$

Fix $\tau \in X_{\infty}$. Let $n \in\{0,1,2, \ldots\}$. Since $\tau+n \delta \in E^{c}$, it follows from our hypothesis (A.1) that

$$
\begin{equation*}
y(\tau+(n+1) \delta) \leqslant y(\tau+n \delta)-K \int_{\tau+n \delta}^{\tau+(n+1) \delta} y(\xi) \mathrm{d} \xi \tag{A.3}
\end{equation*}
$$

From (A.2) we obtain

$$
\begin{equation*}
y(\tau+(n+1) \delta) \leqslant y(\xi) \text { for every } \xi \in E^{c} \cap[\tau+n \delta, \tau+(n+1) \delta] \tag{A.4}
\end{equation*}
$$

Since the set $\{\xi \in[\tau+n \delta, \tau+(n+1) \delta]$ such that (A.4) does not hold $\}$ is contained in $E \cap[\tau+n \delta, \tau+(n+1) \delta]$, which has measure zero, it follows that

$$
\begin{equation*}
-K \int_{\tau+n \delta}^{\tau+(n+1) \delta} y(\xi) \mathrm{d} \xi \leqslant-K \delta y(\tau+(n+1) \delta) \tag{A.5}
\end{equation*}
$$

Inserting (A.5) into (A.3) and moving terms around we find

$$
\begin{equation*}
y(\tau+(n+1) \delta) \leqslant \frac{1}{1+K \delta} y(\tau+n \delta) . \tag{A.6}
\end{equation*}
$$

Set

$$
\theta=\frac{1}{1+K \delta}
$$

and iterate (A.6) backwards to deduce that

$$
\begin{equation*}
y(\tau+(n+1) \delta) \leqslant \theta^{n+1} y(\tau), \quad n=0,1,2, \ldots \tag{A.7}
\end{equation*}
$$

Of course (A.7) holds trivially for $n=-1$ so that

$$
\begin{equation*}
y(\tau+m \delta) \leqslant \theta^{m} y(0), \quad m=0,1,2, \ldots \tag{A.8}
\end{equation*}
$$

where we used, additionally, (A.2) with $s=0$ since $0 \in E^{c}$.
Let $t \geqslant \tau$. Then there exists $m \in\{0,1,2, \ldots\}$ such that

$$
\tau+m \delta \leqslant t \leqslant \tau+(m+1) \delta
$$

Because $0<\theta<1$ we have $\theta^{m} \leqslant \theta^{\frac{t-\tau}{\delta}-1}$. In addition, since $\tau+m \delta \in E^{c}$, $y(t) \leqslant y(\tau+m \delta)$ by (A.2). We use these estimates in (A.8) to get

$$
y(t) \leqslant \theta^{\frac{t-\tau}{\delta}-1} y(0), \text { for all } t \geqslant \tau
$$

We re-write this as

$$
\begin{equation*}
y(t) \leqslant\left(\frac{1}{1+K \delta}\right)^{(t-\tau) / \delta}(1+K \delta) y(0), \text { for all } t \geqslant \tau \tag{A.9}
\end{equation*}
$$

Recall that $X_{\infty} \subset[0, \delta]$ is a set of full measure. Therefore there exists a sequence $\left\{\tau_{j}\right\} \subset X_{\infty}$ such that $\tau_{j} \rightarrow 0$. Furthermore, the estimate (A.9) is true for $\tau=\tau_{j}, t \geqslant \tau_{j}$, for all $j$. Therefore, passing to the limit $j \rightarrow \infty$ gives

$$
\begin{equation*}
y(t) \leqslant(1+K \delta)^{-t / \delta}(1+K \delta) y(0), \text { for all } t \geqslant 0 \tag{A.10}
\end{equation*}
$$

Letting $\delta \rightarrow 0$ in (A.10) we conclude that

$$
y(t) \leqslant y(0) e^{-K t} \text { for all } t \geqslant 0,
$$

as desired.
This concludes the proof.

Second proof of Proposition A.1. Define the function $x:[0, \infty) \rightarrow$ $[0, \infty)$ by

$$
x(s)=\sup \{y(t): t>s\} .
$$

Then $x$ is decreasing (meaning non-increasing) by its definition, and we we will show that $x$ is right-continuous, $x=y$ a.e., and $x^{\prime}(t) \leqslant-K x(t)$ a.e..

We first show that $x$ is right-continuous.
Let $J$ be a set of full measure in $[0, \infty)$ for which (A.1) holds for every $s \in J$ and for every $t \geqslant s$. From (A.1),

$$
\begin{equation*}
s \in J, t \geqslant s \Longrightarrow y(t) \leqslant y(s) \tag{A.11}
\end{equation*}
$$

which gives that for $s \in J$,

$$
\begin{equation*}
x(s)=\sup \{y(t): t \in J, t>s\} . \tag{A.12}
\end{equation*}
$$

If $s \notin J$ and $t>s$ then $s<t^{\prime}<t$ for some $t^{\prime} \in J$, and $y\left(t^{\prime}\right) \geqslant y(t)$. This shows that (A.12) holds also for $s \in J^{c}$, giving (A.12) for all $s$.

Then, for any $t \in[0, \infty)$,

$$
x(s)=\sup _{\substack{t>s \\ t \in J}} y(t)=\sup _{\substack{t>s \\ t \in J}} \sup _{\substack{t^{\prime} \\ t^{\prime} \in J}} y\left(t^{\prime}\right)=\sup _{\substack{t>s \\ t \in J}} x(t)=\sup _{t>s} x(t) .
$$

The final equality holds because $x$ is decreasing. Then $\sup _{t>s} x(t)=$ $\lim _{t \rightarrow s^{+}} x(t)$, meaning that $x$ is right-continuous.

We now show that $x=y$ a.e..
It follows from the definition of $x$ that

$$
\begin{equation*}
x(s) \geqslant y(t) \text { for all } 0 \leqslant s<t \tag{A.13}
\end{equation*}
$$

and from (A.11) and (A.12) that

$$
\begin{equation*}
y(s) \geqslant x(s) \text { for all } s \in J \tag{A.14}
\end{equation*}
$$

and for all $s, s^{\prime} \in J$ with $s>0$ and $0 \leqslant s^{\prime}<s$,

$$
x\left(s^{\prime}\right) \geqslant y(s) \geqslant x(s)
$$

We see from this that $x=y$ at every positive point of continuity of $x$. But being monotonic, $x$ has only a countable number of discontinuities, so $x=y$ a.e.; hence, $x=y$ on $J^{\prime}$ for some full measure set $J^{\prime} \subseteq J$. It follows that

$$
x(t) \leqslant x(s)-K \int_{s}^{t} x(\tau) \mathrm{d} \tau
$$

for all $(s, t)$ in

$$
A:=\left\{(s, t): s \in J^{\prime}, t \in J^{\prime}, t>s\right\} .
$$

Hence, for all $(s, t) \in A$,

$$
\begin{equation*}
\frac{x(t)-x(s)}{t-s} \leqslant-K \frac{1}{t-s} \int_{s}^{t} x(\tau) \mathrm{d} \tau \tag{A.15}
\end{equation*}
$$

For any $s \in J^{\prime}$, we will take $t \rightarrow s^{+}, t \in J^{\prime}$ for both sides of (A.15). For the left side,

$$
\lim _{\substack{t \rightarrow s^{+} \\ t \in J^{\prime}}} \frac{x(t)-x(s)}{t-s}=\lim _{t \rightarrow s^{+}} \frac{x(t)-x(s)}{t-s}=x^{\prime}(s) \text { a.e.. }
$$

The first equality holds whenever the second limit exists, and the second limit, which is the right-derivative of $x(s)$, exists and equals $x^{\prime}(s)$ a.e., since $x$ is monotonic.

For the right side of (A.15),

$$
\lim _{\substack{t \rightarrow s^{+} \\ t \in J^{\prime}}} \frac{1}{t-s} \int_{s}^{t} x(\tau) \mathrm{d} \tau=\lim _{t \rightarrow s^{+}} \frac{1}{t-s} \int_{s}^{t} x(\tau) \mathrm{d} \tau=x(s) \text { everywhere, }
$$

where we used the right-continuity of $x$ to obtain the limit everywhere.
We conclude that

$$
x^{\prime}(s) \leqslant-K x(s) \text { a.e.. }
$$

Let $s_{0}=\inf \{s \geqslant 0: x(s)=0\}$, setting $s_{0}=\infty$ if $x$ never vanishes. Because $x$ is decreasing, $x(s)=0$ for all $s \geqslant s_{0}$.

Let $I=\left[0, s_{0}-\varepsilon\right]$ for arbitrary $\varepsilon \in\left(0, s_{0}\right)$. Then $x$ is bounded away from zero on $I$, so for almost all $s \in I$

$$
(\log x)^{\prime}(s) \leqslant-K
$$

Now, $\log x$ is decreasing, so by Lemma A.2,

$$
\log x(t)-\log x(0) \leqslant \int_{0}^{t}(\log x)^{\prime}(s) \mathrm{d} s \leqslant-K t
$$

from which $x(t) \leqslant x(0) e^{-K t}$ follows for all $t \in I$, and hence, in fact, for all $t \in\left[0, s_{0}\right)$ and then for all $t \geqslant 0$.

Because $0 \in J$, using (A.14), we have,

$$
x(t) \leqslant x(0) e^{-K t} \leqslant y(0) e^{-K t} .
$$

Then by (A.13), for $0 \leqslant s<t$,

$$
y(t) \leqslant x(s) \leqslant y(0) e^{-K s}
$$

Since this holds for all $0 \leqslant s<t$ it follows that $y(t) \leqslant y(0) e^{-K t}$ for all $t \geqslant 0$.

Lemma A.2. Let $f$ be decreasing on $\left[0, s_{0}\right)$. Then for all $[a, b] \subseteq\left[0, s_{0}\right)$,

$$
f(b)-f(a) \leqslant \int_{a}^{b} f^{\prime}(s) \mathrm{d} s
$$

Proof. See, for example, Theorem 3 Chapter 5 of [17], adapted to decreasing rather than increasing functions.
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