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Periodic systems feature the Hofstadter but-
terfly spectrum produced by Brown–Zak mini-
bands of electrons formed when magnetic field
flux through the lattice unit cell is commen-
surate with flux quantum and manifested by
magneto-transport oscillations. Quantum oscil-
lations, such as Shubnikov – de Haas effect and
Aharonov–Bohm effect, are also characteristic
for electronic systems with closed orbits in real
space and reciprocal space. Here we show the
intricate relation between these two phenomena
by tracing quantum magneto-oscillations to Lif-
shitz transitions in graphene superlattices, where
they persist even at relatively low fields and very
much above liquid-helium temperatures. The
oscillations originate from Aharonov–Bohm in-
terference on cyclotron trajectories that form
a kagomé-shaped network characteristic for Lif-
shitz transitions. In contrast to Shubnikov -
de Haas oscillations, the kagomé oscillations are
robust against thermal smearing and they can
be detected even when the Hofstadter butter-
fly spectrum is undermined by electron’s scat-
tering. We expect that kagomé quantum oscilla-
tions are generic to rotationally-symmetric two-
dimensional crystals close to Lifshitz transitions.

Lifshitz transitions [1] (LTs) are generic for the elec-
tronic bands in solids. They mark the sign change for the
effective mass of electrons, accompanied by saddle-point
features in electrons’ dispersion and van Hove singular-
ities in their density of states. In two-dimensional (2D)
crystals, a LT also singles out a band energy for which
disconnected closed-loop contours, ε(p) = const, merge
into a multiply-connected network. For most generic
LTs where the ’electron-like’ dispersion transforms into
’hole-like’ near its top, these constant-energy contours,
ε(p) = ELT, form networks, spanning across the entire
reciprocal space of a crystal (see an example in Fig. 1a).

Constant energy maps are important for magneto-
transport phenomena, as they fully determine the shape
of ballistic electron trajectories in a 2D metal subjected

to magnetic field, B = Bẑ. Because the electron’s dy-
namics is set by ṗ = eBẑ × ṙ and ṙ ≡ v = ∇pε(p), the
real-space trajectories can be obtained from constant-
energy contours by a 90◦ rotation and re-scaling using
a (eB)−1 factor, Fig. 1b. For closed-loop energy con-
tours, this transformation results in closed cyclotron tra-
jectories. Aharonov–Bohm interference along such tra-
jectories is known to lead to semiclassical Shubnikov–de
Haas oscillations (SdHO) that are forerunners of the fully
quantized electronic spectrum and the appearance of, for
example, the quantum Hall effect. In this report, we
show that multiply connected trajectories near Lifshitz
transitions (ε ≈ ELT), lead to a peculiar interference
contribution to conductivity which turns out to be in-
sensitive to thermal broadening of the Fermi step (unlike
SdHO) due to the trihexagonal geometry of these trajec-
tories (Fig. 1b) ), whereas the magnetic breakdown spans
the oscillations over a substantial interval of carrier den-
sities around LTs. We refer this behaviour as kagomé
oscillations, as the low-field forerunners of Brown–Zak
minibands [2–4] which determine the transport proper-
ties of the latter. Manifestations of the latter in quantum
oscillations of capacitance [5] and transport [6–8] have
been observed in several graphene superlattices at high
magnetic fields, and they were even seen to persist at
high-temperatures [7, 9]. Here, we show that the high-
temperature magneto-transport oscillations emerge from
kagomé oscillations near Lifshitz transitions in graphene
superlattices.

In Fig. 1a and Fig. S5 we illustrate a characteristic
LT contour for lattices which possess a C3 rotational
symmetry. The illustrated geometry of the LT con-
tour is generic for graphene minibands formed by moiré
superlattices (mSL) in graphene-hBN heterostructures
(G/hBN) [5, 7, 9, 12], twisted graphene bilayers [13, 14],
trilayers [15–17], and double-bilayers [18–21] (tDBLG).
It has the distinct form of a trihexagonal kagomé net-
work (which would be inverted for graphene’s K and K’
valleys), with a hexagonal part centered at γ and two
triangular shapes around κ and κ′ points of the mini
Brillouin zone of mSL. The corresponding hexagonal and
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FIG. 1. (a) Fermi contours for LT and dispersion map for the
1st miniband in the K-valley conduction band of a AB/BA
tDBLG (modelled using Hamiltonian described in Ref. [10]
for θ = 1.9◦ twist angle); κ, κ′ and γ mark the high-symmetry
points in the mini Brillouin zone of mSL. Red/blue indicate
miniband energies above/below ELT. (b) At the LT, ballistic
trajectories of electrons in a magnetic field form a trihexago-
nal kagomé network. Green and blue lines in (b) exemplify the
shortest paths responsible for quantum magneto-oscillations
at the LT, zoomed-in for E = ELT +ε. Note that both having
the same length, L. (c) Electrons scatter at the intersections
of paths linked to the saddle points in the band dispersion.

triangular areas in Fig. 1a are painted in red and blue, in-
dicating which parts of a particular miniband dispersion
are at the energies above and below ELT, respectively.
The example shown in Fig. 1 corresponds to the 1st mSL
miniband on the conduction band side of tDBLG spec-
trum (to represent the LT map for the 1st mSL miniband
on the valence band side, we would have to swap red and
blue colours).

Below, we relate the kagomé-shaped LT contours
to magneto-transport oscillations observed in different
graphene-based superlattices. We start by discussing the
oscillations observed in a tDBLG, Fig. 2. These oscilla-
tions were measured in a Hall bar device [11, 22], Fig. 2d,
at low magnetic fields and in the 10 K–50 K tempera-
ture range, where they replace SdHO dominant at low
temperatures, Figs. 2a. The latter, reflecting Landau
levels (LL) formed by electrons revolving along closed
cyclotron loops (Fig.S1), have an amplitude, ∆σSdHO ∝
sech 2π2kBTρ

B/φ0
, suppressed at temperatures larger than the

LL splitting [23], in particular, around LTs, where the
density of states of electrons, ρ, is high. The limita-
tions on the appearance of SdHO and the data on the
measured transport mean free path, `mfp in the studied
tDBLG are discussed in Figs. S7 and S8. The remaining
high-temperatures oscillations have σxx maxima when
the magnetic flux through the mSL unit cell, φ = BA9, is
commensurate, φ = φ0/q with an integer q, with the flux
quantum, φ0 = h/e. While this formally coincides with
the conditions for Brown–Zak minibands formation [2–
4], the oscillations in Fig. 2c are clearly visible at temper-
atures largely exceeding the miniband widths and gaps

in-between them. Below, we argue that these oscilla-
tions are produced by the interference contribution to
the electronic transport which would be present (though,
in a weaker form) even if the length of the electron mean
free path, `mfp would be comparable to the perimeter,
Lq ∼ 4

√
2√
3
q
√
A9, of a magnetic supercell [2, 3, 24].

Let us consider an unbound propagation of an electron
along the kagomé network at the LT in Fig. 1b. Due to
the quantum nature of electrons, their propagation along
such a network has a stochastic element. The meander-
like paths bifurcate at their intersections, Fig. 1c, asso-
ciated with the saddle-point features in the electron dis-

persion, captured by transmission amplitudes,
y
S and

x
S

[25–28],

|
y
S |

|
x
S |

= eπµ; µ =
~ (ε− ELT)

eBr
; |

y
S |2 + |

x
S |2 = 1;

arg
x
S = arg

y
S = arg

[
Γ

(
1

2
− iµ

)]
+ µ(ln |µ| − 1).

(1)

These amplitudes are comparable within the ’magnetic
breakdown’ [29] energy interval ∼ eBr/h, dependent on
the Gaussian curvature of the dispersion saddle-point,
r = ~

√
|det ∂2ε(p)

∂pi∂pj
|, which determines the energy win-

dow around ELT where the LT kagomé network remains
relevant for electron transport. This makes the LT net-
work similar to the networks of topologically protected
channels at the AB/BA domain boundaries in marginally
twisted bilayer graphene [30, 31]. However, the LT net-
works of trajectories — such as in Fig. 1b — are not set
in stone, as each of those is linked to the initial position
and velocity, |in〉, of an electron propagating ballistically.

Having in mind that the lengths of electronic trajec-
tories, L ∝ B−1, scale up and can exceed the electron
mean free path at B → 0, in Fig. 1b we exemplify
the shortest paths visiting several LT network nodes on
the way from point ’in’ to ’out’. Interference of electron
waves propagating along those paths contributes towards
the probability for an electron to reach ’out’ from ’in’.
The phases, acquired by an electron along this pair of
paths, have the same property, as noted in an AB/BA do-
main wall network [32]: as these two paths are composed
of pairs of equivalent ballistic segments, the electron-
energy-dependent dynamical part of the phase related
to the length of the path is the same for both of them,
making their interference condition (constructive or de-
structive) set only by the encircled magnetic field flux,
independent of the electron’s energy deviation from ELT.
Note that the above-mentioned cancellation of dynami-
cal phases is also similar to the phase cancellations for
selected pairs of paths in the weak localisation effect in
electronic systems. It leads to the resilience of the result-
ing interference effects against thermal broadening of the
Fermi step.
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FIG. 2. Magneto-transport oscillations in a tDBLG device with θ = 1.9◦, sketched in (d). (a) Landau fan diagram σxx(n,B)
at T = 1.2 K. Arrows mark Landau levels formed around κ’s (blue) and γ (red) edges of the 1st miniband on the conduction
band side of graphene, shown in the inset. (b) The LTs are identified from the changing sign of the low-field σxy. (c) σxx(n,B)
at 20 K. Oscillations, periodic in φ0/φ, are pronounced in the vicinity of the LTs. (d) Schematic representation of the tDBLG
device; its double-gating enables tuning the displacement field to D = 0 for each electron density n. (e) Oscillating part of
conductivity, ∆σxx at n = 3.2× 1012 cm−2, and (f) the amplitude of these oscillations, plotted as a function of φ0/φ for various
temperatures using colour coding from (e) (see SM [11] for details).
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To take into account interference of these two high-
lighted partial waves, we write an amplitude for an elec-
tron to reach ’out’ from ’in’, as

〈out|in〉 = αdiff + eiϕ
[
x
S

3y
S

2

+
x
S

3y
S

2

ei
eBA

~

]
e−
L
` . (2)

Here, ϕ = 1
~
∫ out
in p · dr is the phase acquired by an elec-

tron propagating along the green path in Fig. 1b, and

A ≡ A1 +A2 +A3 =
ABZ

(eB)2
≡ φ2

0

A9B2
,

is the area between the green and the blue paths that is
equal to the area of the kagomé network unit cell (ABZ
and A9 are the mSL Brillouin zone area and the unit cell
area, respectively). We also account for Maslov’s phase
multipliers ∓i for each clockwise/anticlockwise turning
point [11, 25, 35] and list all the shortest interfering paths
in Fig. S4. An amplitude αdiff accounts for diffusive
paths with variable lengths linking "in" to "out" upon
scattering from graphene’s disorder, or phonons, which
may even be the dominant transport mechanism. Such
scattering processes are also accounted for by a factor
e−L/` < 1, and we neglect contributions of longer inter-
crossing ballistic paths, as their contributions would be
additionally suppressed by disorder scattering.

For the probability, |〈out|in〉|2, of an electron to reach
’out’ from ’in’, the interference of partial waves arriving
along such pairs of paths is set by the Aharonov–Bohm
phase, eBA/~. This produces a contribution,

∆σLT ∼
e2

h
cos

2πφ0

A9B
× e− 2L

`

∫
dε
∂nF
∂ε
|
x
S

6y
S

4

|, (3)

to the conductivity σxx = σ0 + ∆σLT, which oscillates
periodically as a function of B−1. This contribution
comes on top of a diffusive conductivity background, σ0,
in which the interference between waves following paths
of variable long lengths, with large energy-dependent
phases, is washed out by averaging over disorder and over
energies, due to the thermal broadening of the Fermi step
(here, accounted for by the factor ∂nF

∂ε ).
Equation (3) describes the high-temperature low-field

1/B-periodic oscillations, Fig. 2c, observed in tDBLG
around nLT (here, LT was identified by the sign change
of the lowest-field Hall conductivity, Fig. 2b). In con-
trast to SdHO, shown in Fig. 2a for 1.2K but disappear-
ing above liquid-helium temperature, kagomé oscillations
sustain elevated temperatures (up to 50K, Fig. 2e) and
have a period set by the unit cell area of mSL, indepen-
dent of the gate-induced carrier density, n.

We note that the observed kagomé oscillations not
only appear at temperatures largely exceeding Brown–
Zak miniband widths and gaps [2–4, 7, 9], but, also, are
noticeable even in the regimes of a substantial disorder
and phonon scattering, `mfp ≤ 2Lq, where Brown–Zak

minibands cannot form. To discuss the influence of scat-
tering on kagomé oscillations, accounted for by the factor
e−2L/` in Eq. (3), we analysed the envelopes of the oscil-
lations in Fig. 2e, which decay as e−β/B over two orders
of magnitude, Fig. 2f and Fig. S6. Such exponential de-
cay is a natural consequence of scaling, L(B) ∝ B−1, of
the kagomé network segments, and the exponential decay
of the measure amplitudes of kagomé oscillations shown
in Fig. 2 suggest that their observation is made in the
scattering-dominated transport regime.

The high-temperature oscillations in Fig. 2c are the
largest near the LTs (here, in the 1st miniband on both
conduction and valence side of tDBLG spectrum, but
their maxima shift away from nLT upon increasing mag-
netic field (this shift largely exceeds small deviations of
the zero of σxy from the vertical direction in Fig. 2b,
which can be attributed to anomalous contributions to
the Hall conductivity induced by the Berry curvature).
We relate this shift, highlighted in Fig. 3a to the kagomé
network topology and a typical — for LTs in all C3-
symmetric crystals — energy dependence of transmission
amplitudes in Eq. (3). Indeed, the interference term in

Eq. (3) contains an unbalanced product of |
y
S |2 and |

x
S |2

factors,
∣∣∣∣xS 6y

S
4
∣∣∣∣ = e−πµ

32 cosh5 πµ
, which has the energy de-

pendence skewed towards lower energies. A saddle-point
evaluation of the integral in Eq. (3), recalculated from
the Fermi energy into carrier density dependence (using
density of states in the band, ρ, averaged over kBT in-
terval around LT), results in the following expression for
the low-field tail of oscillations,

∆σLT ∝
B

δn
e−

(n−nmax)2

δn2 e−
2L(B)
`(T ) cos

2πφ0

A9B
;

nmax = nLT ±
2ρBr

5φ0
; δn = 2ρ

√
(kBT )2 +

2

5

(
Br

φ0

)2

.

(4)

Here, ± accounts for the type of dispersion inside the
hexagonal part of mSL Brilloun zone around γ: it is +
for hole-like (ε(γ) > ELT, as shown in Fig. 3b) and −
for electron-like (ε(γ) < ELT) part of the miniband. As a
result, the inverted form of minibands on the valence and
conduction band side of tDBLG spectrum (see Fig. 3b)
sets the opposite shift directions, nLT ± 2ρrB

5φ0
, for the

oscillations amplitude maxima near the LT in n- and p-
doped tDBLG.

To corroborate the generality of the trend described by
Eq. (4) for graphene and other C3-symmetric superlat-
tices, we compare tDBLG to monolayer graphene placed
and aligned on hBN (G/hBN), where mSL is formed with
a 15 nm period [7]. The mSL minibands for such a system
are shown in Fig. 3c. Here, we stress that, for G/hBN,
the hole-like dispersions around γ are separated by the
LT from electron-like pockets around κ’s in the 1st mini-
band on the valence band side in the same way as in the
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tDBLG G/hBN
20K 50K

FIG. 3. Comparison of σxx oscillations around LTs observed in moire superlattice minibands in tDBLG and G/hBN. Dots
mark the shift of the maxima of oscillations’ amplitudes with increasing magnetic field. (a) Oscillations of σxx(q, n) around LT
in the first miniband on the conduction band side of tDBLG spectrum, shown in (b). The experimental data are plotted after
subtracting a smooth background from data in Fig. 2 (see [11] and Figs. S2,S3 for details); T = 20K. (c) Electronic spectrum
of G/hBN superlattices [33, 34]) which features a clear LT in the 1st miniband on the valence band side of graphene’s spectrum
(white contour). In agreement with Eq. (4), similarity between the highlighted minibands in (b) and (c) prescribes the same
direction of a shift (upon adding electrons to the system) of the oscillations maxima from the LT in tDBLG and (d) in a highly
aligned G/hBN device, where mSL has a 15nm period (here, σxx was measured at T = 50 K and analysed as in tDBLG device.
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1st miniband on the conduction band side in tDBLG.
This similarity determines the same direction of the shift
of the oscillations maxima from the respective LTs upon
adding electrons in both systems, Fig. 3a,d. The ∆σxx
data for G/hBN were taken at T = 50 K and analysed
for the low magnetic field end in the same way as for
tDBLG (Fig. 3d), whereas at high magnetic fields they
agree with the earlier observed magneto-oscillations [7]
which reflect recurrent appearance of faster-propagating
[9] Bloch states at superlattice-commensurate flux values,
φ0/q.

Also, from the computed mSL minibands, we estimate
r ≈ 1.2 eV nm2 for tDBLG and r ≈ 6 eV nm2 for G/hBN
[11]; as a result, we find that δn is temperature-limited
up to B ∼ 10 T for tDBLG at T = 20 K and up
to B ∼ 5 T for G/hBN at T = 50 K, explaining the
weak B-dependence of the width of the regions where
the oscillations occur in Fig. 3a,d. Fitting the measured
magnetic field dependence of oscillations amplitudes with
Eq.(4) and length L, Fig.S6 , we find temperature depen-
dence of scattering parameter, `−1(T ), and compare it,
in Fig.S7 , to the inverse of the measured mean free path,
`−1
mfp(B = 0, ε = ELT ). This comparison shows that (a)
momentum relaxation (which requires larger momentum
transfer) is dominated by electron-phonon scattering in
the Bloch-Grüneisen regime, and (b) that it is slower than
decay of a ballistic wave packet, which could be expected
as the latter is sensitive to the large momentum transfer
upon scattering, whereas `−1 is caused by both large and
small angle scattering. After this, we note that formation
of Brown–Zak minibands [2, 3] and Hofstadter butterfly
are determined by Bragg scattering from the superlat-
tice with a period inflated q times as compared to the
underlying moiré pattern [24]. For forming minibands
the interfering electron waves should propagate ballisti-
cally over - at least - two magnetic supercells (to explore
periodicity of magnetic superlattice), which requires that
2Lq(B) ≤ `mfp(T ), hence, higher magnetic fields. Figure
S8 shows that the kagomé oscillations were observed in
the opposite regime of low magnetic fields, heralding the
formation of minibands and anticipating the oscillations
of kinetic parameters (such as characteristic group ve-
locities) simultaneously occuring in several consecutive
Brown–Zak minibands) in the mSL spectrum.

While the studies of kagomé oscillations in this paper
were focused on moiré superlattices with trigonal (C3)
symmetry, we expect similar forerunner of Brown–Zak os-
cillations to exist in crystals with a C4 symmetry [4, 36],
too. However, we note that they would be suppressed
in systems with a lower symmetry. This is because LT
contours in low-symmetry crystals have the form of quasi-
1D block-chains of intertwining meanders [37, 38] which
do not provide pairs of paths needed for the energy-
independent Aharonov–Bohm interference. Therefore,
breaking the C3 rotational symmetry of the mSL by
straining one of the 2D crystals in a stack [39] and vi-

olating the kagomé topology of the LT network would
suppress these novel low-magnetic-field high-temperature
quantum oscillations.
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SUPPLEMENTAL MATERIAL FOR "KAGOMÉ
QUANTUM OSCILLATIONS IN GRAPHENE

SUPERLATTICES"

TDBLG DEVICE CHARACTERIZATION AND
EXPERIMENTAL DATA ANALYSIS

For this work we used the same device as reported on
in Ref. [22]. Details on the fabrication process, as well as
optical images of the Van der Waals stack can be found

there. We measured Vxx and Vxy, convert this to ρxx

and ρxy using the applied current I and the width of the
mesa W = 2374 nm and the average distance between
the contacts of L = 910 nm, and obtain σxx and σxy

through tensor inversion. We control the temperature in
a pumped Helium-4 cryostat by a heater and a feedback
loop, allowing us to reach stable values from 1.2 K up to
60 K.

We calculate the density (in cm−2) and displacement
field (in V/nm) using the following equations:

n =
1

e
(CbgVbg + CtgVtg) · 10−4 − noffset, (S1)

D = −0.5

ε0
(CtgVtg − CbgVbg) · 10−9 (S2)

where Cxx are the capacitance to the respective gates,
e is the elementary charge, ε0 the vacuum permittivity,
and noffset an offset in the density. The capacitances are
obtained in two steps. First we estimate the capacitance
per area between the gate and the TDBG using the par-
allel plate capacitor model. Input parameters are the
thickness of the hBN and AlOx layers as well as their
dielectric constants. Then we finetune the capacitance
found by measuring the Landau levels as a function of
the estimated density, and fitting the Landau levels us-
ing n = h/q · B/ν where q is either +e for holes or -e
for electrons (Fig. S1(a)). To crosscheck the ratio of the
capacitances to top and bottom gate we then perform
a measurements of the SdHO at constant magnetic field
and as a function of both gates ( Fig. S1(b)). The slope
of the line where the total density equals zero gives us
the ratio of the capacitances.

Furthermore, the fit of the Shubnikov–de Haas oscilla-
tions in Fig. S1 allows us to check the degeneracies. The
red dashed lines correspond to SdHO with a degeneracy

of 8. The degeneracy corresponds to spin, valley and
minivalley (or layer) degree of freedom. The data reveals
that this degeneracy is broken at higher magnetic fields
where three additional lines appear between each pair
of red dashed lines. This corresponds to the situation
where the spin- and valley degeneracy is lifted, while the
mini-valley degeneracy is maintained even at 7 T.

Finally, the oscillations emerging from large densities
(i.e. 8.95× 1012 cm−2) are four-fold degenerate, as in-
dicated by the black dashed lines. The change from
eight-fold degenerate electrons (at n > 0) to four-fold
degenerate holes occurs at the Lifshitz transition. These
fits allow us to estimate the density at full band filling
and from that calculate a twist angle of 1.9°. We cross-
checked this with the Brown–Zak oscillations and were
able to refine it to 1.94°.

The background subtraction procedure used to plot
Fig. 3 (a) in the main text is shown in Fig. S2. The
kagom’e oscillations are visible in Fig. S2, where we show
σxx(n, q) at 20 K. For better visibility, we apply a back-
ground subtraction procedure. We use a smoothing filter
(Savitzky-Golay) along the n-axis (27 points, 1st order)
and obtain the background 〈σxx〉 plotted in Fig. S2(b).
By subtracting the two maps from each other, we obtain
Fig. S2(c), i.e. ∆σxx = σxx−〈σxx〉. The exact procedure
is used for different temperatures for Fig. 3(e) and to ob-
tain Fig. 3(d) smoothing is done over 19 points instead.

Next, we obtain the kagomé oscillation amplitude
Aosc(n), used for Fig. 2(f). We first extract cuts σxx(n)
at integer q and half-integer q, see Fig. S3(a). Then from
these, we calculate Aosc = σxx(q) − 1/2(σxx(q + 1/2) +
σxx(q− 1/2)), i.e. Aosc is given by constructive minus de-
structive interference, see Fig. S3(b). To obtain Aosc for
many different temperatures for Fig. 2(f) we have taken
linetraces at different temperatures at the density indi-
cated in Fig. S3(b).

G/HBN DEVICE CHARACTERIZATION AND
DATA ANALYSIS

The data for graphene aligned on hBN at T = 50 K
(Fig. 3d of main text) is a previously unpublished data,
obtained in the experiment reported in Ref.[7]. The de-
vice details can be found in Supplementary Section 1 of
Ref.[7]. The oscillatory part of σxx has been extracted by
the same method as for tDBLG sample discussed above.
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FIG. S1. (a) Shubnikov–de Haas map, σxx(n,B) at zero displacement field, as plotted before in Fig.1(a). Here the SdH
oscillations are fit (red and black dashed lines) to extract the degeneracies and full filling density n(γ) as indicated. (b) σxx

versus both bottom gate (Vbg) and top gate (Vtg) voltages at a constant magnetic field of B = 2 T. Shubnikov–de Haas
oscillations indicate constant density lines for the two bilayers.

(a) (b) (c)

FIG. S2. Background subtraction used for Fig. 2(c). (a) obtained σxx(n,B), (b) smoothed background 〈σxx(n,B)〉, (c)
∆σxx(n,B), the difference between (a) and (b).
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(a) (b)

FIG. S3. (a) Examples of σxx traces at half integer and integer q. (b) The extracted amplitude of the oscillations Aosc for q
ranging from 14 (red) to 32 (blue). The dashed line indicates the density at which the amplitude data for the temperature
dependent measurements is taken. Both panels are for T = 15 K.

MASLOV AND BERRY PHASES

The phases of the amplitudes
y
S and

x
S , presented in

Eq.(1), do not include the Maslov phase, which should
be included in the amplitude as −i multiplier for each
clock-wise py turning point and as i for each anti-clock-
wise py turning point [35]. Such separation of Maslov
phases allows us to describe all the differently-oriented
saddle points in a gauge-independent way.

A more precise version of semiclassical formalism in-
cludes also the Berry curvature and Berry magnetic mo-
ment corrections to the semiclassical phase, see [25, 27,
28, 40]. Effectively, the Aharonov–Bohm interference
correction that we describe corresponds to a phase gained
on a contour encircling the Brillouin zone. The Berry
magnetic moment can be accounted for by a magnetic

field dependent shift of the dispersion, while the Berry
curvature term leads to a Chern number of the band,
Cn, which is integer and hence does not affect the phase
of the kagomé oscillations.

SHORTEST INTERFERING PATHS

In this section, we describe all the shortest interference
paths contributing to kagomé oscillations. We start with
a random phase space point "in", as shown in Fig.S4,
and show all 4 of the possible shortest interfering con-
tributions. For "out" points chosen on any other seg-
ments (not shown in Fig.S4), the Aharonov–Bohm inter-
ference contribution will contain longer path and will not
be dominant in the limit of short phase coherence.

Explicitly, the amplitudes are

〈out1|in〉 = αdiff + eiφ
[
x
S

3y
S

2

+
x
S

3y
S

2

ei
eB(A1+A2+A3)

~

]
e−
Lin-out1

2` (S3)

〈out2|in〉 = αdiff + eiφ
[
−i

x
S

2y
S

3

+ i
x
S

4y
Sei

eB(A1+A2+A3)
~

]
e−
Lin-out2

2` (S4)

〈out3|in〉 = αdiff − eiφ
[
x
S

y
S

4

+
x
S

5

ei
eB(A1+A2+A3)

~

]
e−
Lin-out3

2` (S5)

〈out4|in〉 = αdiff + eiφ
[
−i

x
S

2y
S

3

+ i
x
S

4y
Sei

eB(A1+A2+A3)
~

]
e−
Lin-out4

2` (S6)

where we have taken into account the Maslov phases.
When module-squared to get the probability, all the 4
amplitudes presented above produce an oscillatory term

∼ ±
x
S

6y
S

4

cos(2πφ/φ0) and the sign is + for “out1” and

“out4” and − for “out2” and “out3”.
There are two possible approaches to extract conduc-

tivity: first is the Einstein relation between conductiv-
ity and diffusion, which implies that a contribution to
the conductivity is proportional to the squared distance,
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FIG. S4. Schematic illustration of 4 shortest-path amplitudes producing kagomé oscillations in conductance. Black dot is a
starting point on a randomly selected segment, red dots indicate final segments for which probabilities get a + cos(2πφ0/φ)
interference correction (due to the real Maslov phase) and blue dots correspond to − cos(2πφ0/φ) terms (due to the imaginary
Maslov phase). Interfering paths are shown in green and blue (for "out1" and "out2" on the left and for "out3" and "out4" on
the right). Adding up the 4 leading contributions shows that “+” terms dominate in the conductance, leading to + cos(2πφ0/φ)
oscillations in the conductance.
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〈x2〉, covered between the two scatterings. Since the con-
tributions with + sign are seen to have higher values of
〈x2〉, the overall sign of oscillating term is + cos(2πφ0/φ).
Another approach to conductivity is based on Kubo for-
mula and involves the velocity-velocity correlator. Since
the positive (negative) contributions have velocities with
positive (negative) projection onto the initial velocity, the
total contribution is, clearly, positive.

DETAILS OF SADDLE-POINT CALCULATION,
LEADING TO EQ.(4)

The amplitude of kagomé oscillations is clearly peaked

near the LT since it involves a product of both
y
S and

x
S terms, the typical energy width of oscillation region is
∼ ~eBr. A distinguishing feature of hexagonal network
is that the maximum amplitude of oscillations is shifted
from the Lifshitz transition point (µ = 0) in the direc-
tion of a higher doping (as shown in Fig. 2c and Fig. 3
a,d of the Main Text). This occurs because higher power

of
x
S compared to

y
S is involved in the oscillation ampli-

tude, Eq.(2),
∣∣∣∣xS 6y

S
4
∣∣∣∣ = e−πµ

32(coshπµ)5 . The maximum of

this expression is shifted by

εmax = −eBr ln(3/2)

2π~
= − rB

φ0
ln

3

2
(S7)

from the energy of Lifshitz transition. The peak in∣∣∣∣xS 6y
S

4
∣∣∣∣ is further broadened by accounting for the finite

temperature. To evaluate the integral analytically, we
can expand the exponents in Taylor series either around
the LT (ε = 0), or around the maximum (εmax), or, one
can approximate the integrand with a Gaussian accord-
ing to a mean value and dispersion. All these approaches
lead to very similar results that differ numerically by a
few percent. Taylor-expanding the exponent around the
LT point and also approximating the n′F with a Gaussian
gives ∫

dε n′F (ε)|
x
S

6y
S

4

| ∝∫
dε
T exp

[
− 5π2~2

2e2r2B2

(
ε+ 2rB

5φ0

)2
]

exp
[
−(ε−εF )2

4T 2

]
,

leading to Eq.(4) of the Main Text. Note that the result-
ing position of the maximum in Eq.(4), εmax (saddle) =

− 2
5
rB
φ0

is numerically very close to the value in Eq.(S7),
because ln(3/2) = 0.4055 ≈ 2/5.

CALCULATION OF DISPERSION FOR TDBLG
AND G/HBN

Although our results do not depend on the details
of dispersion, we used the dispersion relations to plot

the network and estimate the Gaussian curvature near
the saddle-points. The dispersion of tDBLG was cal-
culated according to Refs.[10, 41], and the details can
be found in Supplementary to Ref. [22] (parameters of
Slonczewski-Weiss-McClure model used are γ0 = 3.16 eV,
γ1 = 0.381 eV, γ3 = −0.38 eV, γ4 = 0.14 eV). For aligned
G/hBN system, we used Refs. [34, 42] (parameter values
U0 = 8.5 meV, U1 = −17 meV, U3 = −14.7 meV).

The kagomé networks of saddle-point trajectories in
magnetic field look very similar for tGBLG and G/hBN
and shown in Fig.S5.

TEMPERATURE DEPENDENCE OF KAGOMÉ
OSCILLATION AMPLITUDE AND ESTIMATE

OF COHERENCE LENGTH

In Fig. S6 we show the full dataset for oscillation am-
plitude at doping where it is maximal, n ≈ nmax. The
minimal real-space path required to see the oscillations
can be estimated by taking the length of a green path in
Fig.1 (same as the length of a blue path) in momentum
space, and rescaling that into the real space length us-
ing a factor 1/(eB), resulting in L ≈ ~

eB 2 nm−1. Note
that 2L is comparable to the perimeter of an extended
magnetic supercell, Lq = 4

√
2√
3
q
√
A9 = ~

eB 3.98 nm−1,

where A9 ≈ 46 nm2 for the studied tDBLG.
Fitting the measured magnetic field dependence of os-

cillations amplitudes with Eq.(4) and length L, we ex-
tract the value of the scattering parameter, `−1(T ), which
determines the loss of electrons from ballistic propaga-
tion. The result of such fitting are displayed as black
circles in Fig.S7, where we also compare it with the in-
verse of the mean free path, `−1

mfp (blue curve), determined
from the conductivity measured at the Lifshitz transition
density and B = 0 (here, we use average velocity esti-
mated from the computed dispersion, shown in Fig. 3
of the main text). This comparison shows that momen-
tum relaxation is slower than decay of ballistic beam,
which could be expected, based on that `−1

mfp is more sen-
sitive to the large momentum transfer upon scattering,
whereas `−1 is caused by both large and small momentum
transfers. Both of these two quantities are temperature-
dependent, indicating the contribution of inelastic scat-
tering processes, most likely, generated by phonons. In
contrast to that, their difference, shown in Fig.S7 for the
overlapping temperature interval for the available data
using empty circles, is almost temperature-independent,
suggesting that the low-angle scattering in the system is
mostly elastic, rather than inelastic.

Having compared the lengths `mfp and `, we come back
to the discussion of their influence on conditions for the
formation of Brown–Zak magnetic minibands. We note
that the latter are determined by Bragg scattering from
the superlattice with a period inflated q times as com-
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FIG. S5. Comparison of Fermi contours at LT between (a) 1.9◦ tDBLG (conductance band), (b) valence band of G/hBN, (c)
graphene monolayer doped up to LT In all the cases we see the same LT topology where one FS turns into two complimentary
ones.

pared to the underlying moiré pattern [2, 3, 24]. Note
that such magnetic supercell has a perimeter Lq ∝ B−1.
For establishing periodicity, required for Bragg scatter-
ing, the interfering electron waves should propagate bal-
listically over at least two unit cells, exploring their areas
for establishing the magnetic flux commensurability with
the flux quantum, so that the minimal condition for the
formation of magnetic miniband spectrum would require

that

`mfp(T ) > 2Lq(B). (S8)

This requirement is reflected on the B−T parametric di-
agram in Fig. S8, as a borderline between the the ’higher’
magnetic field regime, where magnetic minibands would
have a chance to form (green area), and a low-field re-
gion (red area), where only kagomé oscillations appear,
as a precursor of Brown–Zak minibands formation. By
inspection, we notice that the data displayed in Fig. 2
and discussed in Fig. 3a belong to the latter parametric
interval.



6

●

●
● ●

● ● ● ● ●
●

●
● ● ● ●

●
●

● ● ● ● ●
● ● ● ● ● ●

●
●

●

●
●

●
●

● ● ● ●
●

●
● ● ●

●
● ● ● ● ● ●

●
●

● ● ●
●

● ● ●

●

●
●

●
●

● ● ● ●
●

●
●

●
● ● ●

●
●

●
● ●

●
●

●
●

● ● ● ●
●

●

●
● ●

●
●

● ● ● ●
●

● ●
●

●
● ● ●

● ● ●
●

●
●

●
●

●
●

● ●

●

●
●

●
● ● ● ●

●
●

●
●

● ●
●

●
● ●

●
●

●
●

●
●

●
●

● ●
● ●

● ●
●

●

● ● ● ●
●

●
●

●
● ●

●
●

●
●

●
●

●
●

●
●

●
●

● ●
●

●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●
● ●

●
● ●

●

●
●

●

●
●

● ●
●

●
●

●
●

●
●

●
●

●
●

●
●

● ● ●
●

●

● ●

● ●
●

●
●

●
●

●

●

●
●

●
●

●
●

● ● ●
●

●
●

● ●
●

●
●

●
●

●
●

●
●

●
●

●

●
● ●

● ● ●

●

● ●

●
●

●

●
●

●
●

●
●

●
●

●
●

●

●

● ●
●

●

●

●
●

●
●

●

●

●
●

●
●

●
●

●

●

●

●
●

●
●

●
●

●

● ●

●

●

●

●
●

●
●

●
●

●

●

●

●

T (K)

20 30 40 50

15 20 25 30 35 40 45

-8

-7

-6

-5

-4

-3

-2

-1

q

ln
(A

o
s
c
)

FIG. S6. Full data for lnAosc as a function of q for different temperatures, the lines correspond to lnAosc = a0 − 2L
`
− ln(q) fit

according to Eq.(4) of the main text (note that L(q) ≈ ~
eB

2 nm−1 ∝ q, producing the main contribution to slope of the lines).
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FIG. S7. Length ` vs the mean free path, lmfp extracted from conductivity. We plot `−1, l−1
mfp and the difference `−1 − l−1

mfp,
showing weak temperature dependence of dephasing contributions.
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FIG. S8. Regions where different type of phenomena appear. For B < B∗ the Brown–Zak minibands are not yet formed, still
the kagomé oscillations are visible. For B > B∗, there are sizeable contributions from path encircling multiple magnetic unit
cells, leading to formation of Brown–Zak minibands.
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