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Quantifying entanglement is an important task by which the resourcefulness of a quantum state can be measured. Here, we develop a quantum algorithm that tests for and quantifies the separability of a general bipartite state by using the quantum steering effect, the latter initially discovered by Schrödinger. Our separability test consists of a distributed quantum computation involving two parties: a computationally limited client, who prepares a purification of the state of interest, and a computationally unbounded server, who tries to steer the reduced systems to a probabilistic ensemble of pure product states. To design a practical algorithm, we replace the role of the server with a combination of parameterized unitary circuits and classical optimization techniques to perform the necessary computation. The result is a variational quantum steering algorithm (VQSA), a modified separability test that is implementable on quantum computers that are available today. We then simulate our VQSA on noisy quantum simulators and find favorable convergence properties on the examples tested. We also develop semidefinite programs, executable on classical computers, that benchmark the results obtained from our VQSA. Thus, our findings provide a meaningful connection between steering, entanglement, quantum algorithms, and quantum computational complexity theory. They also demonstrate the value of a parameterized mid-circuit measurement in a VQSA.
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## 1 Introduction

Entanglement is a unique feature of quantum mechanics, initially brought to light by Einstein, Podolsky, and Rosen [1]. Many years later, the modern definition of entanglement was given [2], which we recall now. A bipartite quantum state $\sigma_{A B}$ of two spatially separated systems $A$ and $B$ is separable (unentangled) if it can be written as a probabilistic mixture of product states [2]:

$$
\begin{equation*}
\sigma_{A B}=\sum_{x \in \mathcal{X}} p(x) \psi_{A}^{x} \otimes \phi_{B}^{x} \tag{1}
\end{equation*}
$$

where $\{p(x)\}_{x \in \mathcal{X}}$ is a probability distribution and $\psi_{A}^{x}$ and $\phi_{B}^{x}$ are pure states. The idea here is that the correlations between $A$ and $B$ can be fully attributed to a classical, inaccessible random variable with probability distribution $\{p(x)\}_{x \in \mathcal{X}}$.

The definition above is straightforward to write down, but it is a different matter to formulate an algorithm to decide if a general state is separable; in fact, it has been proven to be computationally difficult in a variety of frameworks $[3,4,5,6,7]$. Intuitively, deciding the answer requires performing a search over all possible probabilistic decompositions of the state, and there are too many possibilities to consider. Regardless, determining whether a general state $\rho_{A B}$ is separable or entangled, known as the separability problem, is a fundamental problem of interest relevant to various fields of physics, including condensed matter [8, 9, 10], quantum gravity [11, 12, 13, 14, 15], quantum optics [16], and quantum key distribution [17, 18]. In quantum information science, entanglement is the core resource in several basic quantum information processing tasks [17, 19, 20], making the separability problem essential in this field as well.

Part of the challenge in using entangled states for various tasks is that they are hard to produce and maintain faithfully on any physical platform. The utility of entangled states drops off dramatically the further they are from being perfectly or maximally entangled. Therefore, assessing the quality of entangled states produced becomes an important task, thus motivating the problem of quantifying entanglement [21, 22, 23, 24], in addition to deciding whether entanglement is present.

To check whether a state is entangled and to quantify its entanglement content experimentally, a rudimentary approach employs state tomography to reconstruct the density matrix and check whether the matrix represents a state that is entangled $[25,26]$. However, the computational complexity of this method scales exponentially with the number of qubits, thus prohibiting its use on larger states of interest. With the rapid development of quantum computers of increasing size, it is already infeasible to perform tomography to estimate the density
matrices describing the states of these computers. It is even more daunting to address the separability problem using various well-known one-sided entanglement tests [27, 28, 29, 30]. This leaves us to seek out alternative methods for addressing the separability problem, and one forward-thinking direction is to employ a quantum computer to do so $[5,6,7,31]$.

An approach for addressing the separability problem, which we employ here, involves the quantum steering effect, originally discovered by Schrödinger [32, 33]. The idea of steering is that if two distant systems are entangled, distinct probabilistic ensembles of states can be prepared on one system by performing distinct measurements on the other system. To describe this phenomenon more precisely, we can employ some elementary notions from quantum mechanics. Let $\psi_{C D}$ be a pure state of two distant quantum systems $C$ and $D$, and let $\rho_{C}=\operatorname{Tr}_{D}\left[\psi_{C D}\right]$ be the reduced state of the system $C$. Then by performing a measurement on the system $D$, it is possible to realize a probabilistic ensemble $\left\{\left(p(z), \psi_{C}^{z}\right)\right\}_{z}$ of pure states on the system $C$ that satisfies $\rho_{C}=\sum_{z} p(z) \psi_{C}^{z}$. Moreover, for each possible probabilistic decomposition of $\rho_{C}$, a measurement acting on $D$ can realize this decomposition. Steering has been a topic of interest in recent years, with applications to quantum key distribution [34, 35], quantum optics [36, 37], and the foundations of quantum mechanics [38, 39].

As suggested above, we can make a non-trivial link between the separability problem and steering, which offers a quantum mechanical method for approaching the former. To see it, recall that a purification of the separable state $\sigma_{A B}$ in (1) is a pure state $\varphi_{R A B}$ that satisfies $\operatorname{Tr}_{R}\left[\varphi_{R A B}\right]=\sigma_{A B}$, and consider that one such choice of the state vector $|\varphi\rangle_{R A B}$ in this case is as follows:

$$
\begin{equation*}
|\varphi\rangle_{R A B}=\sum_{x \in \mathcal{X}} \sqrt{p(x)}|x\rangle_{R} \otimes\left|\psi^{x}\right\rangle_{A} \otimes\left|\phi^{x}\right\rangle_{B} \tag{2}
\end{equation*}
$$

where $\left\{|x\rangle_{R}\right\}_{x \in \mathcal{X}}$ is an orthonormal basis. Purifications are not unique, but all other purifications of $\sigma_{A B}$ are related to the one in (2) by the action of a unitary operation on the reference system $R[40]$. By inspecting (2), we see that the systems $A$ and $B$ can be steered into the probabilistic ensemble $\left\{\left(p(x), \psi_{A}^{x} \otimes \phi_{B}^{x}\right)\right\}_{x \in \mathcal{X}}$ of product states by performing the projective measurement $\left\{|x\rangle\left\langle\left. x\right|_{R}\right\}_{x \in \mathcal{X}}\right.$ on the reference system $R$ of $\varphi_{R A B}$. This leads to an idea for testing separability in the general case. If purification of a general state $\rho_{A B}$ is available and the state $\rho_{A B}$ is indeed separable, then one can a) try to find the unitary that realizes the purification in (2) and b) perform the measurement $\left\{|x\rangle\left\langle\left. x\right|_{R}\right\}_{x \in \mathcal{X}}\right.$ on the reference system $R$. After receiving the outcome $x$, one can finally test whether the reduced state is a prod-
uct state.
As we will see in more detail later, the basic idea outlined above is at the heart of our method to test whether a state is separable. Additionally, this approach leads to a quantum algorithm and complexity-theoretic statements for quantifying the amount of entanglement in a state. We thus provide a meaningful connection between steering, entanglement, quantum algorithms, and quantum computational complexity theory, which has not been observed hitherto.
In this paper, we expand on the abovementioned idea to develop various separability tests using the quantum steering effect. Our separability test for mixed states consists of a distributed quantum computation involving two parties: a computationally unbounded server, called a prover, which can, in principle, perform any quantum computation imaginable, and a computationally limited client, called a verifier, which can perform time-efficient quantum computations (see Figure 1). We show in Theorems 1 and 2 that the acceptance probabilities of our algorithms, in the ideal case, are directly related to a bonafide entanglement measure, the fidelity of separability. We also employ concepts from quantum computational complexity theory $[41,42]$ to understand how difficult this test is to perform. Our second contribution results from a modification of our separability test. In an attempt to design a practical algorithm, we replace the prover with a combination of parameterized unitary circuits and classical optimization techniques to perform the necessary computation. This results in a variational quantum steering algorithm (VQSA) that approximates the aforementioned separability test (see Figure 2). The concept of quantum steering is again at the heart of our VQSA, just like the test for separability that it approximates. Interestingly, we prove that the acceptance probability of both tests is related to an entanglement measure called fidelity of separability [22, 23]. We also generalize our separability test and VQSA to the multipartite setting using appropriate definitions of multipartite separability.

Next, we report the results of simulations of the VQSA on a quantum simulator and find that they show favorable convergence properties. In light of the limited scale and error tolerance of near-term quantum computers, we develop semidefinite programs (SDPs) to approximate the fidelity of separability using positive-partial-transpose (PPT) conditions [27, 24] and $k$ extendibility [29, 30] to benchmark the results obtained from our VQSA. As variational quantum algorithms (VQAs), in general, are prone to encountering barren plateaus [43], we also explore how we can mitigate this issue for our algorithms by making use of the ideas presented in [44].

Our approach is distinct from recent work on quan-


Figure 1: Test for separability of mixed states. The verifier uses a unitary circuit $U^{\rho}$ to produce the state $\psi_{R A B}$, which is a purification of $\rho_{A B}$. The prover (indicated by the dotted box) applies an entanglement-breaking channel $\mathcal{E}_{R \rightarrow A^{\prime}}$ on $R$ by measuring the rank-one POVM $\left\{\mu_{R}^{x}\right\}_{x}$ and then, depending on the outcome $x$, prepares a pure state from the set $\left\{\phi_{A^{\prime}}^{x}\right\}_{x}$. The final state is sent to the verifier, who performs a swap test. Theorem 1 states that the maximum acceptance probability of this interactive proof is equal to $\frac{1}{2}\left(1+F_{s}\left(\rho_{A B}\right)\right)$, i.e., a simple function of the fidelity of separability.
tum algorithms for estimating entanglement. For example, VQAs have been used to address this problem by estimating the Hilbert-Schmidt distance [45], by creating a zero-sum game using parameterized unitary circuits [46], by employing symmetric extendibility tests [31], by estimating logarithmic negativity [47], and using the positive map criterion [47]. VQAs have also been used to estimate the geometric measure of entanglement of multiqubit pure states [48]. The work of [49] is the closest related to ours, but the test used there requires two copies of the state of interest and controlled swap operations, while our VQSA does not require either. In contrast, we introduce a paradigm for VQAs involving parameterized mid-circuit measurements, which is the core of our method for estimating entanglement, and we suspect that this approach will be helpful in future work for a wide variety of VQAs. Furthermore, as we show in Theorems 1 and 2, the acceptance probabilities of our algorithms, in the ideal case, are directly related to a bonafide entanglement measure, the fidelity of separability.

## 2 Results

### 2.1 Quantum Interactive Proof for Fidelity of Separability

We first introduce our test for the separability of mixed states. Recall that a bipartite state is separable or unentangled if it can be written in the form given in (1), where $|\mathcal{X}| \leq \operatorname{rank}\left(\sigma_{A B}\right)^{2}[2,50]$.

Our separability test for mixed states consists of a distributed quantum computation involving a prover
and a verifier. The computation (depicted in Figure 1) begins with the verifier preparing a purification $\psi_{R A B}$ of $\rho_{A B}$. The verifier sends the system $R$ to a quantum prover, whom, in our model, we restrict to performing entanglement-breaking channels. The prover thus performs an entanglement-breaking channel on the reference system $R$ and sends a system $A^{\prime}$ to the verifier. An entanglement-breaking channel $\mathcal{E}_{R \rightarrow A^{\prime}}$ can always be written as a measure-and-prepare channel [51], as follows:

$$
\begin{equation*}
\mathcal{E}_{R \rightarrow A^{\prime}}(\cdot)=\sum_{x \in \mathcal{X}} \operatorname{Tr}\left[\mu_{R}^{x}(\cdot)\right] \phi_{A^{\prime}}^{x} \tag{3}
\end{equation*}
$$

where $\left\{\mu_{R}^{x}\right\}_{x \in \mathcal{X}}$ is a rank-one positive operator-valued measure (POVM) and $\left\{\phi_{A^{\prime}}^{x}\right\}_{x \in \mathcal{X}}$ is a set of pure states. (Due to the above measure-and-prepare decomposition of an entanglement-breaking channel, we can alternatively think of the prover as being split into two provers, a first who is allowed to perform a general quantum operation, followed by the communication of classical data to a second prover, who then is allowed to perform a general operation before communicating quantum data to the verifier. However, we proceed with the singleprover terminology in what follows.) By performing the measurement portion of the entanglement-breaking channel, the prover has, in essence, steered the verifier's systems $A$ and $B$ to a certain probabilistic ensemble of pure states. After steering the verifier's system, the prover sends system $A^{\prime}$ to the verifier using the preparation portion of the entanglement-breaking channel. The verifier finally performs a swap test on system $A$ and $A^{\prime}$ and accepts if and only if the measurement outcome of the swap test is zero. The standard model in quantum computational complexity theory [41, 42] is that the prover is always trying to get the verifier to accept the computation: in this scenario, the prover steers the verifier's systems $A$ and $B$ to an ensemble that has maximum overlap with a product-state ensemble and then sends an appropriate state to pass the swap test with the highest probability possible.

The maximum acceptance probability of the distributed quantum computation detailed above is equal to

$$
\begin{equation*}
\max _{\mathcal{E} \in \mathrm{EB}_{R \rightarrow A^{\prime}}} \operatorname{Tr}\left[\left(\Pi_{A^{\prime} A}^{\mathrm{sym}} \otimes I_{R B}\right) \mathcal{E}_{R \rightarrow A^{\prime}}\left(\psi_{R A B}\right)\right] \tag{4}
\end{equation*}
$$

where $\Pi_{A^{\prime} A}^{\text {sym }}$ is the projector onto the symmetric subspace of the $A^{\prime}$ and $A$ systems, and $\mathrm{EB}_{R \rightarrow A^{\prime}}$ denotes the set of all entanglement-breaking channels with input system $R$ and output system $A^{\prime}$. We find in Theorem 1 below that the maximum acceptance probability in (4) can be expressed as a simple function of the fidelity of separability of $\rho_{A B}$, the latter defined as $[22,23]$

$$
\begin{equation*}
F_{s}\left(\rho_{A B}\right):=\max _{\sigma_{A B} \in \operatorname{SEP}(A: B)} F\left(\rho_{A B}, \sigma_{A B}\right) \tag{5}
\end{equation*}
$$

where $\operatorname{SEP}(A: B)$ denotes the set of separable states shared between Alice and Bob and $F(\rho, \sigma):=\|\sqrt{\rho} \sqrt{\sigma}\|_{1}^{2}$ is the fidelity of the states $\rho$ and $\sigma$ [52]. The fidelity of separability is also known as the maximum separable fidelity $[5,6,7]$. With this definition, we state the first key theoretical result of our paper:

Theorem 1 For a pure state $\psi_{R A B}$, the following holds

$$
\begin{align*}
& \max _{\mathcal{E} \in \mathrm{EB}_{R \rightarrow A^{\prime}}} \operatorname{Tr}\left[\left(\Pi_{A^{\prime} A}^{\mathrm{sym}} \otimes I_{R B}\right) \mathcal{E}_{R \rightarrow A^{\prime}}\left(\psi_{R A B}\right)\right] \\
&=\frac{1+F_{s}\left(\rho_{A B}\right)}{2}, \tag{6}
\end{align*}
$$

where $F_{s}\left(\rho_{A B}\right)$ is the fidelity of separability of the state $\rho_{A B}=\operatorname{Tr}_{R}\left[\psi_{R A B}\right]$.

See the first part of Section 4 for a brief overview of the proof and Appendix A for a detailed proof. Appendices $B$ and $C$ recall some auxiliary results that support the proof in Appendix A. With this theorem, we have established a separability test for mixed states.

### 2.2 Variational Quantum Steering Algorithm for Fidelity of Separability

We want to point out two important aspects of our separability test from Section 2.1. First, note that the swap test at the end of the computation essentially leads to a measure of overlap between the state of the verifier's system and the state provided by the prover. The other important point is that, in the real world, no computationally unbounded quantum prover is available to provide the ideal states required for the tests.

Taking both these points into consideration, we modify the computational scenario in Figure 1 to a) measure the necessary overlaps directly and b) make use of quantum variational techniques [53] (parameterized unitary circuits and classical optimization of parameters) to approximate the actions of a computationally unbounded prover. The resulting procedure also tests and quantifies the separability of a given state by estimating its fidelity of separability. This procedure is a different quantum variational technique called a variational quantum steering algorithm (VQSA). As can be seen in Figure 2, quantum steering is at the core of the VQSA via the use of a parameterized mid-circuit measurement.

Our VQSA is structured as follows. Let $\rho_{A B}$ denote the state for which we want to estimate the fidelity of separability, and let $\psi_{R A B}$ be a purification of it, which results from the action of the unitary operator $U^{\rho}$ on the all-zeros pure state $|0\rangle\langle 0|$. Once we have $\psi_{R A B}$, we can attempt to access all possible pure-state decompositions $\left\{\left(p(x), \psi_{A B}^{x}\right)\right\}_{x \in \mathcal{X}}$ of $\rho_{A B}$ by acting on system $R$


Figure 2: Quantum part of the VQSA to estimate the fidelity of separability $F_{s}\left(\rho_{A B}\right)$. The unitary circuit $U^{\rho}$ prepares the state $\psi_{R A B}$, which is a purification of $\rho_{A B}$. The parameterized circuit $W_{R}(\Theta)$ acts on $R$ to evolve $\psi_{R A B}$ to another purification of $\rho_{A B}$. The following measurement, labeled "steering measurement," steers the systems $A B$ to be in a pure state $\psi_{A B}^{x}$ if the measurement outcome $x$ occurs. Conditioned on the outcome $x$, the final parameterized circuit $U_{A}^{x}\left(\Theta^{x}\right)$ and the subsequent measurement accepts with a maximum probability of $F_{s}\left(\rho_{A B}\right)$.
with unitary operations. We use the first parameterized unitary $W_{R}(\Theta)$ to do so. To ensure that we have a sufficient number of measurement outcomes (to cover the possible case when $\left.|\mathcal{X}|=\operatorname{rank}\left(\rho_{A B}\right)^{2}\right)$, we can prepare some ancilla qubits in the all-zeros state, for a system $R^{\prime}$, and act with $W$ on $R$ and $R^{\prime}$. However, without loss of generality, these extra qubits can be grouped as part of an overall reference system, relabeled as $R$.

After the action of $W_{R}(\Theta)$, the reference system is measured in the standard basis, and based on the outcome $x$, the post-measurement state of the system $A B$ is a pure state $\psi_{A B}^{x}$. We then estimate the maximum eigenvalue of the reduced state $\psi_{A}^{x}$ : this can be accomplished by performing a parameterized unitary $U_{A}^{x}\left(\Theta^{x}\right)$, based on the outcome $x$, on the reduced state $\psi_{A}^{x}$, measuring all qubits of $A$ in the computational basis, and accepting if the all-zeros outcome occurs.

Using a hybrid quantum-classical optimization loop, we can maximize the acceptance probability to estimate the value of the fidelity of separability. The quantum part of this VQSA is summarized in Figure 2.

Theorem 2 If the parameterized unitary circuits involved in the quantum part of the VQSA, summarized in Figure 2, can express all possible unitary operators of their respective systems, then the maximum acceptance probability of the quantum circuit is equal to $F_{s}\left(\rho_{A B}\right)$.

See Appendix D for a detailed proof.

### 2.3 Benchmarking Semidefinite Programs and Examples

Since our algorithms will be running on near-term quantum computers with limited scale and error tolerance,


Figure 3: Fidelity of separability calculated for a (3/4,1/4) classical mixture of $\left|\Phi^{+}\right\rangle$and $\left|\Phi^{-}\right\rangle$using our VQSA (blue line). The algorithm converges to 0.93 , which agrees with the value obtained using the benchmarks $\widetilde{F}_{s}^{1}$ and $\widetilde{F}_{s}^{2}$.
we develop semidefinite programs (SDPs) to benchmark the results from our VQSA because the ideal outcomes can be estimated classically for small numbers of qubits. Our benchmarks $\widetilde{F}_{s}^{1}\left(\rho_{A B}, k\right)$ and $\widetilde{F}_{s}^{2}\left(\rho_{A B}, k\right)$ are based on the positive partial transpose (PPT) and $k$-extendibility hierarchy. See details in Appendices E and F .

We now present an example simulation of our VQSA to demonstrate that it can estimate the fidelity of separability. For our first example, we take the state of interest $\rho_{A B}$ to be a $(3 / 4,1 / 4)$ probabilistic mixture of two maximally entangled states, $\left|\Phi^{+}\right\rangle=\sqrt{1 / 2}(|00\rangle+|11\rangle)$ and $\left|\Phi^{-}\right\rangle=\sqrt{1 / 2}(|00\rangle-|11\rangle)$, so that

$$
\begin{equation*}
\rho_{A B}=\frac{3}{4}\left|\Phi^{+}\right\rangle\left\langle\Phi^{+}\right|+\frac{1}{4}\left|\Phi^{-}\right\rangle\left\langle\Phi^{-}\right| . \tag{7}
\end{equation*}
$$

Systems $R, A$, and $B$ of the purification of $\rho_{A B}$ contain one qubit each. See Figure 3 for the results. We use the benchmarks and VQSA to estimate the fidelity of separability as $\approx 0.93$. We evaluate these benchmarks for different levels of the $k$-extendibility hierarchy. See Appendix G for more examples and Appendix H for details about the code we developed.

As a second example, we consider a state consisting of four qubits. Let us consider the four qubit state $|\psi\rangle$ defined as follows:

$$
\begin{equation*}
\frac{1}{\sqrt{2}}\left(|0\rangle_{A_{1}}|0\rangle_{A_{2}}|0\rangle_{B_{1}}|0\rangle_{B_{2}}+|1\rangle_{A_{1}}|1\rangle_{A_{2}}|1\rangle_{B_{1}}|1\rangle_{B_{2}}\right) \tag{8}
\end{equation*}
$$

where $A$ consists of two qubits $A_{1}$ and $A_{2}$ and $B$ consists of two qubits $B_{1}$ and $B_{2}$. We then pass $A_{1}$ and $A_{2}$ through a qubit depolarizing channel defined as $\mathcal{D}_{p}(\rho):=(1-p) \rho+p \mathbb{I} / 2$ where $p=0.7$. So, the final state under consideration can be written as

$$
\begin{equation*}
\tilde{\rho}_{A B}:=\left(\mathcal{D}_{p, A_{1}} \otimes \mathcal{D}_{p, A_{2}} \otimes \mathbb{I}_{B_{1}} \otimes \mathbb{I}_{B_{2}}\right)(|\psi\rangle\langle\psi|) \tag{9}
\end{equation*}
$$

We can then use our VQSA to estimate the fidelity of


Figure 4: Fidelity of separability calculated for the state $\tilde{\rho}_{A B}$ as specified in (9) using our VQSA (blue line) and $\widetilde{F}_{s}^{1}$ (orange line).
separability for $\tilde{\rho}_{A B}$ and compare the result against the previous SDP benchmarks. See Figure 4 for the results.

### 2.4 Generalization to Multipartite Fidelity of Separability

We also generalize our VQSA to measure the fidelity of separability of multipartite states in the following fashion. A multipartite state $\rho_{A_{1} \cdots A_{M}} \in \mathcal{D}\left(\mathcal{H}_{A_{1} \cdots A_{M}}\right) \equiv$ $\mathcal{D}\left(\mathcal{H}_{A_{1}} \otimes \cdots \otimes \mathcal{H}_{A_{M}}\right)$ is separable if it can be written as

$$
\begin{equation*}
\rho_{A_{1} \cdots A_{M}}=\sum_{x \in \mathcal{X}} p(x) \psi_{A_{1}}^{x, 1} \otimes \cdots \otimes \psi_{A_{M}}^{x, M} \tag{10}
\end{equation*}
$$

where $\psi_{A_{i}}^{x, i}$ is a pure state for every $x \in \mathcal{X}$ and $i \in$ $\{1, \ldots, M\}$. Let $M$-SEP denote the set of all $\rho_{A_{1} \cdots A_{M}} \in$ $\mathcal{D}\left(\mathcal{H}_{A_{1} \cdots A_{M}}\right)$ such that $\rho_{A_{1} \cdots A_{M}}$ is separable.

For the multipartite case of the distributed quantum computation, the verifier prepares a purification $\psi_{R A_{1} \cdots A_{M}}^{\rho}$ of $\rho_{A_{1} \cdots A_{M}}$. The prover applies a multipartite entanglement-breaking channel on $R$, which can be written as:

$$
\begin{align*}
& \mathcal{E}_{R \rightarrow A_{1}^{\prime} \cdots A_{M-1}^{\prime}}(\cdot) \\
& \quad=\sum_{x \in \mathcal{X}} \operatorname{Tr}\left[\mu_{R}^{x}(\cdot)\right]\left(\phi_{A_{1}^{\prime}}^{x, 1} \otimes \cdots \otimes \phi_{A_{M-1}^{\prime}}^{x, M-1}\right) \tag{11}
\end{align*}
$$

where $\left\{\mu_{R}^{x}\right\}_{x}$ is a rank-one POVM and $\left\{\phi_{A_{i}^{\prime}}^{x, i}\right\}_{x, i}$ is a set of pure states. The prover sends systems $\left(A^{M-1}\right)^{\prime} \equiv$ $A_{1}^{\prime} \cdots A_{M-1}^{\prime}$ to the verifier. Finally, the verifier performs a collective swap test on these systems and the systems $A_{1} \cdots A_{M}$, as depicted in Figure 5. The acceptance probability of this distributed quantum computation is given by

$$
\begin{equation*}
\max _{\mathcal{E} \in \mathrm{EB}_{M-1}} \operatorname{Tr}\left[\Pi_{\left(A^{M-1}\right)^{\prime} A^{M-1}}^{\mathrm{sym}} \mathcal{E}_{R \rightarrow\left(A^{M-1}\right)^{\prime}}\left(\psi_{R A^{M-1}}\right)\right], \tag{12}
\end{equation*}
$$



Figure 5: Test for separability of multipartite mixed states. The verifier uses the unitary circuit $U^{\rho}$ to prepare the state $\psi_{R A_{1} A_{2} A_{3} A_{4}}$, which is a purification of $\rho_{A_{1} A_{2} A_{3} A_{4}}$. The prover (indicated by the dotted box) applies an entanglement-breaking channel $\mathcal{E}_{R \rightarrow A_{1}^{\prime} A_{2}^{\prime} A_{3}^{\prime}}$ on $R$ by measuring the rank-one POVM $\left\{\mu_{R}^{x}\right\}_{x \in \mathcal{X}}$ and then, depending on the outcome $x$, prepares a state from the set $\left\{\phi_{A_{1}^{\prime}}^{x, 1} \otimes \phi_{A_{2}^{\prime}}^{x, 2} \otimes \phi_{A_{3}^{\prime}}^{x, 3}\right\}_{x \in \mathcal{X}}$. The final state is sent to the verifier, who performs a collective swap test. Theorem 3 states that the maximum acceptance probability of this interactive proof is equal to $\frac{1}{2}\left(1+F_{s}\left(\rho_{A_{1} A_{2} A_{3} A_{4}}\right)\right)$, i.e., a simple function of the fidelity of separability.
where $\Pi_{\left(A^{M-1}\right)^{\prime} A^{M-1}}^{\mathrm{sym}}$ is the projection onto the symmetric subspace of systems $\left(A^{M-1}\right)^{\prime}$ and $A^{M-1}$ and $\mathrm{EB}_{M-1}$ denotes the set of multipartite entanglement-breaking channels defined in (11). This leads to the following theorem:

Theorem 3 For a pure state $\psi_{R A^{M}} \equiv \psi_{R A_{1} \cdots A_{M}}$, the following equality holds:

$$
\begin{gather*}
\max _{\mathcal{E} \in \mathrm{EB}_{M-1}} \operatorname{Tr}\left[\Pi_{\left(A^{M-1}\right)^{\prime}\left(A^{M-1}\right)}^{\mathrm{sym}} \mathcal{E}_{R \rightarrow A_{1}^{\prime} \cdots A_{M-1}^{\prime}}\left(\psi_{R A^{M}}\right)\right] \\
=\frac{1}{2}\left(1+F_{s}\left(\rho_{A_{1} \cdots A_{M}}\right)\right) \tag{13}
\end{gather*}
$$

where the multipartite fidelity of separability is defined as

$$
\begin{align*}
& F_{s}\left(\rho_{A_{1} \cdots A_{M}}\right):= \\
& \max _{\sigma_{A_{1} \cdots A_{M}} \in M-\mathrm{SEP}} F\left(\rho_{A_{1} \cdots A_{M}}, \sigma_{A_{1} \cdots A_{M}}\right) . \tag{14}
\end{align*}
$$

See Appendix I for a proof. We can then use the generalized test of separability of mixed states to develop a VQSA for the multipartite case. See Figure 6. This involves replacing the collective swap test in Figure 5 with an overlap measurement, similar to how we got Figure 2 from Figure 1.


Figure 6: VQSA to estimate the multipartite fidelity of separability $F_{s}\left(\rho_{A_{1} A_{2} A_{3} A_{4}}\right)$. The unitary circuit $U^{\rho}$ prepares the state $\psi_{R A_{1} A_{2} A_{3} A_{4}}$, which is a purification of $\rho_{A_{1} A_{2} A_{3} A_{4}}$. The parameterized circuit $W_{R}(\Theta)$ acts on $R$ to evolve the state to another purification of $\rho_{A_{1} A_{2} A_{3} A_{4} \text {. The following measurement, }}^{\text {, }}$ labeled "steering measurement," steers the remaining systems to be in a state $\psi_{A_{1} A_{2} A_{3} A_{4}}^{x}$ if the measurement outcome $x$ occurs. Conditioned on the outcome $x$, the final parameterized circuits $U_{A_{1}}^{x, 1}\left(\Theta_{1}^{x}\right), U_{A_{2}}^{x, 2}\left(\Theta_{2}^{x}\right)$, and $U_{A_{3}}^{x, 3}\left(\Theta_{3}^{x}\right)$ are applied and the subsequent measurement accepts with a maximum probability of $F_{s}\left(\rho_{A_{1} A_{2} A_{3} A_{4}}\right)$.

### 2.5 Quantum Computational Complexity Considerations

Our final result is regarding the computational complexity of estimating the fidelity of separability $F_{s}\left(\rho_{A B}\right)$. The complexity-theoretic approach allows us to classify the separability problem based on its computational difficulty. Analyses of this form can be effectively conducted within the framework of quantum computational complexity theory [41, 42].

In the paradigm of complexity theory [54], a complexity class is a set of computational problems that require similar resources to solve. If a complexity class $A$ is contained within another class $B$, then some problems in $B$ could require more computational resources than problems in $A$. To effectively characterize the difficulty of a class of problems, we pick a problem that is representative of the class or complete for the class. A problem $h$ is considered complete for a complexity class $A$ if $h$ is contained in the class and the ability to solve problem $h$ can be extended efficiently to solve every other problem in $A$.

To tackle the question posed about the computational complexity of estimating the fidelity of separability, we define $\operatorname{QIP}_{\mathrm{EB}}(2)$ to be the complexity class containing problems that can be solved using a prover restricted to using only entanglement-breaking channels, which processes a quantum message received from the verifier and sends back a quantum message to the verifier. Thus, estimating the fidelity of separability of a given state then falls within $\operatorname{QIP}_{\mathrm{EB}}(2)$, as seen from Figure 1. To fully characterize this novel complexity class, we provide a complete problem for it. We establish that, given quan-


Figure 7: Placement of $\mathrm{QIP}_{\mathrm{EB}}(2)$ relative to other known complexity classes. The complexity classes are organized such that if a class is connected to a class above it, the complexity class placed lower is a subset of the class above. For example, $\operatorname{QIP}_{\mathrm{EB}}(2)$ is a superset of both QSZK and QAM.
tum circuits to generate a channel $\mathcal{N}_{A \rightarrow B}$ and a state $\rho_{B}$, estimating the following quantity is complete for $\mathrm{QIP}_{\mathrm{EB}}(2)$ :

$$
\begin{equation*}
\max _{\substack{\left\{\left(p(x), \psi^{x}\right)\right\}_{x},\left\{\varphi^{x}\right\}_{x} \\ \rho_{B}=\sum_{x} p(x) \psi_{B}^{x}}} \sum_{x} p(x) F\left(\psi_{B}^{x}, \mathcal{N}_{A \rightarrow B}\left(\varphi_{A}^{x}\right)\right) . \tag{15}
\end{equation*}
$$

See Appendix J for details and an interpretation of this quantity.

By placing the problem of estimating the fidelity of separability in the class $\mathrm{QIP}_{\mathrm{EB}}(2)$, we establish results that link quantum steering and the separability problem to quantum computational complexity theory. Furthermore, we show that the complexity class $\mathrm{QIP}_{\mathrm{EB}}(2)$ contains QAM [55] and QSZK [56]. It also follows, as a direct generalization of the hardness results from [5, 6], that the problem of estimating the fidelity of separability is hard for QSZK and NP. All of the aforementioned complexity classes are considered to be, in the worst case, out of reach of the capabilities of efficient quantum computers. See Appendix K for proofs and Figure 7 for a detailed diagram. However, following the approach of [57], we can try to solve some instances of problems in these classes using parameterized circuits and VQAs.

## 3 Conclusion and Discussion

In this paper, we detailed a distributed quantum computation to test the separability of a quantum state
that, at its core, uses quantum steering. This test demonstrated a link between quantum steering and the separability problem. The acceptance probability of this distributed quantum computation is directly related to an entanglement measure known as the fidelity of separability. Using the test's structure, we also showed computational complexity-theoretic results and established a link between quantum steering, quantum algorithms, and quantum computational complexity. By replacing the prover with a parameterized circuit, we modified this distributed quantum computation to develop our VQSA, a novel kind of variational quantum algorithm that uses quantum steering to address the problem of estimating the fidelity of separability. This algorithm allows for the direct estimation of the fidelity of separability without the need for state tomography and subsequent approximate tests on separability. Our algorithm is not unitary due to the midcircuit measurement on system $R$ and the consequent conditional operation applied on system $A$. This is an important distinction from most VQAs, which do not use a parameterized mid-circuit measurement. We also discuss multipartite generalizations of both our separability test and VQSA. Finally, we simulated our VQSA using the noisy Qiskit Aer simulator, which showed favorable convergence trends and was compared against two classical SDP benchmarks.

Our VQSA has applications beyond entanglement quantification on a single quantum computer. We can also think of our VQSA as a distributed variational quantum algorithm for measuring the entanglement of a bipartite state. See [58, 59, 60] for previous instances of distributed VQAs. Indeed, our algorithm can be executed over a quantum network in which each node has quantum and classical computers capable of performing VQAs. The initial part of the algorithm distributes $R$ to Rob, $A$ to Alice, and $B$ to Bob, who are all in distant locations. Then, Rob performs the parameterized measurement and sends the outcome over a classical channel to Alice, who performs another parameterized measurement. Then, they can repeat this process to assess the quality of the entanglement between Alice and Bob. This interpretation is even more interesting regarding quantum networks for the multipartite case, in which the classical data gets broadcast from Rob to all the other nodes except the last one.

VQSAs can tackle other problems involving quantum steering, like maximizing the pure-state decompositions of quantum states. This technique may also be helpful for estimating other entanglement measures that involve optimizing the set of separable states. By applying the insights of [61, Appendix A] and our approach here, it is clear that VQSAs will also be helpful for estimating maximal fidelities associated with other resource theo-
ries, such as the resource theory of coherence [62]. More broadly, we suspect that the paradigm of parameterized mid-circuit measurements and distributed variational quantum algorithms will be helpful in addressing other computational problems of interest in quantum information science and physics, given recent advances in experimental implementations [63, 64, 65, 66].

Going forward from here, we consider it an important open question in quantum computational complexity theory to place a non-trivial upper bound on the class QIP $_{\text {EB }}(2)$. As indicated in Remark 7, an approach using the known quantum de Finetti theorem from [67, Theorem II.7'] does not appear to be helpful for this task.

## 4 Methods

This section briefly overviews the techniques used to prove Theorem 1, our main result, a brief description of SDP benchmarks, and essential details about our simulations.

To gain intuition about the separability test for mixed states, let us formulate a simple test for the separability of pure states. From (1), we can see that a pure bipartite state $\varphi_{A B}$ is separable if it can be written in product form, as

$$
\begin{equation*}
\varphi_{A B}=\psi_{A} \otimes \phi_{B} \tag{16}
\end{equation*}
$$

where $\psi_{A}$ and $\phi_{B}$ are pure states. The test we developed below is important because it will reappear as part of the test for separability in the general case, along with quantum steering. Additionally, our approach slightly differs from the standard approach for testing entanglement of pure states, which employs two copies of the state in a swap test $[68,69,7]$. Instead, our approach requires only a single copy of the state.

Our pure-state separability test consists of a distributed quantum computation involving a prover and a verifier (see Figure 8). The computation starts with the verifier preparing the pure state $\psi_{A B}$. The prover sends the verifier the pure state $\phi_{A^{\prime}}$ in register $A^{\prime}$. (We note that the prover can send a mixed state; however, the maximum acceptance probability of the test is achieved by a pure state. Hence, without loss of generality, the prover must send a pure state.) The verifier then performs the standard swap test $[70,71]$ on $A$ and $A^{\prime}$ and accepts if the measurement outcome is zero. In the standard model of quantum computational complexity [41, 42], the prover attempts to get the verifier to accept the swap test with as high a probability as possible. Thus, in this scenario, the prover selects $\phi_{A^{\prime}}$ to maximize the overlap between the reduced stated $\psi_{A}:=\operatorname{Tr}_{B}\left[\psi_{A B}\right]$ and $\phi_{A^{\prime}}$. The maximum acceptance


Figure 8: Pure-state separability test: The verifier has the pure state $\psi_{A B}$ of interest. The prover (indicated by the dotted box) sends the verifier a pure state $\phi_{A^{\prime}}$, who then performs the standard swap test on systems $A^{\prime}$ and $A$. As mentioned in (18), the acceptance probability is equal to $\frac{1}{2}\left(1+\left\|\psi_{A}\right\|_{\infty}\right)$.
probability is then equal to

$$
\begin{align*}
& \max _{\phi} \operatorname{Tr}\left[\left(\Pi_{A^{\prime} A}^{\mathrm{sym}} \otimes I_{B}\right)\left(\phi_{A^{\prime}} \otimes \psi_{A B}\right)\right] \\
& =\frac{1}{2}\left(1+\max _{\phi} \operatorname{Tr}\left[F_{A^{\prime} A}\left(\phi_{A^{\prime}} \otimes \psi_{A}\right)\right]\right)  \tag{17}\\
& =\frac{1}{2}\left(1+\max _{\phi} \operatorname{Tr}\left[\phi_{A} \psi_{A}\right]\right)=\frac{1}{2}\left(1+\left\|\psi_{A}\right\|_{\infty}\right), \tag{18}
\end{align*}
$$

where $F_{A^{\prime} A}$ is the unitary swap operator acting on systems $A^{\prime}$ and $A$, the projector $\Pi_{A^{\prime} A}^{\text {sym }}:=\frac{1}{2}\left(I_{A^{\prime} A}+F_{A^{\prime} A}\right)$ projects onto the symmetric subspace of $A^{\prime}$ and $A$, and $\left\|\psi_{A}\right\|_{\infty}$ is the spectral norm of the reduced state $\psi_{A}$ (equal to its largest eigenvalue). Since $\left\|\psi_{A}\right\|_{\infty}=1$ if and only if $\psi_{A}$ is a pure state and this occurs if and only if $\psi_{A B}$ is a product state, it follows that the maximal acceptance probability is equal to one if and only if $\psi_{A B}$ is a product state.

Now we outline the proof of Theorem 1, which relies on two important facts. The first is that the fidelity of separability can be written in terms of a convex roof as follows [61, Theorem 1]:

$$
\begin{equation*}
F_{s}\left(\rho_{A B}\right)=\max _{\substack{\left\{\left(p(x), \psi_{A B}^{x}\right)\right\}_{x}, \rho_{A B}=\sum_{x} p(x) \psi_{A B}^{x}}} \sum_{x} p(x) F_{s}\left(\psi_{A B}^{x}\right), \tag{19}
\end{equation*}
$$

where $\{p(x)\}_{x}$ is a probability distribution and each $\psi_{A B}^{x}$ is a pure state. See also [72, Lemma 1]. The second fact is that, for a pure bipartite state, $F_{s}\left(\psi_{A B}\right)$ can be rewritten as [61, Section 6.2]

$$
\begin{equation*}
F_{s}\left(\psi_{A B}\right)=\left\|\psi_{A}\right\|_{\infty} \tag{20}
\end{equation*}
$$

Along with these facts, we also note that the optimization over all entanglement-breaking channels in (4) is the same as optimizing over all pure-state decompositions of $\rho_{A B}$ and the rest of the proof follows. For completeness, we provide proofs of (19) and (20) in Appendices B and C, respectively. It follows from (1) and (20) that $\sum_{x} p(x)\left\|\psi_{A}^{x}\right\|_{\infty}=1$ for a separable state, which is the maximum possible value of $F_{s}\left(\rho_{A B}\right)$. Hence, the
distributed quantum computation in Figure 1 tests and quantifies the separability of a state by estimating its fidelity of separability. Finally, note that the computation in Figure 1 can be reduced to that in Figure 8 if the purifying system $R$ is trivial, implying that the verifier only prepares a pure state on systems $A$ and $B$ in this case.

Benchmarking via semidefinite programs-Here we briefly explain the derivation of the SDP benchmarks $\widetilde{F}_{s}^{1}\left(\rho_{A B}, k\right)$ and $\widetilde{F}_{s}^{2}\left(\rho_{A B}, k\right)$.

First, let us recall that the fidelity between two quantum states has an SDP formulation [73]. Since there is no semidefinite constraint that directly corresponds to optimizing over the set of separable states [74], we can approximate the fidelity of separability of a state by maximizing its fidelity with positive partial transpose (PPT) states [27, 28] and $k$-extendible states [29, 30]. Further noting that the PPT and $k$-extendibility constraints are positive semidefinite constraints, we obtain our first benchmark $\widetilde{F}_{s}^{1}\left(\rho_{A B}, k\right)$, defined in Appendix E , and which is proven there to satisfy the following bounds:

$$
\begin{align*}
& F_{s}\left(\rho_{A B}\right) \leq \widetilde{F}_{s}^{1}\left(\rho_{A B}, k\right) \\
& \leq 1-\left[\sqrt{1-F_{s}\left(\rho_{A B}\right)}-2 \sqrt{\frac{|B|^{2}}{k}\left(1-\frac{|B|^{2}}{k}\right)}\right]^{2} \tag{21}
\end{align*}
$$

where $|B|$ is the dimension of system $B$. By inspection of the above inequalities, observe that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \widetilde{F}_{s}^{1}\left(\rho_{A B}, k\right)=F_{s}\left(\rho_{A B}\right) \tag{22}
\end{equation*}
$$

The second benchmark can be obtained using (4). Just like PPT and $k$-extendible states were used to approximate separable states for the first benchmark, we use PPT channels [75, 76] and $k$-extendible channels [77, 78, 79, 80] to approximate entanglement-breaking channels, leading to our second benchmark $\widetilde{F}_{s}^{2}\left(\rho_{A B}, k\right)$. We show that $\widetilde{F}_{s}^{2}\left(\rho_{A B}, k\right)$ is an SDP and approximates the fidelity of separability in the following fashion:

$$
\begin{equation*}
F_{s}\left(\rho_{A B}\right) \leq \widetilde{F}_{s}^{2}\left(\rho_{A B}, k\right) \leq F_{s}\left(\rho_{A B}\right)+\frac{4|A|^{3}|B|}{k} \tag{23}
\end{equation*}
$$

where $|A|$ and $|B|$ is the dimension of systems $A$ and $B$, respectively. See Appendix F for a proof. Again, observe that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \widetilde{F}_{s}^{2}\left(\rho_{A B}, k\right)=F_{s}\left(\rho_{A B}\right) \tag{24}
\end{equation*}
$$

Simulations and Reward Functions-For our simulations, we use the Qiskit Aer simulator and Qiskit's

Simultaneous Perturbation Stochastic Approximation (SPSA) optimizer to perform the classical optimization. The jitters in the fidelity values between iterations of the VQSA can be attributed to the shot noise in estimating the acceptance probability using the Qiskit Aer simulator, as well as the fact that the SPSA optimizer we have used to perform the classical optimization is itself a stochastic algorithm. We provide more examples in Appendix G.

An essential issue with variational quantum techniques, such as VQAs, is the emergence of barren plateaus or vanishing gradients as the number of qubits increases [43]. However, recent results have shown that this problem can be mitigated by switching from a global reward function to a local reward function [44]. In our case, a global reward function is one in which we measure all the qubits that constitute system $A$, as done in the approach discussed in Theorem 2. An example of a local reward function involves selecting a qubit in the system $A$ at random to measure in the computational basis and recording the outcome, accepting if the result is equal to zero. Our proposed local reward function can be used to obtain upper and lower bounds on our initial global reward function, following the approach of [81, Appendix C] and discussed for completeness in Appendix L. Local functions have also been used to avoid barren plateaus in VQAs to determine the geometric measure of entanglement for pure states [82]. We provide simulations of the local reward function in Appendix G, indicating that the local reward function can also be used to estimate the fidelity of separability of a given state.
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## A Proof of Theorem 1

In this appendix, we prove Theorem 1, showing that the acceptance probability of the first test of separability for mixed states is equal to $\frac{1}{2}\left(1+F_{s}\left(\rho_{A B}\right)\right)$.

Proof of Theorem 1. Recall that an entanglement-breaking channel can be rewritten as

$$
\begin{equation*}
\mathcal{E}_{R \rightarrow A^{\prime}}(\cdot)=\sum_{x} \operatorname{Tr}\left[\mu_{R}^{x}(\cdot)\right] \phi_{A^{\prime}}^{x} \tag{25}
\end{equation*}
$$

where $\left\{\mu_{R}^{x}\right\}_{x}$ is a rank-one POVM and $\left\{\phi_{A^{\prime}}^{x}\right\}_{x}$ is a set of pure states. Then we find, for fixed $\mathcal{E}_{R \rightarrow A^{\prime}}$, that

$$
\begin{align*}
\operatorname{Tr}\left[\Pi_{A^{\prime} A}^{\mathrm{sym}} \mathcal{E}_{R \rightarrow A^{\prime}}\left(\psi_{R A B}\right)\right] & =\frac{1}{2} \operatorname{Tr}\left[\left(I_{A^{\prime} A}+F_{A^{\prime} A}\right) \mathcal{E}_{R \rightarrow A^{\prime}}\left(\psi_{R A B}\right)\right]  \tag{26}\\
& =\frac{1}{2}\left(1+\operatorname{Tr}\left[F_{A^{\prime} A} \mathcal{E}_{R \rightarrow A^{\prime}}\left(\psi_{R A B}\right)\right]\right) \tag{27}
\end{align*}
$$

So let us work with the expression $\operatorname{Tr}\left[F_{A^{\prime} A} \mathcal{E}_{R \rightarrow A^{\prime}}\left(\psi_{R A B}\right)\right]$. Consider that

$$
\begin{align*}
\operatorname{Tr}\left[F_{A^{\prime} A} \mathcal{E}_{R \rightarrow A^{\prime}}\left(\psi_{R A B}\right)\right] & =\operatorname{Tr}\left[F_{A^{\prime} A} \sum_{x} \operatorname{Tr}_{R}\left[\mu_{R}^{x} \psi_{R A B}\right] \otimes \phi_{A^{\prime}}^{x}\right]  \tag{28}\\
& =\operatorname{Tr}\left[F_{A^{\prime} A} \sum_{x} p(x) \psi_{A B}^{x} \otimes \phi_{A^{\prime}}^{x}\right]  \tag{29}\\
& =\operatorname{Tr}\left[F_{A^{\prime} A} \sum_{x} p(x) \psi_{A}^{x} \otimes \phi_{A^{\prime}}^{x}\right]  \tag{30}\\
& =\sum_{x} p(x)\left\langle\left.\phi^{x}\right|_{A} \psi_{A}^{x} \mid \phi^{x}\right\rangle_{A} \tag{31}
\end{align*}
$$

where

$$
\begin{equation*}
p(x):=\operatorname{Tr}\left[\mu_{R}^{x} \psi_{R A B}\right] \tag{32}
\end{equation*}
$$

$$
\begin{equation*}
\psi_{A B}^{x}:=\frac{1}{p(x)} \operatorname{Tr}_{R}\left[\mu_{R}^{x} \psi_{R A B}\right] . \tag{33}
\end{equation*}
$$

Thus, the acceptance probability for a fixed entanglement-breaking channel is given by

$$
\begin{equation*}
\operatorname{Tr}\left[\Pi_{A^{\prime} A}^{\mathrm{sym}} \mathcal{E}_{R \rightarrow A^{\prime}}\left(\psi_{R A B}\right)\right]=\frac{1}{2}\left(1+\sum_{x} p(x)\left\langle\left.\phi^{x}\right|_{A} \psi_{A}^{x} \mid \phi^{x}\right\rangle_{A}\right) . \tag{34}
\end{equation*}
$$

After optimizing over every element of $\mathrm{EB}_{R \rightarrow A^{\prime}}$, which denotes the set of all entanglement-breaking channels with input system $R$ and output system $A^{\prime}$, and realizing that optimizing over measurements in $\mathcal{E}_{R \rightarrow A^{\prime}}$ induces a pure-state decomposition of $\rho_{A B}$ and optimizing over preparation channels in $\mathcal{E}_{R \rightarrow A^{\prime}}$ gives the spectral norm of $\psi_{A}^{x}$, we find the claimed formula for the acceptance probability, when combined with the development in Appendices B and C:

$$
\begin{equation*}
\max _{\mathcal{E} \in \mathrm{EB}_{R \rightarrow A^{\prime}}} \operatorname{Tr}\left[\left(\Pi_{A^{\prime} A}^{\mathrm{sym}} \otimes I_{R B}\right) \mathcal{E}_{R \rightarrow A^{\prime}}\left(\psi_{R A B}\right)\right]=\frac{1+F_{s}\left(\rho_{A B}\right)}{2} . \tag{35}
\end{equation*}
$$

This concludes the proof.

## B Alternative Proof of Equation (19)

This appendix provides an alternative proof for Theorem 1 in [61]. This proof relies on Uhlmann's theorem [52], the triangle inequality, and the Cauchy-Schwarz inequality. See also [72, Lemma 1].

Theorem 4 ([61]) The following formula holds

$$
\begin{equation*}
F_{s}\left(\rho_{A B}\right)=\max _{\left\{\left(p(x), \psi_{A B}^{x}\right)\right\}_{x}}\left\{\sum_{x} p(x) F_{s}\left(\psi_{A B}^{x}\right): \rho_{A B}=\sum_{x} p(x) \psi_{A B}^{x}\right\}, \tag{36}
\end{equation*}
$$

where $\left\{\left(p(x), \psi_{A B}^{x}\right)\right\}_{x}$ satisfies $\sum_{x} p(x) \psi_{A B}^{x}=\rho_{A B}$, all $\psi_{A B}^{x}$ are pure, and

$$
\begin{equation*}
\left.F_{s}\left(\psi_{A B}\right)=\max _{|\phi\rangle_{A},|\varphi\rangle_{B}}\left|\left\langle\left.\psi\right|_{A B} \mid \phi\right\rangle_{A} \otimes\right| \varphi\right\rangle\left._{B}\right|^{2} \tag{37}
\end{equation*}
$$

Proof. Since the definition in (5) requires an optimization over all separable states, we take $|\mathcal{X}|=(|A||B|)^{2}$. The separable state in (1) is purified by

$$
\begin{equation*}
\left|\psi^{\sigma}\right\rangle_{R A B}=\sum_{x \in \mathcal{X}} \sqrt{p(x)}|x\rangle_{R}\left|\psi^{x}\right\rangle_{A}\left|\phi^{x}\right\rangle_{B} \tag{38}
\end{equation*}
$$

Now consider a generic purification $\left|\psi^{\rho}\right\rangle_{R^{\prime} A B}$ of $\rho_{A B}$. Recall that the dimension of the purifying system $R^{\prime}$ satisfies $\operatorname{rank}\left(\rho_{A B}\right) \leq\left|R^{\prime}\right|$ and so we can simply set $\left|R^{\prime}\right|=|A||B|$. Taking $R^{\prime \prime}$ to be a system of dimension $|A||B|$, we then have that

$$
\begin{equation*}
\left|\psi^{\rho}\right\rangle_{R^{\prime} A B}|0\rangle_{R^{\prime \prime}} \tag{39}
\end{equation*}
$$

purifies $\rho_{A B}$. Applying Uhlmann's theorem [52], the maximum separable root fidelity can be written as

$$
\max _{\sigma_{A B} \in \operatorname{SEP}(A: B)} \sqrt{F}\left(\rho_{A B}, \sigma_{A B}\right)=
$$

$$
\begin{equation*}
\max _{\left\{\left(p(x), \psi^{x} A, \phi_{B}^{x}\right)\right\}_{x}} \mid\left(\sum_{x^{\prime}} \sqrt{p\left(x^{\prime}\right)}\left\langle\left. x^{\prime}\right|_{R}\left\langle\left.\psi^{x^{\prime}}\right|_{A}\left\langle\left.\phi^{x^{\prime}}\right|_{B}\right)\left(U_{R^{\prime} R^{\prime \prime} \rightarrow R} \otimes I_{A B}\right) \mid \psi^{\rho}\right\rangle_{R^{\prime} A B} \mid 0\right\rangle_{R^{\prime \prime}} \mid,\right. \tag{40}
\end{equation*}
$$

where the maximization is over every unitary $U_{R^{\prime} R^{\prime \prime} \rightarrow R}$. Expanding $U_{R^{\prime} R^{\prime \prime} \rightarrow R}\left|\psi^{\rho}\right\rangle_{R^{\prime} A B}|0\rangle_{R^{\prime \prime}}$ in terms of the standard basis $|x\rangle$ as

$$
\begin{equation*}
U_{R^{\prime} R^{\prime \prime} \rightarrow R}\left|\psi^{\rho}\right\rangle_{R^{\prime} A B}|0\rangle_{R^{\prime \prime}}=\sum_{x \in \mathcal{X}} \sqrt{q(x)}|x\rangle_{R}\left|\varphi^{x}\right\rangle_{A B} \tag{41}
\end{equation*}
$$

we note that $U$ followed by a measurement in the standard basis induces a convex decomposition of $\rho_{A B}$ in terms of the ensemble $\left\{\left(q(x), \varphi_{A B}^{x}\right)\right\}_{x}$. We can write the root fidelity as

$$
\begin{align*}
& \max _{\sigma_{A B} \in \operatorname{SEP}(A: B)} \sqrt{F}\left(\rho_{A B}, \sigma_{A B}\right)\left.=\max _{\substack{\left\{\left(p(x), \psi^{x}, \phi_{B}^{x}\right)\right\}_{x} \\
\left\{\left(q(x), \varphi_{A B}^{x}\right\}_{x}\right.}}\left|\sum_{x, x^{\prime}} \sqrt{q(x) p\left(x^{\prime}\right)}\left\langle x \mid x^{\prime}\right\rangle_{R}\left\langle\left.\varphi^{x}\right|_{A B} \mid \psi^{x^{\prime}}\right\rangle_{A}\right| \phi^{x^{\prime}}\right\rangle_{B} \mid \\
&=\left.\max _{\substack{\left\{\left(p(x), \psi_{A}^{x}, \phi_{B}^{x}\right)\right\}_{x} \\
\left\{\left(q(x), \varphi_{A B}^{x}\right)\right\}_{x}}}\left|\sum_{x} \sqrt{q(x) p(x)}\left\langle\left.\varphi^{x}\right|_{A B} \mid \psi^{x}\right\rangle_{A}\right| \phi^{x}\right\rangle_{B} \mid  \tag{42}\\
&=\max _{\substack{\left\{\left(p(x), \psi^{x}, \phi_{A}^{x}\right) \\
\left\{\left(q(x), \varphi_{A B}^{x}\right)\right\}_{x}\right.}}\left|\sum_{x}\right| \\
& \sum_{x} \sqrt{q(x) p(x)}\left\langle\left.\varphi^{x}\right|_{A B} \mid \psi^{x}\right\rangle_{A}\left|\phi^{x}\right\rangle_{B} \mid . \tag{43}
\end{align*}
$$

Next, for fixed $\left\{\left(p(x), \psi^{x}{ }_{A}, \phi_{B}^{x}\right)\right\}_{x}$ and $\left\{\left(q(x), \varphi_{A B}^{x}\right)\right\}_{x}$, we bound the objective function in the optimization above as follows:

$$
\begin{align*}
\left.\left|\sum_{x} \sqrt{q(x) p(x)}\left\langle\left.\varphi^{x}\right|_{A B} \mid \psi^{x}\right\rangle_{A}\right| \phi^{x}\right\rangle_{B} \mid & \left.\leq \sum_{x} \sqrt{p(x) q(x)}\left|\left\langle\left.\varphi^{x}\right|_{A B} \mid \psi^{x}\right\rangle_{A}\right| \phi^{x}\right\rangle_{B} \mid  \tag{44}\\
& \leq \sqrt{\sum_{x} p(x)} \sqrt{\left.\sum_{x} q(x)\left|\left\langle\left.\varphi^{x}\right|_{A B} \mid \psi^{x}\right\rangle_{A}\right| \phi^{x}\right\rangle\left._{B}\right|^{2}}  \tag{45}\\
& =\sqrt{\left.\sum_{x} q(x)\left|\left\langle\left.\varphi^{x}\right|_{A B} \mid \psi^{x}\right\rangle_{A}\right| \phi^{x}\right\rangle\left._{B}\right|^{2}} \tag{46}
\end{align*}
$$

The first inequality follows from the triangle inequality, and the second from an application of Cauchy-Schwarz. We see that equality is achieved in the second inequality by choosing

$$
\begin{equation*}
p(x)=\frac{\left.q(x)\left|\left\langle\left.\varphi^{x}\right|_{A B} \mid \psi^{x}\right\rangle_{A}\right| \phi^{x}\right\rangle\left._{B}\right|^{2}}{\left.\sum_{x} q(x)\left|\left\langle\left.\varphi^{x}\right|_{A B} \mid \psi^{x}\right\rangle_{A}\right| \phi^{x}\right\rangle\left._{B}\right|^{2}} . \tag{47}
\end{equation*}
$$

We can achieve equality in the first inequality by tuning a global phase for the state $\left|\psi^{x}\right\rangle_{A}$, which amounts to a relative phase in (38). Putting everything together, we conclude that

$$
\begin{equation*}
\left.\max _{\sigma_{A B} \in \mathrm{SEP}} F\left(\rho_{A B}, \sigma_{A B}\right)=\max _{\left\{\left(q(x), \varphi_{A B}^{x}\right)\right\}_{x}} \sum_{x} q(x) \max _{\left(\left|\psi^{x}\right\rangle_{A}\left|\phi^{x}\right\rangle_{B}\right)_{x},}\left|\left\langle\left.\varphi^{x}\right|_{A B} \mid \psi^{x}\right\rangle_{A}\right| \phi^{x}\right\rangle\left._{B}\right|^{2} \tag{48}
\end{equation*}
$$

which is equivalent to the desired equality in (19).

## C Proof of Equation (20)

In this appendix, we show that the fidelity of separability of a bipartite state can be written in terms of the spectral norm, which was also observed in [61, Section 6.2].

Proposition 5 For a bipartite state, the following equality holds

$$
\begin{equation*}
F_{s}\left(\rho_{A B}\right)=\max _{\left\{\left(p(x), \psi_{A B}^{x}\right)\right\}_{x}}\left\{\sum_{x} p(x)\left\|\psi_{A}^{x}\right\|_{\infty}: \rho_{A B}=\sum_{x} p(x) \psi_{A B}^{x}\right\} . \tag{49}
\end{equation*}
$$

Proof. Consider that the following holds for a pure bipartite state $\psi_{A B}$ :

$$
\begin{align*}
F_{s}\left(\psi_{A B}\right) & \left.=\max _{|\phi\rangle_{A},|\varphi\rangle_{B}}\left|\left\langle\left.\psi\right|_{A B} \mid \phi\right\rangle_{A} \otimes\right| \varphi\right\rangle\left._{B}\right|^{2}  \tag{50}\\
& =\max _{|\phi\rangle_{A},|\varphi\rangle_{B}} \mid\left\langle\left.\left.\phi\right|_{A} \otimes\left\langle\left.\varphi\right|_{B} \mid \psi\right\rangle_{A B}\right|^{2}\right.  \tag{51}\\
& =\max _{|\phi\rangle_{A}}\left\|\left\langle\left.\phi\right|_{A} \otimes I_{B} \mid \psi\right\rangle_{A B}\right\|_{2}^{2}  \tag{52}\\
& =\max _{|\phi\rangle_{A}} \operatorname{Tr}\left[\left(|\phi\rangle\left\langle\left.\phi\right|_{A} \otimes I_{B}\right) \psi_{A B}\right]\right.  \tag{53}\\
& =\max _{|\phi\rangle_{A}} \operatorname{Tr}\left[|\phi\rangle\left\langle\left.\phi\right|_{A} \psi_{A}\right]\right.  \tag{54}\\
& =\left\|\psi_{A}\right\|_{\infty} . \tag{55}
\end{align*}
$$

The first two equalities follow from the definition and a rewriting. The third equality follows from the variational characterization of the Euclidean norm of a vector. The fourth equality follows because

$$
\begin{align*}
\left\|\left\langle\left.\phi\right|_{A} \otimes I_{B} \mid \psi\right\rangle_{A B}\right\|_{2}^{2} & =\left(\left\langle\left.\psi\right|_{A B} \mid \phi\right\rangle_{A} \otimes I_{B}\right)\left(\left\langle\left.\phi\right|_{A} \otimes I_{B} \mid \psi\right\rangle_{A B}\right)  \tag{56}\\
& =\left\langle\left.\psi\right|_{A B} \mid \phi\right\rangle\left\langle\left.\phi\right|_{A} \otimes I_{B} \mid \psi\right\rangle_{A B}  \tag{57}\\
& =\operatorname{Tr}\left[\left(|\phi\rangle\left\langle\left.\phi\right|_{A} \otimes I_{B}\right) \psi_{A B}\right] .\right. \tag{58}
\end{align*}
$$

The next step follows by taking a partial trace and the final equality from the variational characterization of the spectral norm. So this implies the desired equality after applying (19).

## D Proof of Theorem 2

In this appendix, we show that the acceptance probability of our VQSA is indeed equal to $F_{s}\left(\rho_{A B}\right)$ if the parameterized unitary circuits can express all possible unitary operators of their respective systems. For this, let us track the state of the VQSA at the points indicated in Figure 9.

- At Step (1), the unitary $U^{\rho}$ prepares the pure state $\psi_{R A B}$. This is a specific initial purification of $\rho_{A B}$.
- At Step (2), we apply the parameterized unitary circuit $W_{R}(\Theta)$ to $\psi_{R A B}$. Expanding $W_{R}(\Theta)\left|\psi^{\rho}\right\rangle_{R A B}$ in terms of the standard basis $\{|x\rangle\}_{x}$ leads to

$$
\begin{equation*}
W_{R}(\Theta)|\psi\rangle_{R A B}=\sum_{x \in \mathcal{X}} \sqrt{q(x)}|x\rangle_{R}\left|\varphi^{x}\right\rangle_{A B} \tag{59}
\end{equation*}
$$

- At Step (3), the measurement outcome $x$ occurs with probability $q(x)$, and the state vector of registers $A$ and $B$ becomes $\left|\varphi^{x}\right\rangle_{A B}$.
- At Step (4), depending on the measurement outcome $x$, we apply the parameterized unitary circuit $U_{A}^{x}\left(\Theta^{x}\right)$ to register $A$. The state vector is now $U_{A}^{x}\left(\Theta^{x}\right)\left|\varphi^{x}\right\rangle_{A B}$.


Figure 9: VQSA to estimate the fidelity of separability $F_{s}\left(\rho_{A B}\right)$. The unitary circuit $U^{\rho}$ produces the state $\psi_{R A B}$, which is a purification of $\rho_{A B}$. The parameterized circuit $W_{R}(\Theta)$ acts on $R$ to evolve $\psi_{R A B}$ to another pure-state decomposition of $\rho_{A B}$. The following measurement steers the system $A B$ to be in a pure state $\psi_{A B}^{x}$ if the measurement outcome $x$ occurs. Conditioned on the outcome $x$, the final parameterized circuit $U_{A}^{x}\left(\Theta^{x}\right)$ and the subsequent measurement estimates $\left\|\psi_{A}^{x}\right\|_{\infty}$.

- At Step (5), we trace over $B$ and measure $A$ in the standard basis. We accept when we get the all-zeros outcome. The acceptance probability is then equal to

$$
\begin{equation*}
\sum_{x \in \mathcal{X}} q(x)\langle 0| U_{A}^{x}\left(\Theta^{x}\right) \varphi_{A}^{x}\left(U_{A}^{x}\right)^{\dagger}|0\rangle=\sum_{x \in \mathcal{X}} q(x)\left\langle\left.\phi^{x}\right|_{A} \varphi_{A}^{x} \mid \phi^{x}\right\rangle_{A}, \tag{60}
\end{equation*}
$$

where we have defined $\left|\phi^{x}\right\rangle_{A}:=\left(U_{A}^{x}\right)^{\dagger}|0\rangle$.

- Maximizing the acceptance probability corresponds to maximization over the parameters of $W_{R}(\Theta)$ and $U_{A}^{x}\left(\Theta^{x}\right)$.
- Maximization over the parameters of $W_{R}$ is a maximization over all possible pure-state decompositions of $\rho_{A B}$.
- Maximization over the parameters of $U_{A}^{x}\left(\Theta^{x}\right)$ is a maximization of $\left\langle\phi^{x}\right| \varphi_{A}^{x}\left|\phi^{x}\right\rangle$, which yields the value of $\left\|\varphi_{A}^{x}\right\|_{\infty}$.
- The maximum acceptance probability is equal to

$$
\begin{equation*}
\max _{\left\{\left(p(x), \psi_{A B}^{x}\right)\right\}_{x}}\left\{\sum_{x} p(x)\left\|\varphi_{A}^{x}\right\|_{\infty}: \rho_{A B}=\sum_{x} p(x) \psi_{A B}^{x}\right\}, \tag{61}
\end{equation*}
$$

which is in turn equal to $F_{s}\left(\rho_{A B}\right)$, by Proposition 5.
This proves that if the parameterized unitary circuits can express all possible unitary operators of their respective systems, the maximum acceptance probability equals $F_{s}\left(\rho_{A B}\right)$. However, we note that any ansatz employed for the parameterized unitary circuits has limited expressibility. As such, the maximum acceptance probability obtained via the VQSA will also be closer to the actual value of $F_{s}\left(\rho_{A B}\right)$ if we use a more expressive ansatz.

## E First Benchmarking SDP $\widetilde{F}_{s}^{1}$ and Proof of Equation (21)

This appendix details the derivation of our first benchmarking SDP $\widetilde{F}_{s}^{1}$, based on the SDP for fidelity [73]. Let $\rho_{A B}$ and $\sigma_{A B}$ be bipartite states. The SDP for the root fidelity $\sqrt{F}\left(\rho_{A B}, \sigma_{A B}\right)$, which makes use of Uhlmann's theorem [52], is as follows:

$$
\sqrt{F}\left(\rho_{A B}, \sigma_{A B}\right)=\max _{X_{A B} \in \mathcal{L}\left(\mathcal{H}_{A B}\right)}\left\{\operatorname{Re}\left[\operatorname{Tr}\left[X_{A B}\right]\right]:\left[\begin{array}{cc}
\rho_{A B} & X_{A B}  \tag{62}\\
X_{A B}^{\dagger} & \sigma_{A B}
\end{array}\right] \geq 0\right\}
$$

where $\mathcal{L}\left(\mathcal{H}_{A B}\right)$ is the set of all linear operators acting on the Hilbert space $\mathcal{H}_{A B}$.
We would ideally like to include a maximization over the set of all separable states, but it is well known to be computationally challenging to optimize over this set [3, 4]. Note that it is not generally possible to characterize the set of separable states using semi-definite constraints [74]. Instead, we can only approximate the set by constraining $\sigma_{A B}$ to have a positive partial transpose (PPT) [27, 28] and be $k$-extendible [29, 30], since all separable states satisfy these constraints. Let $\widetilde{F}_{s}^{1}\left(\rho_{A B}\right)$ denote the resulting quantity, the square root of which is defined as follows:

$$
\sqrt{\widetilde{F}_{s}^{1}}\left(\rho_{A B}, k\right):=\max _{\substack{X_{A B} \in \mathcal{L}\left(\mathcal{H}_{A B}\right)  \tag{63}\\
\sigma_{A B^{k} \geq} \geq 0}}\left\{\begin{array}{c}
\operatorname{Re}\left[\operatorname{Tr}\left[X_{A B}\right]\right]: \\
{\left[\begin{array}{cc}
\rho_{A B} & X_{A B} \\
X_{A B}^{\dagger} & \sigma_{A B}
\end{array}\right] \geq 0,} \\
\operatorname{Tr}\left[\sigma_{A B^{k}}\right]=1, \\
\sigma_{A B^{k}}=\mathcal{P}_{B^{k}}\left(\sigma_{A B^{k}}\right), \\
T_{B_{1} \ldots j}\left(\sigma_{A B_{1} \ldots j}\right) \geq 0 \quad \forall j \leq k
\end{array}\right\},
$$

where $B^{k} \equiv B_{1} \cdots B_{k}$, the notation $T_{R}$ denotes the partial transpose map acting on system $R$, and $\mathcal{P}_{B^{k}}$ denotes the channel that performs a uniformly random permutation of systems $B_{1}$ through $B_{k}$.
We prove the inequalities in (21). Due to the containment discussed above, we note that

$$
\begin{equation*}
F_{s}\left(\rho_{A B}\right) \leq \widetilde{F}_{s}^{1}\left(\rho_{A B}, k\right) \tag{64}
\end{equation*}
$$

An opposite bound on $\widetilde{F}_{s}^{1}\left(\rho_{A B}, k\right)$ in terms of $F_{s}\left(\rho_{A B}\right)$ is as follows:

$$
\begin{equation*}
\sqrt{1-F_{s}\left(\rho_{A B}\right)} \leq \sqrt{1-\widetilde{F}_{s}^{1}\left(\rho_{A B}, k\right)}+2 \sqrt{\frac{|B|^{2}}{k}\left(1-\frac{|B|^{2}}{k}\right)} \tag{65}
\end{equation*}
$$

which can be rewritten as

$$
\begin{equation*}
\widetilde{F}_{s}^{1}\left(\rho_{A B}, k\right) \leq 1-\left[\sqrt{1-F_{s}\left(\rho_{A B}\right)}-2 \sqrt{\frac{|B|^{2}}{k}\left(1-\frac{|B|^{2}}{k}\right)}\right]^{2} \tag{66}
\end{equation*}
$$

It is a consequence of [67, Theorem II.7], the triangle inequality for sine distance [83], and the Fuchs-van-de-Graaf inequalities [84]. Indeed, consider that

$$
\begin{align*}
\widetilde{F}_{s}^{1}\left(\rho_{A B}, k\right) & =\max _{\sigma_{A B} \in \mathrm{EXT}^{2} \mathrm{PPT}_{k}} F\left(\rho_{A B}, \sigma_{A B}\right)  \tag{67}\\
& \leq \max _{\sigma_{A B} \in \mathrm{EXT}_{k}} F\left(\rho_{A B}, \sigma_{A B}\right), \tag{68}
\end{align*}
$$

where EXT-PPT ${ }_{k}$ denotes the set being optimized over in (63) and $\mathrm{EXT}_{k}$ is the set of $k$-extendible states. Now recall that for all $\omega_{A B}^{k} \in \mathrm{EXT}_{k}$ [67, Theorem II.7']

$$
\begin{equation*}
\min _{\sigma_{A B} \in \operatorname{SEP}(A: B)} \frac{1}{2}\left\|\omega_{A B}^{k}-\sigma_{A B}\right\|_{1} \leq \frac{2|B|^{2}}{k} \tag{69}
\end{equation*}
$$

the sine distance obeys the triangle inequality [83]:

$$
\begin{equation*}
\sqrt{1-F(\omega, \tau)} \leq \sqrt{1-F(\omega, \xi)}+\sqrt{1-F(\xi, \tau)} \tag{70}
\end{equation*}
$$

and the Fuchs-van-de-Graaf inequality [84]:

$$
\begin{equation*}
1-\sqrt{F}(\omega, \tau) \leq \frac{1}{2}\|\omega-\tau\|_{1} \tag{71}
\end{equation*}
$$

where $\omega, \tau$, and $\xi$ are states. If $\frac{1}{2}\|\omega-\tau\|_{1} \leq \varepsilon$, the latter implies that

$$
\begin{equation*}
1-\sqrt{F}(\omega, \tau) \leq \varepsilon \Leftrightarrow \sqrt{1-F(\omega, \tau)} \leq \sqrt{\varepsilon(2-\varepsilon)} \tag{72}
\end{equation*}
$$

Letting $\sigma_{A B}^{k}$ be an optimal choice in (68) and $\sigma_{A B}^{\prime}$ an optimal choice for $\min _{\sigma_{A B} \in \operatorname{SEP}(A: B)} \frac{1}{2}\left\|\omega_{A B}^{k}-\sigma_{A B}\right\|_{1}$, this implies that

$$
\begin{align*}
\min _{\sigma_{A B} \in \operatorname{SEP}(A: B)} \sqrt{1-F\left(\rho_{A B}, \sigma_{A B}\right)} & \leq \sqrt{1-F\left(\rho_{A B}, \sigma_{A B}^{\prime}\right)}  \tag{73}\\
& \leq \sqrt{1-F\left(\rho_{A B}, \sigma_{A B}^{k}\right)}+\sqrt{1-F\left(\sigma_{A B}^{\prime}, \sigma_{A B}^{k}\right)}  \tag{74}\\
& \leq \sqrt{1-F\left(\rho_{A B}, \sigma_{A B}^{k}\right)}+2 \sqrt{\frac{|B|^{2}}{k}\left(1-\frac{|B|^{2}}{k}\right)} \tag{75}
\end{align*}
$$

Rearranging and applying (67)-(68), we arrive at the claimed inequality in (65).

## F Second Benchmarking SDP $\widetilde{F}_{s}^{2}$ and Proof of Equation (23)

In this appendix, we detail the derivation of our second benchmark SDP $\widetilde{F}_{s}^{2}$, which is an SDP that approximates (4) in the main text. Consider a version of the distributed quantum computation that led to (4) where, instead of restricting the prover to only entanglement-breaking channels, we insist that the prover sends back $k$ systems labeled as $A_{1} \cdots A_{k}$. Then, the verifier randomly selects one of the $k$ systems and performs a swap test on the $A$ system of the state $\psi_{R A B}$. This random selection is conducted so that the prover output is effectively reduced to that of an approximate entanglement-breaking channel. Note that the resulting interactive proof is in QIP(2). More specifically, the acceptance probability of this interactive proof system is given by

$$
\begin{equation*}
\max _{\mathcal{P}_{R \rightarrow A_{1}^{\prime} \cdots A_{k}^{\prime}}} \operatorname{Tr}\left[\Pi_{A^{\prime} A}^{\operatorname{sym}} \overline{\mathcal{P}}_{R \rightarrow A^{\prime}}\left(\psi_{R A B}\right)\right], \tag{76}
\end{equation*}
$$

where

$$
\begin{equation*}
\overline{\mathcal{P}}_{R \rightarrow A^{\prime}}:=\frac{1}{k} \sum_{i=1}^{k} \operatorname{Tr}_{A_{1}^{k \prime} \backslash A_{i}} \circ \mathcal{P}_{R \rightarrow A_{1}^{\prime} \cdots A_{k}^{\prime}}, \tag{77}
\end{equation*}
$$

and $\mathcal{P}$ is a preparation channel. Observing that $\overline{\mathcal{P}}_{R \rightarrow A^{\prime}}$ is a $k$-extendible channel [77, 78, 79, 80], it follows that

$$
\begin{align*}
\max _{R \rightarrow A_{1}^{\prime} \cdots A_{k}^{\prime}} \operatorname{Tr}\left[\Pi_{A^{\prime} A}^{\mathrm{sym}} \overline{\mathcal{P}}_{R \rightarrow A^{\prime}}\left(\psi_{R A B}\right)\right] & =\max _{\mathcal{E}_{R \rightarrow A^{\prime}}^{k} \in \operatorname{EXT}_{k}} \operatorname{Tr}\left[\Pi_{A^{\prime} A}^{\mathrm{sym}} \mathcal{E}_{R \rightarrow A^{\prime}}^{k}\left(\psi_{R A B}\right)\right]  \tag{78}\\
& =\frac{1}{2}\left(1+\widetilde{F}_{s}^{2}\left(\rho_{A B}, k\right)\right), \tag{79}
\end{align*}
$$

where $\operatorname{EXT}_{k}$ denotes the set of $k$-extendible channels. These are defined by $\mathcal{E}_{R \rightarrow A^{\prime}}^{k}\left(\rho_{S R}\right) \in \operatorname{EXT}_{k}(S$ : $A^{\prime}$ ) for every input state $\rho_{S R}$, where $\operatorname{EXT}_{k}\left(S: A^{\prime}\right)$ denotes the set of $k$-extendible states. Hence, we estimate (4) using $\widetilde{F}_{s}^{2}\left(\rho_{A B}, k\right)$ and it is given by the following SDP:

$$
\frac{1}{2}\left(1+\widetilde{F}_{s}^{2}\left(\rho_{A B}, k\right)\right)=\max _{\Gamma_{R A^{\prime} k}^{\mathcal{E}} \geq 0}\left\{\begin{array}{c}
\operatorname{Tr}\left[\Pi_{A^{\prime} A}^{\operatorname{sym}} \operatorname{Tr}_{R}\left[T_{R}\left(\psi_{R A B}\right) \Gamma_{R A_{1}^{\prime}}^{\mathcal{E}_{1}^{k}}\right]\right]:  \tag{80}\\
\operatorname{Tr}_{A^{\prime k}}\left[\Gamma_{R A^{k}} \mathcal{R}^{k}\right]=I_{R}, \\
\Gamma_{R A^{\prime k}}^{\mathcal{E}^{k}}=\mathcal{P}_{A^{\prime k}}\left(\Gamma_{R A^{\prime k}}^{\mathcal{E}^{k}}\right) \\
T_{A_{1 \ldots j}^{\prime},}\left(\Gamma_{R A^{\prime}}^{k}\right) \geq 0 \quad \forall j \leq k
\end{array}\right\}
$$

where $\Gamma_{R A^{\prime}}^{\mathcal{E}^{k}}$ is the Choi operator of $\mathcal{E}^{k}$, the map $T_{R}$ is the partial transpose map acting on system $R$, and $\mathcal{P}_{A^{\prime k}}$ is the channel that randomly permutes the systems $A^{\prime k}$.
The following theorem indicates how $\widetilde{F}_{s}^{2}$ approximates $F_{s}\left(\rho_{A B}\right)$.
Proposition 6 The following bound holds for a bipartite state $\rho_{A B}$ :

$$
\begin{equation*}
F_{s}\left(\rho_{A B}\right) \leq \widetilde{F}_{s}^{2}\left(\rho_{A B}, k\right) \leq F_{s}\left(\rho_{A B}\right)+\frac{4|A|^{3}|B|}{k} \tag{81}
\end{equation*}
$$

Proof. Since every entanglement-breaking channel is $k$-extendible, we trivially find that

$$
\begin{align*}
\frac{1+F_{s}\left(\rho_{A B}\right)}{2} & =\max _{\mathcal{E} \in \mathrm{EB}} \operatorname{Tr}\left[\left(\Pi_{A^{\prime} A}^{\mathrm{sym}} \otimes I_{R B}\right) \mathcal{E}_{R \rightarrow A^{\prime}}\left(\psi_{R A B}\right)\right]  \tag{82}\\
& \leq \max _{\mathcal{E}_{R \rightarrow A^{\prime}}^{k} \in \mathrm{EXT}_{k}} \operatorname{Tr}\left[\left(\Pi_{A^{\prime} A}^{\mathrm{sym}} \otimes I_{R B}\right) \mathcal{E}_{R \rightarrow A^{\prime}}^{k}\left(\psi_{R A B}\right)\right]  \tag{83}\\
& =\frac{1+\widetilde{F}_{s}^{2}\left(\rho_{A B}, k\right)}{2} \tag{84}
\end{align*}
$$

Consider the following bound for a $k$-extendible state $\omega_{A B}^{k}\left[67\right.$, Theorem II. $\left.7^{\prime}\right]$ :

$$
\begin{equation*}
\min _{\sigma_{A B} \in \operatorname{SEP}(A: B)} \frac{1}{2}\left\|\omega_{A B}^{k}-\sigma_{A B}\right\|_{1} \leq \frac{2|B|^{2}}{k} \tag{85}
\end{equation*}
$$

We can use it and the result of [85, Lemma 7] to conclude that

$$
\begin{equation*}
\min _{\mathcal{E} \in \mathrm{EB}} \frac{1}{2}\left\|\mathcal{E}^{k}-\mathcal{E}\right\|_{\diamond} \leq \frac{2|R|\left|A^{\prime}\right|^{2}}{k} \tag{86}
\end{equation*}
$$

Then consider, for every fixed choice of $\mathcal{E}_{R \rightarrow A^{\prime}}^{k}$, there exists an entanglement-breaking channel $\mathcal{E}$ satisfying

$$
\begin{equation*}
\frac{1}{2}\left\|\mathcal{E}^{k}-\mathcal{E}\right\|_{\diamond} \leq \frac{2|R|\left|A^{\prime}\right|^{2}}{k} \tag{87}
\end{equation*}
$$

Then we find that

$$
\begin{align*}
& \operatorname{Tr}\left[\left(\Pi_{A^{\prime} A}^{\text {sym }} \otimes I_{R B}\right) \mathcal{E}_{R \rightarrow A^{\prime}}^{k}\left(\psi_{R A B}\right)\right] \\
& \leq \operatorname{Tr}\left[\left(\Pi_{A^{\prime} A}^{\text {sym }} \otimes I_{R B}\right) \mathcal{E}_{R \rightarrow A^{\prime}}\left(\psi_{R A B}\right)\right]+\frac{2|R|\left|A^{\prime}\right|^{2}}{k}  \tag{88}\\
& \leq \max _{\mathcal{E} \in \mathrm{EB}} \operatorname{Tr}\left[\left(\Pi_{A^{\prime} A}^{\text {sym }} \otimes I_{R B}\right) \mathcal{E}_{R \rightarrow A^{\prime}}\left(\psi_{R A B}\right)\right]+\frac{2|R|\left|A^{\prime}\right|^{2}}{k}  \tag{89}\\
& =\frac{1+F_{s}\left(\rho_{A B}\right)}{2}+\frac{2|R|\left|A^{\prime}\right|^{2}}{k} . \tag{90}
\end{align*}
$$

Since the inequality holds for every $\mathcal{E}_{R \rightarrow A^{\prime}}^{k} \in \mathrm{EXT}_{k}$, it follows that

$$
\begin{equation*}
\max _{\mathcal{E}_{R \rightarrow A^{\prime}}^{k} \in \operatorname{EXT}_{k}} \operatorname{Tr}\left[\left(\Pi_{A^{\prime} A}^{\mathrm{sym}} \otimes I_{R B}\right) \mathcal{E}_{R \rightarrow A^{\prime}}^{k}\left(\psi_{R A B}\right)\right] \leq \frac{1+F_{s}\left(\rho_{A B}\right)}{2}+\frac{2|R|\left|A^{\prime}\right|^{2}}{k} \tag{91}
\end{equation*}
$$

This concludes the proof after recalling that $|R| \leq|A||B|$, observing that $|A|=\left|A^{\prime}\right|$, and performing some simple algebra.

Remark 7 Although the correction term in the upper bound in Proposition 6 decreases with increasing $k$, it is clear that, for it to become arbitrarily small, $k$ needs to be larger than $|A|^{3}|B|$, which is exponential in the number of qubits for the state $\rho_{A B}$. Thus, this approach does not lead to an efficient method for placing the fidelity of separability estimation problem in QIP(2) or even QIP.


Figure 10: Fidelity of separability estimated using the local reward function of the VQSA and benchmarked by $\widetilde{F}_{s}^{1}$.

## G Further Simulations and Details

For all the simulations in our work, the input states and the parameterized unitaries are generated using the hardware efficient ansatz (HEA) [86]. The HEA consists of several layers, where each layer consists of two parameters per qubit per layer, specifying rotations about the $x$ - and $y$-axes. After each layer of rotations is a series of neighboring qubit CNOT gates. When using the HEA to generate the input states, we keep the rotation angles fixed, thus leading to a fixed input state. For the parameterized unitaries, the rotation angles are parameters and are optimized over.
In Figure 10(a), we report simulation results after generating a random bipartite product state, with each partition containing two qubits. To guarantee a product state, we remove all the CNOT gates from the HEA that generates the input state $\rho$. We calculated the fidelity of separability using both the local reward function of the VQSA and the benchmark $\widetilde{F}_{s}^{1}$, the latter discussed in Appendix E.

In Figure 10(b), we do the same for a random bipartite state with the partitions $A$ and $B$ containing two qubits and one qubit, respectively, and three qubits in the reference system.
We generated all parameterized unitary circuits in the following fashion. We used the Qiskit Aer simulator and Qiskit's Simultaneous Perturbation Stochastic Approximation (SPSA) optimizer to perform the classical optimization. All other details can be found in Table 1. The local reward function of the VQSA requires more classical processing (like picking a qubit at random to measure) and seems to require more iterations to reach the right value. However, these downsides are outweighed by the fact that it is less susceptible to the emergence of barren plateaus. More details about the local cost function can be found in Appendix L.

## H Software

All of our Python source files are available with the arXiv posting of this paper. We performed all simulations using the noisy Qiskit Aer simulator. The Picos Python package [87] was used to invoke the CVXOPT solver [88] for solving the SDPs, and the toqito Python package [89] was used for carrying out specific operations on the matrices representing quantum systems.

| Figure | No. of Qubits | State $\rho_{A B}$ | Layer Count |
| :---: | :---: | :---: | :---: |
| 3 | $R=2, A=1, B=1$ | $(3 / 4)\left\|\Phi^{+}\right\rangle\left\langle\Phi^{+}\right\|+(1 / 4)\left\|\Phi^{-}\right\rangle\left\langle\Phi^{-}\right\|$ | $\begin{aligned} W_{R} \text { no. of layers } & =2 \\ U_{A}^{x} \text { no. of layers } & =2 \end{aligned}$ |
| 4 | $R=4, A=2, B=2$ | $\begin{gathered} \left(\mathcal{D}_{p, A_{1}} \otimes \mathcal{D}_{p, A_{2}} \otimes \mathbb{I}_{B}\right)(\|\psi\rangle\langle\psi\|) \\ \|\psi\rangle=\frac{1}{\sqrt{2}}\left(\|0\rangle_{A_{1}}\|0\rangle_{A_{2}}\|00\rangle_{B}+\|1\rangle_{A_{1}}\|1\rangle_{A_{2}}\|11\rangle_{B}\right) \end{gathered}$ | $\begin{gathered} W_{R} \text { no. of layers }=4 \\ U_{A}^{x} \text { no. of layers }=4 \end{gathered}$ |
| 10(a) | $R=3, A=2, B=2$ | Random product state using HEA [86] | $W_{R}$ no. of layers $=4$ <br> $U_{A}^{x}$ no. of layers $=4$ |
| 10(b) | $R=3, A=2, B=2$ | Random entangled state using HEA [86] | $W_{R}$ no. of layers $=4$ <br> $U_{A}^{x}$ no. of layers $=4$ |

Table 1: Details of all VQSA simulations.

## I Multipartite Scenarios

In this appendix, we discuss a multipartite generalization of mixed states' separability tests.
Definition 8 A state $\rho_{A_{1} \cdots A_{M}} \in \mathcal{D}\left(\mathcal{H}_{A_{1} \cdots A_{M}}\right)=\mathcal{D}\left(\mathcal{H}_{A_{1}} \otimes \cdots \otimes \mathcal{H}_{A_{M}}\right)$ is separable if it can be written as

$$
\begin{equation*}
\rho_{A_{1} \cdots A_{M}}=\sum_{x \in \chi} p(x) \psi_{A_{1}}^{x, 1} \otimes \cdots \otimes \psi_{A_{M}}^{x, M}, \tag{92}
\end{equation*}
$$

where $\psi_{A_{i}}^{x, i}$ is a pure state for every $x \in \mathcal{X}$ and $i \in\{1, \ldots, M\}$.
Let $M$-SEP denote the set of all $\rho_{A_{1} \cdots A_{M}} \in \mathcal{D}\left(\mathcal{H}_{A_{1} \cdots A_{M}}\right)$ such that $\rho_{A_{1} \cdots A_{M}}$ is separable. The following theorem is important for the rest of this analysis.

Theorem 9 ([61]) The following formula holds

$$
\begin{equation*}
\left.\left.\max _{\sigma_{A_{1} \cdots A_{M}} \in M-\operatorname{SEP}} F\left(\rho_{A_{1} \cdots A_{M}}, \sigma_{A_{1} \cdots A_{M}}\right)=\max _{\left\{\left(q(x), \varphi_{A_{1}}^{x} \cdots A_{M}\right.\right.}\right)\right\}_{x} \sum_{x} q(x) F_{s}\left(\varphi_{A_{1} \cdots A_{M}}^{x}\right), \tag{93}
\end{equation*}
$$

where the optimization is over every pure-state decomposition $\left\{\left(q(x), \varphi_{A_{1} \cdots A_{M}}^{x}\right)\right\}_{x}$ of $\rho_{A_{1} \cdots A_{M}}$ (similar to those in Theorem 4) and

$$
\begin{equation*}
\left.F_{s}\left(\varphi_{A_{1} \cdots A_{M}}^{x}\right)=\max _{\left\{\left|\phi^{x, i}\right\rangle_{A_{i}}\right\}_{i=1}^{M}}\left|\left\langle\left.\varphi^{x}\right|_{A_{1} \cdots A_{M}} \mid \phi^{x, 1}\right\rangle_{A_{1}} \otimes \cdots \otimes\right| \phi^{x, M}\right\rangle\left._{A_{M}}\right|^{2} \tag{94}
\end{equation*}
$$

For the multipartite case of the distributed quantum computation, the verifier prepares a purification $\psi_{R A_{1} \cdots A_{M}}^{\rho}$ of $\rho_{A_{1} \cdots A_{M}}$. The prover applies a multipartite entanglement-breaking channel on system $R$, which can be written as

$$
\begin{equation*}
\mathcal{E}_{R \rightarrow A_{1}^{\prime} \cdots A_{M-1}^{\prime}}(\cdot)=\sum_{x} \operatorname{Tr}\left[\mu_{R}^{x}(\cdot)\right]\left(\phi_{A_{1}^{\prime}}^{x, 1} \otimes \cdots \otimes \phi_{A_{M-1}^{\prime}}^{x, M-1}\right) \tag{95}
\end{equation*}
$$

where $\left\{\mu_{R}^{x}\right\}_{x}$ is a rank-one POVM and $\left\{\phi_{A_{i}^{\prime}}^{x, i}\right\}_{x, i}$ is a set of pure states. The prover sends systems $\left(A^{M-1}\right)^{\prime} \equiv A_{1}^{\prime} \cdots A_{M-1}^{\prime}$ to the verifier. Now, the verifier performs a collective swap test of these systems with $A_{1} \cdots A_{M}$, as depicted in Figure 11. The acceptance probability of this distributed quantum computation is given by

$$
\begin{equation*}
\max _{\mathcal{E} \in \mathrm{EB}_{M-1}} \operatorname{Tr}\left[\Pi_{\left(A^{M-1}\right)^{\prime} A^{M-1}}^{\mathrm{sym}} \mathcal{E}_{R \rightarrow\left(A^{M-1}\right)^{\prime}}\left(\psi_{R A^{M-1}}\right)\right] \tag{96}
\end{equation*}
$$



Figure 11: Test for separability of multipartite mixed states. The verifier uses a unitary circuit $U^{\rho}$ to produce the state $\psi_{R A_{1} A_{2} A_{3} A_{4}}$, which is a purification of $\rho_{A_{1} A_{2} A_{3} A_{4}}$. The prover (indicated by the dotted box) applies an entanglement-breaking channel $\mathcal{E}_{R \rightarrow A_{1}^{\prime} A_{2}^{\prime} A_{3}^{\prime}}$ on $R$ by measuring the rank-one $\mathrm{POVM}\left\{\mu_{R}^{x}\right\}_{x}$ and then, depending on the outcome $x$, prepares a state from the set $\left\{\phi_{A_{1}^{\prime}}^{x, 1} \otimes \phi_{A_{2}^{\prime}}^{x, 2} \otimes \phi_{A_{3}^{\prime}}^{x, 3}\right\}_{x}$. The final state is sent to the verifier, who performs a collective swap test. Theorem 10 states that the maximum acceptance probability of this interactive proof is equal to $\frac{1}{2}\left(1+F_{s}\left(\rho_{\left.A_{1} A_{2} A_{3} A_{4}\right)}\right)\right.$, i.e., a simple function of the multipartite fidelity of separability.
where $\mathcal{E} \in \mathrm{EB}_{M-1}$ denotes the set of entanglement-breaking channels defined in (95). This leads to the following theorem:

Theorem 10 For a pure state $\psi_{R A^{M}} \equiv \psi_{R A_{1} \cdots A_{M}}$, the following equality holds:

$$
\begin{equation*}
\max _{\mathcal{E} \in \mathrm{EB}_{M-1}} \operatorname{Tr}\left[\Pi_{\left(A^{M-1}\right)^{\prime}\left(A^{M-1}\right)}^{\mathrm{sym}} \mathcal{E}_{R \rightarrow A_{1}^{\prime} \cdots A_{M-1}^{\prime}}\left(\psi_{R A^{M}}\right)\right]=\frac{1}{2}\left(1+\max _{\sigma_{A_{1} \cdots A_{M}} \in M-\mathrm{SEP}} F\left(\rho_{A_{1} \cdots A_{M}}, \sigma_{A_{1} \cdots A_{M}}\right)\right) . \tag{97}
\end{equation*}
$$

Proof. The circuit diagram is given in Figure 11. The verifier prepares a purification $\psi_{R A_{1} \cdots A_{M}}^{\rho}$ of $\rho_{A_{1} \cdots A_{M}}$. The prover applies a multipartite entanglement-breaking channel on $R$, which can be written as

$$
\begin{equation*}
\mathcal{E}_{R \rightarrow A_{1}^{\prime} \cdots A_{M-1}^{\prime}}(\cdot)=\sum_{x} \operatorname{Tr}\left[\mu_{R}^{x}(\cdot)\right]\left(\phi_{A_{1}^{\prime}}^{x, 1} \otimes \cdots \otimes \phi_{A_{M-1}^{\prime}}^{x, M-1}\right) \tag{98}
\end{equation*}
$$

where $\left\{\mu_{R}^{x}\right\}_{x}$ is a rank-one POVM and $\left\{\phi_{A_{i}^{\prime}}^{x, i}\right\}_{x, i}$ is a set of pure states. The prover sends the systems $\left(A^{M-1}\right)^{\prime}=A_{1}^{\prime} \cdots A_{M-1}^{\prime}$ to the verifier. Now, the verifier performs a collective swap test on $A_{1} \cdots A_{M}$, as depicted at the final part of the circuit diagram in Figure 11. The acceptance probability of this interactive proof system is thus given by

$$
\begin{equation*}
\max _{\mathcal{E} \in \mathrm{EB}} \operatorname{Tr}\left[\prod_{\left(A_{1} \cdots A_{M-1}\right)^{\prime} A_{1} \cdots A_{M-1}}^{\operatorname{sym}} \mathcal{E}_{R \rightarrow\left(A_{1} \cdots A_{M-1}\right)^{\prime}}\left(\psi_{R A_{1} \cdots A_{M}}\right)\right], \tag{99}
\end{equation*}
$$

where

$$
\begin{equation*}
\Pi_{\left(A_{1} \cdots A_{M-1}\right)^{\prime} A_{1} \cdots A_{M-1}}^{\text {sym }}:=\frac{1}{2}\left(I_{\left(A_{1} \cdots A_{M-1}\right)^{\prime} A_{1} \cdots A_{M-1}}+F_{\left(A_{1} \cdots A_{M-1}\right)^{\prime} A_{1} \cdots A_{M-1}}\right) \tag{100}
\end{equation*}
$$

is the projector onto the symmetric subspace of $A^{\prime}$ and $A$ and $F_{\left(A_{1} \cdots A_{M-1}\right)^{\prime} A_{1} \cdots A_{M-1}}$ is a tensor product of individual swaps $F_{A_{i}^{\prime} A_{i}}$, for $i \in\{1, \ldots, M\}$. That is,

$$
\begin{equation*}
F_{\left(A_{1} \cdots A_{M-1}\right)^{\prime} A_{1} \cdots A_{M-1}}=\bigotimes_{i=1}^{n} F_{A_{i}^{\prime} A_{i}} . \tag{101}
\end{equation*}
$$

Then we find, for fixed $\mathcal{E}_{R \rightarrow A_{1}^{\prime} \cdots A_{M-1}^{\prime}}$, that

$$
\begin{align*}
& \operatorname{Tr}\left[\Pi_{\left(A_{1} \cdots A_{M-1}\right)^{\prime}\left(A_{1} \cdots A_{M-1}\right)}^{\operatorname{sym}} \mathcal{E}_{R \rightarrow A_{1}^{\prime} \cdots A_{M-1}^{\prime}}\left(\psi_{R A_{1} \cdots A_{M}}\right)\right] \\
& =\frac{1}{2} \operatorname{Tr}\left[\left(I_{\left(A_{1} \cdots A_{M-1}\right)^{\prime}\left(A_{1} \cdots A_{M-1}\right)}+F_{\left(A_{1} \cdots A_{M-1}\right)^{\prime}\left(A_{1} \cdots A_{M-1}\right)}\right) \mathcal{E}_{R \rightarrow A_{1}^{\prime} \cdots A_{M-1}^{\prime}}\left(\psi_{R A_{1} \cdots A_{M}}\right)\right]  \tag{102}\\
& =\frac{1}{2}+\frac{1}{2} \operatorname{Tr}\left[F_{\left(A_{1} \cdots A_{M-1}\right)^{\prime}\left(A_{1} \cdots A_{M-1}\right)} \mathcal{E}_{R \rightarrow A_{1}^{\prime} \cdots A_{M-1}^{\prime}}\left(\psi_{R A^{M}}\right)\right]  \tag{103}\\
& =\frac{1}{2}+\frac{1}{2} \operatorname{Tr}\left[F_{\left(A_{1} \cdots A_{M-1}\right)^{\prime}\left(A_{1} \cdots A_{M-1}\right)} \sum_{x} \operatorname{Tr}\left[\mu_{R}^{x}\left(\psi_{R A^{M}}\right)\right] \phi_{A_{1}^{\prime}}^{x, 1} \otimes \cdots \otimes \phi_{A_{M-1}^{\prime}}^{x, M-1}\right]  \tag{104}\\
& =\frac{1}{2}+\frac{1}{2} \operatorname{Tr}\left[F_{\left(A_{1} \cdots A_{M-1}\right)^{\prime}\left(A_{1} \cdots A_{M-1}\right)} \sum_{x} p(x)\left(\psi_{A_{1} \cdots A_{M}}^{x}\right) \phi_{A_{1}^{\prime}}^{x, 1} \otimes \cdots \otimes \phi_{A_{M-1}^{\prime}}^{x, M-1}\right]  \tag{105}\\
& =\frac{1}{2}+\frac{1}{2} \sum_{x} p(x) \operatorname{Tr}\left[\left(\phi_{A_{1}}^{x, 1} \otimes \cdots \otimes \phi_{A_{M-1}}^{x, M-1}\right) \psi_{A_{1} \cdots A_{M-1}}^{x}\right] \tag{106}
\end{align*}
$$

where

$$
\begin{align*}
p(x) & :=\operatorname{Tr}\left[\mu_{R}^{x} \psi_{R A^{M}}\right]  \tag{107}\\
\psi_{A_{1} \cdots A_{M}}^{x} & :=\frac{1}{p(x)} \operatorname{Tr}_{R}\left[\mu_{R}^{x} \psi_{R A^{M}}\right] . \tag{108}
\end{align*}
$$

For a given $x$, let us simplify $F_{s}\left(\varphi_{A_{1} \cdots A_{M}}\right)$ as defined in (94),

$$
\begin{align*}
F_{s}\left(\varphi_{A_{1} \cdots A_{M}}\right) & \left.=\max _{\left\{\left|\phi^{i}\right\rangle_{A_{i}}\right\}_{i=1}^{M}}\left|\left\langle\left.\varphi\right|_{A_{1} \cdots A_{M}} \mid \phi^{1}\right\rangle_{A_{1}} \otimes \cdots \otimes\right| \phi^{M}\right\rangle\left._{A_{M}}\right|^{2}  \tag{109}\\
& =\max _{\left\{\left|\phi^{i}\right\rangle_{A_{i}}\right\}_{i=1}^{M}} \mid\left\langle\left.\left.\phi^{1}\right|_{A_{1}} \otimes \cdots \otimes\left\langle\left.\phi^{M}\right|_{A_{M}} \mid \varphi\right\rangle_{A_{1} \cdots A_{M}}\right|^{2}\right.  \tag{110}\\
& =\max _{\left\{\left|\phi^{i}\right\rangle_{A_{i}}\right\}_{i=1}^{M-1}} \|\left\langle\left.\phi^{1}\right|_{A_{1}} \otimes \cdots \otimes\left\langle\left.\phi^{M-1}\right|_{A_{M-1}} \otimes I_{A_{M}} \mid \varphi\right\rangle_{A^{M}} \|_{2}^{2}\right.  \tag{111}\\
& =\max _{\left\{\left|\phi^{i}\right\rangle_{A_{i}}\right\}_{i=1}^{M-1}} \operatorname{Tr}\left[\left(\left|\phi^{1}\right\rangle\left\langle\left.\phi^{1}\right|_{A_{1}} \otimes \cdots \otimes \mid \phi^{M-1}\right\rangle\left\langle\left.\phi^{M-1}\right|_{A_{M-1}} \otimes I_{A_{M}}\right) \varphi_{A_{1} \cdots A_{M}}\right]\right.  \tag{112}\\
& =\max _{\left\{\left|\phi^{i}\right\rangle_{A_{i}}\right\}_{i=1}^{M-1}} \operatorname{Tr}\left[\left(\left|\phi^{1}\right\rangle\left\langle\left.\phi^{1}\right|_{A_{1}} \otimes \cdots \otimes \mid \phi^{M-1}\right\rangle\left\langle\left.\phi^{M-1}\right|_{A_{M-1}}\right) \varphi_{A_{1} \cdots A_{M-1}}\right] .\right. \tag{113}
\end{align*}
$$

The first two equalities are from the definition and a rewriting. The third equality follows from the variational characterization of the Euclidean norm of a vector. Noting the form in (113) and applying the maximization over entanglement-breaking channels of the form described in (95) to (106), we arrive at the desired claim in (97).

We can then use the generalized test of separability of mixed states to develop a VQSA for the multipartite case. See Figure 12. This involves replacing the collective swap test in Figure 11 with an overlap measurement, similar to how we got Figure 2 in the main text from Figure 1 in the main text.


Figure 12: VQSA to estimate the multipartite fidelity of separability $F_{s}\left(\rho_{A_{1} A_{2} A_{3} A_{4}}\right)$. The unitary circuit $U^{\rho}$ prepares the state $\psi_{R A_{1} A_{2} A_{3} A_{4}}$, which is a purification of $\rho_{A_{1} A_{2} A_{3} A_{4}}$. The parameterized circuit $W_{R}(\Theta)$ acts on $R$ to evolve the state to another purification of $\rho_{A_{1} A_{2} A_{3} A_{4} \text {. The following measurement, labeled "steering measurement," steers the remaining systems to be in a }}$ state $\psi_{A_{1} A_{2} A_{3} A_{4}}^{x}$ if the measurement outcome $x$ occurs. Conditioned on the outcome $x$, the final parameterized circuits $U_{A_{1}}^{x, 1}\left(\Theta_{1}^{x}\right)$, $U_{A_{2}}^{x, 2}\left(\Theta_{2}^{x}\right)$, and $U_{A_{3}}^{x, 3}\left(\Theta_{3}^{x}\right)$ are applied and the subsequent measurement estimates the quantity $\operatorname{Tr}\left[\left(\phi_{A_{1}}^{x, 1} \otimes \phi_{A_{2}}^{x, 2} \otimes \phi_{A_{3}}^{x, 3}\right) \psi_{A_{1} A_{2} A_{3}}^{x}\right]$.

## J Complexity Class QIP $_{\text {EB }}(2)$

In this appendix, we establish a complete problem for $\operatorname{QIP}_{\mathrm{EB}}(2)$, and then we interpret this problem in Remark 13. See [41, 42] for further background on quantum computational complexity theory. Let us first define the complexity class $\operatorname{QIP}_{\mathrm{EB}}(2)$. Let $A=\left(A_{\text {yes }}, A_{\text {no }}\right)$ be a promise problem, and let $a, b: \mathbb{N} \rightarrow[0,1]$ and $p$ be polynomial functions. The verifier $V$ is described by a polynomial-time generated family of quantum circuits. The prover $P$ is a family of arbitrary entanglement-breaking channels that interface with a given verifier naturally. Then $A \in \operatorname{QIP}_{\mathrm{EB}}(2)(a, b)$ if there exists a two-message verifier with the following properties:

1. Completeness: For all $x \in A_{\text {yes }}$, there exists a prover $P$ that causes the verifier $V$ to accept $x$ with probability at least $a(|x|)$.
2. Soundness: For all $x \in A_{\mathrm{no}}$, every prover $P$ causes the verifier $V$ to accept $x$ with probability at most $b(|x|)$.
In the above, acceptance is defined as obtaining the outcome one upon measuring the decision-qubit register.

Problem 11 Given are circuits to generate a channel $\mathcal{N}_{G \rightarrow S}$ and a state $\rho_{S}$. Fix $\alpha$ and $\beta$ such that $0 \leq \alpha<\beta \leq 1$. Decide which of the following holds:

$$
\begin{array}{ll}
\text { Yes: } & f\left(\mathcal{N}_{G \rightarrow S}, \rho_{S}\right) \geq \beta, \\
\text { No: } & f\left(\mathcal{N}_{G \rightarrow S}, \rho_{S}\right) \leq \alpha, \tag{115}
\end{array}
$$

where

$$
\begin{equation*}
f\left(\mathcal{N}_{G \rightarrow S}, \rho_{S}\right):=\max _{\left\{\left(p(x), \psi^{x}\right)\right\}_{x},\left\{\varphi^{x}\right\}_{x}}\left\{\sum_{x} p(x) F\left(\psi_{S}^{x}, \mathcal{N}_{G \rightarrow S}\left(\varphi_{G}^{x}\right)\right): \sum_{x} p(x) \psi_{S}^{x}=\rho_{S}\right\} \tag{116}
\end{equation*}
$$

with the optimization being over every pure-state decomposition of $\rho_{S}$ as $\sum_{x} p(x) \psi_{S}^{x}=\rho_{S}$. Also, $\left\{\varphi^{x}\right\}_{x}$ is a set of pure states.

Theorem 12 Problem 11 is a complete problem for $\operatorname{QIP}_{\mathrm{EB}}(2)$.

Proof. The main idea behind the proof is to show that the acceptance probability of a general $\operatorname{QIP}_{\mathrm{EB}}(2)$ problem can precisely be written as $f\left(\mathcal{N}_{G \rightarrow S}, \rho_{S}\right)$. This implies that an arbitrary $\mathrm{QIP}_{\mathrm{EB}}(2)$ problem can be reduced to an instance of Problem 11, and we argue at the end how this also implies that Problem 11 can be reduced to an instance of a problem in $\operatorname{QIP}_{\mathrm{EB}}(2)$.
Consider a general interactive proof system in $\mathrm{QIP}_{\mathrm{EB}}(2)$ that begins with the verifier preparing a bipartite pure state $\psi_{R S}$, followed by the system $R$ being sent to the prover, which subsequently performs an entanglement-breaking channel. The verifier then performs a unitary $V_{R^{\prime} S \rightarrow D G}$ and projects onto the $|1\rangle\langle 1|$ state of the decision qubit. Indeed, the acceptance probability is given by

$$
\begin{equation*}
\max _{\mathcal{E} \in \mathrm{EB}} \operatorname{Tr}\left[\left(|1\rangle\left\langle\left. 1\right|_{D} \otimes I_{G}\right) \mathcal{V}_{R^{\prime} S \rightarrow D G}\left(\mathcal{E}_{R \rightarrow R^{\prime}}\left(\psi_{R S}\right)\right)\right],\right. \tag{117}
\end{equation*}
$$

where $\mathcal{V}_{R^{\prime} S \rightarrow D G}$ is the unitary channel corresponding to the unitary operator $V_{R^{\prime} S \rightarrow D G}$. By the reasoning similar to that in (25), (32), and (33), we find that

$$
\begin{equation*}
\mathcal{E}_{R \rightarrow R^{\prime}}\left(\psi_{R S}\right)=\sum_{x} p(x) \phi_{R^{\prime}}^{x} \otimes \psi_{S}^{x}, \tag{118}
\end{equation*}
$$

so that the acceptance probability is equal to

$$
\begin{align*}
& \max _{\substack{\left\{\left(p(x), \psi^{x}\right)\right\}_{x},\{ \}_{x}, \sum_{x} p(x) \psi_{S}^{x}=\psi_{S}}} \operatorname{Tr}\left[\left(|1\rangle\left\langle\left. 1\right|_{D} \otimes I_{G}\right) \mathcal{V}\left(\sum_{x} p(x) \phi_{R^{\prime}}^{x} \otimes \psi_{S}^{x}\right)\right]\right. \\
& =\max _{\substack{\left\{\left(p(x), \psi^{x}\right)\right\}_{x},\left\{\phi^{x}\right\}_{x}, \sum_{x} p(x) \psi_{S}^{x}=\psi_{S}}} \sum_{x} p(x) \operatorname{Tr}\left[\left(|1\rangle\left\langle\left. 1\right|_{D} \otimes I_{G}\right) \mathcal{V}\left(\phi_{R^{\prime}}^{x} \otimes \psi_{S}^{x}\right)\right]\right.
\end{align*}
$$

where we have used the shorthand $\mathcal{V} \equiv \mathcal{V}_{R^{\prime} S \rightarrow D G}$. Consider that

$$
\begin{align*}
\operatorname{Tr}\left[\left(|1\rangle\left\langle\left. 1\right|_{D} \otimes I_{G}\right) \mathcal{V}\left(\phi_{R^{\prime}}^{x} \otimes \psi_{S}^{x}\right)\right]\right. & =\|\left\langle\left. 1\right|_{D} \otimes I_{G}\right) V\left|\phi^{x}\right\rangle_{R^{\prime}} \otimes\left|\psi^{x}\right\rangle_{S} \|_{2}^{2}  \tag{120}\\
& \left.=\max _{\left|\varphi^{x}\right\rangle_{G}}\left|\left\langle\left. 1\right|_{D} \otimes\left\langle\left.\varphi^{x}\right|_{G}\right) V \mid \phi^{x}\right\rangle_{R^{\prime}} \otimes\right| \psi^{x}\right\rangle\left._{S}\right|^{2}  \tag{121}\\
& =\max _{\left|\varphi^{x}\right\rangle_{G}} \operatorname{Tr}\left[V ^ { \dagger } \left(|1\rangle\left\langle\left. 1\right|_{D} \otimes \mid \varphi^{x}\right\rangle\left\langle\left.\varphi^{x}\right|_{G}\right) V \phi_{R^{\prime}}^{x} \otimes\left|\psi^{x}\right\rangle\left\langle\left.\psi^{x}\right|_{S}\right]\right.\right.  \tag{122}\\
& =\max _{\left|\varphi^{x}\right\rangle_{G}} \operatorname{Tr}\left[\mathcal { W } _ { G \rightarrow R ^ { \prime } S } \left(\left|\varphi^{x}\right\rangle\left\langle\left.\varphi^{x}\right|_{G}\right) \phi_{R^{\prime}}^{x} \otimes\left|\psi^{x}\right\rangle\left\langle\left.\psi^{x}\right|_{S}\right]\right.\right. \tag{123}
\end{align*}
$$

where the isometric channel $\mathcal{W}_{G \rightarrow R^{\prime} S}$ is defined as

$$
\begin{equation*}
\mathcal{W}_{G \rightarrow R^{\prime} S}(\cdot):=\left(V_{R^{\prime} S \rightarrow D G}\right)^{\dagger}\left(|1\rangle\left\langle\left. 1\right|_{D} \otimes(\cdot)_{G}\right) V_{R^{\prime} S \rightarrow D G}\right. \tag{124}
\end{equation*}
$$

Then, the acceptance probability is given by

$$
\max _{\substack{\left.\left\{p(x), \psi^{x}\right)\right\}_{x},\left\{\phi^{x}\right\}_{x},\left\{\varphi^{x}\right\}_{x}}}\left\{\begin{array}{c}
\sum_{x} p(x) \operatorname{Tr}\left[\mathcal { W } _ { G \rightarrow R ^ { \prime } S } \left(\left|\varphi^{x}\right\rangle\left\langle\left.\varphi^{x}\right|_{G}\right) \phi_{R^{\prime}}^{x} \otimes\left|\psi^{x}\right\rangle\left\langle\left.\psi^{x}\right|_{S}\right]:\right.\right.  \tag{125}\\
\sum_{x}^{\prime} p(x) \psi_{S}^{x}=\psi_{S}
\end{array}\right\}
$$

Since the optimization over $\phi_{R^{\prime}}^{x}$ is arbitrary, we can also write

$$
\begin{align*}
& \max _{\left|\phi^{x}\right\rangle_{R^{\prime}}} \operatorname{Tr}\left[\mathcal { W } _ { G \rightarrow R ^ { \prime } S } \left(\left|\varphi^{x}\right\rangle\left\langle\left.\varphi^{x}\right|_{G}\right) \phi_{R^{\prime}}^{x} \otimes\left|\psi^{x}\right\rangle\left\langle\left.\psi^{x}\right|_{S}\right]\right.\right. \\
& =\max _{\left|\phi^{x}\right\rangle_{R^{\prime}}} \mid\left\langle\left.\left.\phi^{x}\right|_{R^{\prime}} \otimes\left\langle\left.\psi^{x}\right|_{S} W_{G \rightarrow R^{\prime} S} \mid \varphi^{x}\right\rangle_{G}\right|^{2}\right. \tag{126}
\end{align*}
$$

$$
\begin{align*}
& =\left\|I_{R^{\prime}} \otimes\left\langle\left.\psi^{x}\right|_{S} W_{G \rightarrow R^{\prime} S} \mid \varphi^{x}\right\rangle_{G}\right\|_{2}^{2}  \tag{127}\\
& =\left(\left\langle\left.\varphi^{x}\right|_{G}\left(W_{G \rightarrow R^{\prime}}\right)^{\dagger} I_{R^{\prime}} \otimes \mid \psi^{x}\right\rangle_{S}\right)\left(I_{R^{\prime}} \otimes\left\langle\left.\psi^{x}\right|_{S} W_{G \rightarrow R^{\prime} S} \mid \varphi^{x}\right\rangle_{G}\right)  \tag{128}\\
& =\left\langle\varphi ^ { x } | _ { G } \left( W_{G \rightarrow R^{\prime} S}^{\dagger}\left(I_{R^{\prime}} \otimes\left|\psi^{x}\right\rangle \psi^{x} \mid S\right) W_{G \rightarrow R^{\prime}}\left|\varphi^{x}\right\rangle_{G}\right.\right.  \tag{129}\\
& =\operatorname{Tr}\left[\left(I_{R^{\prime}} \otimes\left|\psi^{x}\right\rangle\left\langle\psi^{x}\right| S\right) W_{G \rightarrow R^{\prime} S}\left|\varphi^{x}\right\rangle\left\langle\left.\varphi^{x}\right|_{G}\left(W_{G \rightarrow R^{\prime} S}\right)^{\dagger}\right]\right.  \tag{130}\\
& =\operatorname{Tr}\left[\left.\left|\psi^{x}\right\rangle \psi^{x}\right|_{S} \mathcal{N}_{G \rightarrow S}\left(\left|\varphi^{x}\right\rangle\left\langle\left.\varphi^{x}\right|_{G}\right)\right],\right. \tag{131}
\end{align*}
$$

where we define the channel $\mathcal{N}_{G \rightarrow S}$ as

$$
\begin{equation*}
\mathcal{N}_{G \rightarrow S}(\cdot):=\operatorname{Tr}_{R^{\prime}}\left[\left(V_{R^{\prime} S \rightarrow D G}\right)^{\dagger}\left(|1\rangle\left\langle\left. 1\right|_{D} \otimes(\cdot)\right)_{G}\right) V_{R^{\prime} S \rightarrow D G}\right] . \tag{132}
\end{equation*}
$$

Then, we find that the acceptance probability is given by

$$
\max _{\substack{\left\{\left(p(x), \psi^{x}\right)\right\}_{x},\left\{\varphi_{x}^{x}\right\}_{x}, \sum_{x} p(x) \psi_{S}^{x}=\psi_{S}}} \sum_{x} p(x) \operatorname{Tr}\left[| \psi ^ { x } \rangle \left\langle\left.\psi^{x}\right|_{S} \mathcal{N}_{G \rightarrow S}\left(\left|\varphi^{x}\right\rangle\left\langle\left.\varphi^{x}\right|_{G}\right)\right]=\underset{\substack{\left\{\left(p(x), \psi^{x}\right)\right\}_{x,},\left\{\varphi^{x}\right\}_{x} \\ \sum_{x} p(x) \psi_{S}^{x}=\psi_{S}}}{ } \sum_{x} p(x) F\left(\psi_{S}^{x}, \mathcal{N}_{G \rightarrow S}\left(\varphi_{G}^{x}\right)\right) .\right.\right.
$$

This concludes the proof of the first part.
To see how this implies that Problem 11 can be realized in $\operatorname{QIP}_{\mathrm{EB}}(2)$, note that the circuit preparing the state $\rho_{S}$ prepares a purification and traces over the reference system, and the circuit to generate $\mathcal{N}_{G \rightarrow S}$ is realize by adjoining an environment system in the state $|0\rangle\langle 0|$, performing a unitary, and tracing over the environment. So we let the verifier prepare the purification of $\rho_{S}$ and this plays the role of $\psi_{R S}$ above, and the channel $\mathcal{N}_{G \rightarrow S}$ can be realized precisely as in (132) with appropriate substitutions.

Remark 13 The quantity in (116) can be interpreted as follows: Given a channel $\mathcal{N}$ and a source state $\rho$, calculate the largest average ensemble fidelity attainable in reproducing the source at the output of the channel. This means it is necessary to find the ensemble decomposition $\left\{\left(p(x), \psi^{x}\right)\right\}_{x}$ of $\rho$ as well as a set $\left\{\varphi^{x}\right\}_{x}$ of encoding states that lead to the largest ensemble fidelity (and this is what is left to the prover). This criterion is similar to one used in Schumacher data compression [90], but this seems more similar to the setting of the source-channel separation theorem [91], in which the goal is to transmit an information source over a quantum channel. The channel $\mathcal{N}$ here could consist of a fixed encoding $\mathcal{E}$, noisy channel $\mathcal{M}$, and fixed decoding $\mathcal{D}$, (i.e., $\mathcal{N}=\mathcal{D} \circ \mathcal{M} \circ \mathcal{E})$ and then the goal is to test how well a given fixed scheme $(\mathcal{E}, \mathcal{D})$ can communicate a source $\rho$ over a channel $\mathcal{M}$, according to the ensemble fidelity criterion.

Remark 14 We can write the expression in (116) alternatively as

$$
\begin{equation*}
\text { Eq. }(116)=\max _{\substack{\left\{\left(p(x), \psi^{x}\right)\right\}_{x}, \sum_{x} p(x) \psi_{S}^{=}=\rho_{S}}} \sum_{x} p(x)\left\|\left(\mathcal{N}_{G \rightarrow S}\right)^{\dagger}\left(\psi_{S}^{x}\right)\right\|_{\infty} \tag{134}
\end{equation*}
$$

where $\left(\mathcal{N}_{G \rightarrow S}\right)^{\dagger}$ is the Hilbert-Schmidt adjoint of the channel $\left(\mathcal{N}_{G \rightarrow S}\right)^{\dagger}$. Employing the abbreviations $\psi_{S}^{x} \equiv\left|\psi^{x}\right\rangle\left\langle\left.\psi^{x}\right|_{S}\right.$ and $\left.\varphi_{G}^{x} \equiv \mid \varphi^{x}\right\rangle\left\langle\left.\varphi^{x}\right|_{G}\right.$, this follows because

$$
\max _{\substack{\left\{\left(p(x), \psi^{x}\right)\right\}_{x},\left\{\varphi_{x}^{x}\right\}_{x}, \sum_{x} p(x) \psi_{S}^{x}=\psi_{S}}} \sum_{x} p(x) \operatorname{Tr}\left[\psi_{S}^{x} \mathcal{N}_{G \rightarrow S}\left(\varphi_{G}^{x}\right)\right]
$$

$$
\begin{align*}
&= \max _{\substack{\left\{\left(p(x), \psi^{x}\right)\right\}_{x},\left\{\varphi^{x}\right\}_{x},}} \sum_{x} p(x) \operatorname{Tr}\left[\left(\mathcal{N}_{G \rightarrow S}\right)^{\dagger}\left(\psi_{S}^{x}\right) \varphi_{G}^{x}\right]  \tag{135}\\
&= \sum_{x} p(x) \psi_{S}^{x}=\psi_{S} \\
&\left.\max _{\left\{\left(p(x), \psi^{x} x\right.\right.}\right\}_{x}, \\
&\left\{\varphi^{x}\right\}_{x},  \tag{136}\\
& \sum_{x}
\end{align*} \sum_{x} p(x) \max _{\left\{\varphi^{x}\right\}_{x}} \operatorname{Tr}\left[\left(\mathcal{N}_{G \rightarrow S}\right)^{\dagger}\left(\psi_{S}^{x}\right) \varphi_{G}^{x}\right],
$$

If we define the function

$$
\begin{equation*}
g_{\mathcal{N}}(\rho):=\left\|\left(\mathcal{N}_{G \rightarrow S}\right)^{\dagger}\left(\rho_{S}\right)\right\|_{\infty}, \tag{138}
\end{equation*}
$$

then the function in (134) is known as the concave closure of $g_{\mathcal{N}}(\rho)$ and has been studied in other contexts in quantum information theory [92, Section 2]. It has an interesting dual formulation, as demonstrated in [92, Eq. (15)]. Given the observation in (134), we can thus conclude that, given circuits to realize the channel $\mathcal{N}$ and state $\rho$, estimating the concave closure of the function $g_{\mathcal{N}}(\rho)$ within additive error is a complete problem for $\mathrm{QIP}_{\mathrm{EB}}(2)$.
Remark 15 Employing the reasoning from Remark 14, we find that the acceptance probability in (35) is equal to the concave closure of the following function:

$$
\begin{equation*}
f\left(\rho_{A B}\right):=\left\|\Pi_{A A^{\prime}}^{\mathrm{sym}}\left(\rho_{A B} \otimes I_{A^{\prime}}\right) \Pi_{A A^{\prime}}^{\mathrm{sym}}\right\|_{\infty}, \tag{139}
\end{equation*}
$$

where we used the fact that the state $\rho_{S}$ from Remark 14 is $\rho_{A B}$ and the map $\mathcal{N}_{G \rightarrow S}$ from Remark 14 is

$$
\begin{equation*}
\mathcal{N}\left(\sigma_{A A^{\prime} B}\right)=\operatorname{Tr}_{A^{\prime}}\left[\Pi_{A A^{\prime}}^{\mathrm{sym}} \sigma_{A A^{\prime} B} \Pi_{A A^{\prime}}^{\mathrm{sym}}\right], \tag{140}
\end{equation*}
$$

with adjoint

$$
\begin{equation*}
\mathcal{N}^{\dagger}\left(\omega_{A B}\right)=\Pi_{A A^{\prime}}^{\text {sym }}\left(\omega_{A B} \otimes I_{A^{\prime}}\right) \Pi_{A A^{\prime}}^{\text {sym }} \tag{141}
\end{equation*}
$$

Observe that the map $\rho_{A B} \mapsto \Pi_{A A^{\prime}}^{\text {sym }}\left(\rho_{A B} \otimes I_{A^{\prime}}\right) \Pi_{A A^{\prime}}^{\text {sym }}$ is proportional to that used in a $1 \rightarrow 2$ universal cloning machine [93, Eq. (17)]. If $\rho_{A B}$ is pure, so that we write it as $\psi_{A B}$, then the following inequality holds:

$$
\begin{equation*}
\left\|\Pi_{A A^{\prime}}^{\text {sym }}\left(\psi_{A B} \otimes I_{A^{\prime}}\right) \Pi_{A A^{\prime}}\right\|_{\infty} \leq\left\|\Pi_{A A^{\prime}}^{\text {sym }}\right\|_{\infty}\left\|\psi_{A B} \otimes I_{A^{\prime}}\right\|_{\infty}\left\|\Pi_{A A^{\prime}}\right\|_{\infty} \leq 1 \tag{142}
\end{equation*}
$$

where we applied the multiplicativity of the spectral norm. Thus, the concave closure of $f\left(\rho_{A B}\right)$ satisfies $f\left(\rho_{A B}\right) \in[0,1]$. Furthermore, from Lemma 16 below, we know that

$$
\begin{equation*}
\left\|\Pi_{A A^{\prime}}^{\text {sym }}\left(\psi_{A B} \otimes I_{A^{\prime}}\right) \Pi_{A A^{\prime}}^{\text {sym }}\right\|_{\infty}=\frac{1}{2}\left(1+\left\|\psi_{A}\right\|_{\infty}\right), \tag{143}
\end{equation*}
$$

showing the consistency of the claim just above (139) with Theorem 1 and Eqs. (19) and (20) in the main text. If $\rho_{A B}$ is a pure product state, so that we can write it as $\rho_{A B}=\phi_{A} \otimes \varphi_{B}$, then we have that

$$
\begin{equation*}
\left\|\Pi_{A A^{\prime}}^{\text {sym }}\left(\phi_{A} \otimes \varphi_{B} \otimes I_{A^{\prime}}\right) \Pi_{A A^{\prime}}\right\|_{\infty}=\left\|\Pi_{A A^{\prime}}^{\text {sym }}\left(\phi_{A} \otimes I_{A^{\prime}}\right) \Pi_{A A^{\prime}}^{\text {sym }}\right\|_{\infty} \tag{144}
\end{equation*}
$$

and the spectral norm on the right-hand side of (144) is achieved by choosing the vector $|\phi\rangle_{A} \otimes|\phi\rangle_{A^{\prime}}$, so that

$$
\begin{align*}
& \left(\left\langle\left.\phi\right|_{A} \otimes\left\langle\left.\phi\right|_{A^{\prime}}\right) \Pi_{A A^{\prime}}^{\text {sym }}\left(\phi_{A} \otimes I_{A^{\prime}}\right) \Pi_{A A^{\prime}}^{\text {sym }}\left(|\phi\rangle_{A} \otimes|\phi\rangle_{A^{\prime}}\right)\right.\right. \\
& =\left(\left\langle\left.\phi\right|_{A} \otimes\left\langle\left.\phi\right|_{A^{\prime}}\right)\left(\phi_{A} \otimes I_{A^{\prime}}\right)\left(|\phi\rangle_{A} \otimes|\phi\rangle_{A^{\prime}}\right)\right.\right.  \tag{145}\\
& =1 \tag{146}
\end{align*}
$$

Lemma 16 For a pure state $\psi_{A B}$, the following equality holds:

$$
\begin{equation*}
\left\|\Pi_{A A^{\prime}}^{\mathrm{sym}}\left(\psi_{A B} \otimes I_{A^{\prime}}\right) \Pi_{A A^{\prime}}^{\mathrm{sym}}\right\|_{\infty}=\frac{1}{2}\left(1+\left\|\psi_{A}\right\|_{\infty}\right) \tag{147}
\end{equation*}
$$

where $\psi_{A} \equiv \operatorname{Tr}_{B}\left[\psi_{A B}\right]$.
Proof. Consider that

$$
\begin{align*}
\|\left(\Pi_{A A^{\prime}}^{\text {sym }} \otimes I_{B}\right)\left(| \psi \rangle \langle \psi | _ { A B } \otimes I _ { A ^ { \prime } } ) \left(\Pi_{A A^{\prime}}^{\text {sym }}\right.\right. & \left.\otimes I_{B}\right) \|_{\infty} \\
& =\left\|\left(| \psi \rangle \langle \psi | _ { A B } \otimes I _ { A ^ { \prime } } ) ( \Pi _ { A A ^ { \prime } } ^ { \text { sym } } \otimes I _ { B } ) \left(|\psi\rangle\left\langle\left.\psi\right|_{A B} \otimes I_{A^{\prime}}\right) \|_{\infty}\right.\right.\right. \tag{148}
\end{align*}
$$

Now consider that

$$
\begin{align*}
& \left(| \psi \rangle \langle \psi | _ { A B } \otimes I _ { A ^ { \prime } } ) ( \Pi _ { A A ^ { \prime } } ^ { \operatorname { s y m } } \otimes I _ { B } ) \left(|\psi\rangle\left\langle\left.\psi\right|_{A B} \otimes I_{A^{\prime}}\right)\right.\right. \\
& =\left(| \psi \rangle \langle \psi | _ { A B } \otimes I _ { A ^ { \prime } } ) ( \frac { I _ { A A ^ { \prime } } + F _ { A A ^ { \prime } } } { 2 } \otimes I _ { B } ) \left(|\psi\rangle\left\langle\left.\psi\right|_{A B} \otimes I_{A^{\prime}}\right)\right.\right.  \tag{149}\\
& =\frac{1}{2}\left(|\psi\rangle\left\langle\left.\psi\right|_{A B} \otimes I_{A^{\prime}}\right)+\frac{1}{2}\left(| \psi \rangle \langle \psi | _ { A B } \otimes I _ { A ^ { \prime } } ) ( F _ { A A ^ { \prime } } \otimes I _ { B } ) \left(|\psi\rangle\left\langle\left.\psi\right|_{A B} \otimes I_{A^{\prime}}\right)\right.\right.\right. \tag{150}
\end{align*}
$$

Then writing the Schmidt decomposition of $|\psi\rangle_{A B}$ as $|\psi\rangle_{A B}=\sum_{i} \sqrt{\lambda_{i}}|i\rangle_{A}|i\rangle_{B}$, we find that

$$
\begin{align*}
& \left(| \psi \rangle \langle \psi | _ { A B } \otimes I _ { A ^ { \prime } } ) ( F _ { A A ^ { \prime } } \otimes I _ { B } ) \left(|\psi\rangle\left\langle\left.\psi\right|_{A B} \otimes I_{A^{\prime}}\right)\right.\right. \\
& =\sum_{i, i^{\prime}, j, j^{\prime}} \sqrt{\lambda_{i} \lambda_{i^{\prime}}}\left(| \psi \rangle \left\langlei | _ { A } \langle i | _ { B } \otimes | j \rangle \langle j | _ { A ^ { \prime } } ) ( F _ { A A ^ { \prime } } \otimes I _ { B } ) \left(\left|i^{\prime}\right\rangle_{A}\left|i^{\prime}\right\rangle_{B}\left\langle\left.\psi\right|_{A B} \otimes \mid j^{\prime}\right\rangle\left\langle\left. j^{\prime}\right|_{A^{\prime}}\right)\right.\right.\right.  \tag{151}\\
& =\sum_{i, i^{\prime}, j, j^{\prime}} \sqrt{\lambda_{i} \lambda_{i^{\prime}}}\left(| \psi \rangle \left\langlei | _ { A } \langle i | _ { B } \otimes | j \rangle \langle j | _ { A ^ { \prime } } ) \left(\left|j^{\prime}\right\rangle_{A}\left|i^{\prime}\right\rangle_{B}\left\langle\left.\psi\right|_{A B} \otimes \mid i^{\prime}\right\rangle\left\langle\left. j^{\prime}\right|_{A^{\prime}}\right)\right.\right.\right.  \tag{152}\\
& =\sum_{i, i^{\prime}, j, j^{\prime}} \sqrt{\lambda_{i} \lambda_{i^{\prime}}}|\psi\rangle\left\langle i \mid j^{\prime}\right\rangle_{A}\left\langle i \mid i^{\prime}\right\rangle_{B}\left\langle\left.\psi\right|_{A B} \otimes \mid j\right\rangle\left\langle j \mid i^{\prime}\right\rangle\left\langle\left. j^{\prime}\right|_{A^{\prime}}\right.  \tag{153}\\
& =\sum_{i} \lambda_{i}|\psi\rangle\left\langle\left.\psi\right|_{A B} \otimes \mid i\right\rangle\left\langle\left. i\right|_{A^{\prime}}\right.  \tag{154}\\
& =|\psi\rangle\left\langle\left.\psi\right|_{A B} \otimes \sum_{i} \lambda_{i} \mid i\right\rangle\left\langle\left. i\right|_{A^{\prime}}\right.  \tag{155}\\
& =|\psi\rangle\left\langle\left.\psi\right|_{A B} \otimes \psi_{A^{\prime}} .\right. \tag{156}
\end{align*}
$$

Then

$$
\begin{align*}
& \left(| \psi \rangle \langle \psi | _ { A B } \otimes I _ { A ^ { \prime } } ) ( \Pi _ { A A ^ { \prime } } ^ { \text { sym } } \otimes I _ { B } ) \left(|\psi\rangle\left\langle\left.\psi\right|_{A B} \otimes I_{A^{\prime}}\right)\right.\right. \\
& =\frac{1}{2}\left(|\psi\rangle\left\langle\left.\psi\right|_{A B} \otimes I_{A^{\prime}}\right)+|\psi\rangle\left\langle\left.\psi\right|_{A B} \otimes \frac{1}{2} \psi_{A^{\prime}}\right.\right.  \tag{157}\\
& =|\psi\rangle\left\langle\left.\psi\right|_{A B} \otimes \frac{1}{2}\left(I_{A^{\prime}}+\psi_{A^{\prime}}\right),\right. \tag{158}
\end{align*}
$$

and we conclude that

$$
\begin{align*}
& \left\|( \Pi _ { A A ^ { \prime } } ^ { \text { sym } } \otimes I _ { B } ) \left(|\psi\rangle\left\langle\left.\psi\right|_{A B} \otimes I_{A^{\prime}}\right)\left(\Pi_{A A^{\prime}}^{\text {sym }} \otimes I_{B}\right) \|_{\infty}\right.\right. \\
& =\||\psi\rangle\left\langle\left.\psi\right|_{A B} \otimes \frac{1}{2}\left(I_{A^{\prime}}+\psi_{A^{\prime}}\right) \|_{\infty}\right.  \tag{159}\\
& =\frac{1}{2}\left(1+\left\|\psi_{A^{\prime}}\right\|_{\infty}\right) \tag{160}
\end{align*}
$$

$$
\begin{equation*}
=\frac{1}{2}\left(1+\left\|\psi_{A}\right\|_{\infty}\right) . \tag{161}
\end{equation*}
$$

This concludes the proof.

## K Placement of $\operatorname{QIP}_{\mathrm{EB}}(2)$

In this appendix, we establish the following containments:

$$
\begin{equation*}
\mathrm{QAM}, \mathrm{QSZK} \subseteq \operatorname{QIP}_{\mathrm{EB}}(2) \tag{162}
\end{equation*}
$$

See Figure 7 for a detailed diagram.

## $\mathrm{K} .1 \quad \mathrm{QAM} \subseteq \mathrm{QIP}_{\mathrm{EB}}(2)$

First, recall that QAM consists of the verifier selecting a classical letter $x$ uniformly at random, sending the choice to the prover, who then sends back a pure state $\psi_{x}$ to the verifier, who finally performs an efficient measurement to decide whether to accept the computation [55]. Note that QAM contains QMA [55].
To see the containment $\mathrm{QAM} \subseteq \operatorname{QIP}_{\mathrm{EB}}(2)$, consider that the verifier's first circuit in $\operatorname{QIP}_{\mathrm{EB}}(2)$ can consist of preparing a random classical bitstring in a system $R$. The verifier sends system $R$ to the prover. Then, the prover's action amounts to preparing some state that gets returned to the verifier. The rest of the protocol then simulates a QAM protocol.

## K. $2 \quad$ QSZK $\subseteq$ QIP $_{\mathrm{EB}}(2)$

Quantum statistical zero-knowledge (QSZK) consists of all problems that can be solved by the interaction between a quantum verifier and a quantum prover, such that the verifier accumulates statistical evidence about the answer to a decision, but does not learn anything other than the answer by interacting with the prover [94,56]. A complete problem for this class is quantum state distinguishability, in which the goal is to decide whether two states $\rho_{0}$ and $\rho_{1}$, generated by quantum circuits, are far or close in trace distance [94]. This is a nice problem for understanding the basics of the QSZK complexity class: the interaction begins with the verifier picking one of the states uniformly at random, recording the choice as a bit $x$, and then sending the chosen state $\rho_{x}$ to the prover over a quantum channel. The prover can then perform the optimal Helstrom measurement $[95,96]$ to distinguish the states which has success probability equal to

$$
\begin{equation*}
p_{\mathrm{succ}}:=\frac{1}{2}\left(1+\frac{1}{2}\left\|\rho_{0}-\rho_{1}\right\|_{1}\right) . \tag{163}
\end{equation*}
$$

The Helstrom measurement leads to a decision bit $y$, which the prover sends back to the verifier over a quantum channel (here, a single classical bit channel would suffice). The verifier then accepts if $x=y$, and the probability that this happens is equal to $p_{\text {succ }}$. By repeating this protocol a polynomial number of times and invoking the error-reduction protocol from [94], it follows that the verifier can make the completeness and soundness probabilities exponentially close to one and zero, respectively, to have essentially zero error probability in the final decision about whether the states are near or far in trace distance. Finally, the interaction has a "zero knowledge" aspect because the verifier only learns the bit of the prover and nothing about how to distinguish the states.
Since quantum state distinguishability is a complete problem for QSZK and the interaction described above can be performed in $\mathrm{QIP}_{\mathrm{EB}}(2), \mathrm{QSZK} \subseteq \mathrm{QIP}_{\mathrm{EB}}(2)$ follows.

## L Local Reward Function

In this appendix, we develop a local reward function as an alternative to the global reward function considered in the main text, i.e., the acceptance probability in Theorem 2. The acceptance probability in Theorem 2 can be considered a global reward function because it corresponds to the probability of measuring zero in every register. As indicated in [44], it is helpful to employ a local reward function to mitigate the barren plateau problem [43], which plagues all variational quantum algorithms.

Let us define the local and global reward functions. Let $Z_{i}$ be the event of measuring zero in the $i$ th register. We then set the local reward function to be the probability of measuring zero in a register chosen uniformly at random; that is, it is given by the following:

$$
\begin{equation*}
L \equiv \frac{1}{n} \sum_{i} \operatorname{Pr}\left(Z_{i}\right) . \tag{164}
\end{equation*}
$$

The event of measuring all zeros is given by $\bigcap_{i} Z_{i}$, and the probability that this event occurs is $G \equiv \operatorname{Pr}\left(\bigcap_{i} Z_{i}\right)$, which is what we used in the main text as the global reward function.
We are interested in determining inequalities related to the global and local reward functions, and the following analysis employs the same ideas used in [81, Appendix C]. Using DeMorgan's laws, we find that

$$
\begin{equation*}
\operatorname{Pr}\left(\bigcap_{i} Z_{i}\right)=\operatorname{Pr}\left(\left(\bigcup_{i} Z_{i}^{c}\right)^{c}\right)=1-\operatorname{Pr}\left(\bigcup_{i} Z_{i}^{c}\right) . \tag{165}
\end{equation*}
$$

We can then use the union bound to conclude that

$$
\begin{equation*}
\operatorname{Pr}\left(\bigcap_{i} Z_{i}\right)=1-\operatorname{Pr}\left(\bigcup_{i}\left(Z_{i}\right)^{c}\right) \geq 1-\sum_{i} \operatorname{Pr}\left(\left(Z_{i}\right)^{c}\right) . \tag{166}
\end{equation*}
$$

Finally, consider that

$$
\begin{align*}
G & =\operatorname{Pr}\left(\bigcap_{i} Z_{i}\right)  \tag{167}\\
& \geq 1-\sum_{i} \operatorname{Pr}\left(Z_{i}^{c}\right)  \tag{168}\\
& =\sum_{i} \operatorname{Pr}\left(Z_{i}\right)-(n-1)  \tag{169}\\
& =n L-(n-1)  \tag{170}\\
& =n(L-1)+1 . \tag{171}
\end{align*}
$$

We can also derive an upper bound on the global reward function in terms of the local reward function. Recall the following inequality, which holds for every set $\left\{A_{1}, A_{2}, \ldots, A_{n}\right\}$ of events:

$$
\begin{equation*}
\operatorname{Pr}\left(\bigcup_{i} A_{i}\right) \geq \frac{1}{n} \sum_{i} \operatorname{Pr}\left(A_{i}\right) \tag{172}
\end{equation*}
$$

Setting $A_{i}=Z_{i}^{c}$, we get

$$
\begin{equation*}
\operatorname{Pr}\left(\bigcup_{i} Z_{i}^{c}\right) \geq \frac{1}{n} \sum_{i} \operatorname{Pr}\left(Z_{i}^{c}\right) \tag{173}
\end{equation*}
$$

Using DeMorgan's laws, we obtain the desired upper bound as follows:

$$
\begin{align*}
\operatorname{Pr}\left(\bigcap_{i} Z_{i}\right) & \leq 1-\frac{1}{n} \sum_{i}\left(1-\operatorname{Pr}\left(Z_{i}\right)\right)  \tag{174}\\
& =\frac{1}{n} \sum_{i} \operatorname{Pr}\left(Z_{i}\right) . \tag{175}
\end{align*}
$$

In summary, we have established the following bounds:

$$
\begin{equation*}
n(L-1)+1 \leq G \leq L \tag{176}
\end{equation*}
$$

so that $G=1$ if and only if $L=1$. Since we always have $G \in[0,1]$, the lower bound is only nontrivial if $L$ is sufficiently large, i.e., if $L \geq 1-\frac{1}{n}$.

