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DERIVED FUNCTORS OF PRODUCT AND LIMIT IN THE

CATEGORY OF COMODULES OVER THE DUAL STEENROD

ALGEBRA.

A. SALCH

Abstract. In the 2000s, Sadofsky constructed a spectral sequence which con-
verges to the mod p homology groups of a homotopy limit of a sequence of
spectra. The input for this spectral sequence is the derived functors of sequen-
tial limit in the category of graded comodules over the dual Steenrod algebra.
Since then, there has not been an identification of those derived functors in
more familiar or computable terms. Consequently there have been no calcu-
lations using Sadofsky’s spectral sequence except in cases where these derived
functors are trivial in positive cohomological degrees.

In this paper, we prove that the input for the Sadofsky spectral sequence is
the graded local cohomology of the Steenrod algebra, taken with appropriate
(quite computable) coefficients. This turns out to require both some formal
results, like some general results on torsion theories and local cohomology of
noncommutative non-Noetherian rings, and some decidedly non-formal results,
like a 1985 theorem of Steve Mitchell on some very specific duality properties
of the Steenrod algebra not shared by most finite-type Hopf algebras. Along
the way there are a few results of independent interest, such as an identification
of the category of graded A∗-comodules with the full subcategory of graded
A-modules which are torsion in an appropriate sense.

Contents

1. Introduction. 2
2. Local cohomology functors associated to sets of ideals. 11
3. Comodules as a pretorsion class in modules. 14
3.1. Review of the embedding of the category of Γ-comodules into the category of Γ∗-modules. 14
3.2. Distinguished ideals and distinguished torsion. 16
3.3. Review of (pre)torsion theories, (pre)torsion classes, and stability. 18
3.4. The hereditary pretorsion class associated to a module Θ. 20
4. Distinguished local cohomology of products. 23
4.1. Derived products of comodules are given by distinguished local cohomology. 23
5. Mitchell coalgebras. 29
6. Bounds on distinguished local-cohomological dimension. 33
7. Derived functors of sequential limit in comodule categories. 35
Appendix A. Review of Margolis’ basic results on P-algebras. 37
References 38

1

http://arxiv.org/abs/2303.08796v3


2 A. SALCH

1. Introduction.

Let k be a field. It is well-known that the category Comod(Γ) of comodules
over a k-coalgebra Γ is abelian and has generally agreeable properties, like being
complete and co-complete and having enough injectives, but unlike the category of
modules over a ring, Comod(Γ) does not necessarily satisfy Grothendieck’s axiom
AB4∗. Recall from [14] that AB4∗ is the axiom that states that infinite products of
exact sequences are exact. Consequently, given a set {Mi : i ∈ I} of Γ-comodules,

we may have nonvanishing higher right-derived functors Rn
∏Γ
i∈I Mi of the cat-

egorical product
∏Γ in the category of Γ-comodules. One consequence is that,

given a sequence · · · → M2 → M1 → M0 of Γ-comodule homomorphisms, we may
have nonvanishing right-derived functors Rn limΓ

i Mi for n > 1, unlike the familiar
situation in categories of modules; see [28] and [29] for this implication.

There are important topological consequences. Let p be a prime number, suppose
that the ground field k is the field Fp with p elements, and suppose that the coal-
gebra Γ is the p-primary dual Steenrod algebra. In the influential but unpublished
2001 preprint [30], H. Sadofsky constructed a spectral sequence

E∗,∗
2

∼= R∗
Γ

lim
i
H∗(Xi;Fp) ⇒ H∗ (holimiXi;Fp)(1)

for a sequence · · · → X2 → X1 → X0 of HFp-nilpotently complete spectra. Since
then, Sadofsky’s spectral sequence has been written about, and the details of its
construction are available in the published literature: for example, see section 11.3
of [3], or the appendix of [26], or [17] for the case of products of spectra, where one
has a spectral sequence

E∗,∗
2

∼= R∗
Γ
∏

i

H∗(Xi;Fp) ⇒ H∗

(

∏

i

Xi;Fp

)

(2)

for any set {Xi : i ∈ I} of spectra. We will refer to (1) as the Sadofsky spectral
sequence, and (2) as the Hovey-Sadofsky spectral sequence. Countable products can
of course be treated as a special case of sequential limits, so it is easy to see the
countable case of the Hovey-Sadofsky spectral sequence as a special case of the
Sadofsky spectral sequence.

It is a classical theorem of Adams (Theorem III.15.2 of [1]) that mod p ho-
mology commutes with homotopy limits of uniformly bounded-below sequences of
spectra. That is, H∗ (holimiXi;Fp) → limiH∗(Xi;Fp) is an isomorphism if there is
a uniform lower bound on the degrees of the nonvanishing homotopy groups of the
spectra X0, X1, X2, . . . . Sadofsky’s spectral sequence is the only available general
tool for calculating homology of homotopy limits of spectra in the absence of a
uniform lower bound on their homotopy groups.

However, to date there has been little known about the input of the Sadofsky or
Hovey-Sadofsky spectral sequences, because it has been unclear whether there could
be some practical means of calculating the derived functors of sequential limit, or
of product, in categories of graded comodules1. As Behrens and Rezk write in [4]

1However, there are some known tools for calculating the input for special cases of general-
izations of the Sadofsky spectral sequence. Under reasonable conditions (see [17] or [3]), one can
build a version of the Sadofsky spectral sequence for the Morava E-theory E(G)∗ of a formal group

law G, rather than mod p homology. Its input is the derived limit R∗ lim
E(G)∗E(G)
i

E(G)∗(Xi)
in the category of graded E(G)∗E(G)-comodules, and it converges to the E(G)-homology groups



DERIVED LIMITS IN DUAL STEENROD ALGEBRA COMODULES 3

about the Sadofsky spectral sequence, “[t]he E2-term of this spectral sequence is in
general quite mysterious”, and as Hovey writes in [17] about the Hovey-Sadofsky
spectral sequence, “[a]lmost nothing is known about these right derived functors”.
The purpose of this paper is to develop some general theory and some practical
tools for calculating derived functors of sequential limits and of products in the
category of graded comodules over a graded coalgebra, with a particular emphasis
on the dual Steenrod algebras as our motivating examples. The basic strategy is
to use the covariant embedding of the category of graded Γ-comodules into the
category of graded Γ∗-modules, in order to identify the derived functors of product
in the former category with some more familiar cohomological invariant in the latter
category.

Below, we survey the results in this paper, but first we present the most topo-
logically compelling results, which appear as Corollaries 5.11 and 7.3. The notation
is as follows: p is any prime number, Γ∗ denotes the mod p Steenrod algebra, Γ
is its dual coalgebra, Ij is the ideal of the Steenrod algebra Γ∗ generated by all
homogeneous elements of degree ≥ j, and for a graded Γ-comodule M , we write
ιM for M regarded as a graded Γ∗-module via the adjoint Γ∗-action.

Theorem. Let {Mi : i ∈ I} be a set of bounded-above2 graded Γ-comodules. Then

the nth derived functor Rn
∏Γ
i∈I Mi of the product of the Mi in the category of

graded Γ-comodules is isomorphic, as an abelian group, to

colim
j→∞

ExtnΓ∗

(

Γ∗/Ij ,
∏

i∈I

ιMi

)

.

That is, the derived functors of product in the category of graded Γ-comodules are
given, on families of bounded-above comodules, by the graded local cohomology of
the Steenrod algebra Γ∗ with coefficients in the product of the adjoint Γ∗-modules.

Theorem. Let

· · · → M2 → M1 → M0

be a sequence of bounded-above graded Γ-comodules such that R1 lim vanishes on
the sequence of graded Γ∗-modules · · · → ιM2 → ιM1 → ιM0. Then we have an

of the homotopy limit holimi Xi. In one case, there is a known description of such a derived

limit in E(G)∗E(G)-comodules: the derived limit group Rs lim
E(G)∗E(G)
i

E(G)∗/mi is proven to
be isomorphic to the continuous cohomology Hs

cts
(Aut(G);E(G)∗E(G)) of the Morava stabilizer

group, in Theorem D of [3].
Along similar lines, the paper [2] contains a sustained investigation of the properties of adic

completion and derived adic completion on categories of comodules. These comodule completions
involve limits of the form limΓ

i
(M ⊗A A/Ii) in the category of comodules over a Hopf algebroid

(A,Γ). That paper yields tools which are useful for the study of adic completions of comodules,
but not the tools for study and calculation of general limits in comodule categories which are
developed in this paper.

2To be clear, the grading on all modules and comodules in this paper is the cohomological
grading. Hence, if Mi is the homology of a spectrum—the most relevant case for the Sadofsky
and Hovey-Sadofsky spectral sequence—then the relevant assumption is that the spectrum should
be bounded below.

Furthermore, the assumption here is only that each graded Γ-comodule is bounded above.
There does not need to be a uniform upper bound on these comodules. In the case where there
is a uniform upper bound on the comodules, none of the work we do in this paper is necessary,
because it is easy to show that the comodule product is exact.
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isomorphism of graded Γ∗-modules

ιR∗
Γ

lim
i
Mi

∼= colim
j→∞

Ext∗Γ∗

(

Γ∗/Ij , lim
i
ιMi

)

That is, if R1 lim vanishes on the sequence of adjoint Γ∗-modules, then the
derived functors of sequential limit in the category of graded Γ-comodules are given,
on sequences of bounded-above comodules, by the graded local cohomology of the
Steenrod algebra Γ∗ with coefficients in the limit of the adjoint Γ∗-modules.

For bounded-above comodules, these results reduce the calculation of the input
of the Sadofsky and Hovey-Sadofsky spectral sequences to the calculation of graded
local cohomology of the Steenrod algebra. Graded local cohomology is already a rel-
atively familiar and well-studied theory, and there are already some computational
tools for it, so we regard this identification of the Sadofsky and Hovey-Sadofsky
spectral sequence E2-terms as the main selling point of this paper.

We owe the reader some explanation of the peculiarities of graded local cohomol-
ogy. Classically, given a commutative ring R, an ideal I of R, and an R-module M ,
the local cohomology of M at the ideal I is defined by

(3) H∗
I (M) := colim

j→∞
ExtR(R/Ij,M).

In the literature (see [18], for example), when R is a nonnegatively-graded Noe-
therian ring, not necessarily commutative, the graded local cohomology of a left
R-module M is defined as the colimit

(4) colim
j→∞

ExtR(R/Ij ,M),

where Ij is the ideal of R generated by all homogeneous elements of degree ≥ j. The
Noetherian hypothesis yields the isomorphism of (4) with colim

j→∞
ExtR(R/Ij ,M),

where I = I1 is the ideal of all elements of R of positive degree. The Steenrod
algebra, however, is graded but not Noetherian, and there is no guarantee that (4)
must coincide with colim

j→∞
ExtR(R/Ij,M). In this paper, we adopt (4), rather than

(3), as the definition of graded local cohomology for non-Noetherian graded rings
like the Steenrod algebra.

Here are the other main results in this paper:

(1) Section 2 covers elementary notions of local cohomology associated to a
set of (left) ideals in a (not necessarily commutative) ring R. While local
cohomology is well-studied over commutative rings, for the purposes of
this paper we must consider local cohomology of non-commutative rings
like the Steenrod algebra. Some familiar properties of local cohomology of
commutative rings fail in surprising and treacherous ways in the absence of
commutativity. Consequently we have to spend a large portion of this paper
developing some necessary theory of local cohomology of noncommutative
rings.

Given a set S of ideals in R, we can consider the group

h0
S(M) := colim

I∈S
homR(R/RI,M)

of elements of an R-module M which are I-torsion with respect to some
ideal I ∈ S, or we can consider the R-submodule H0

S(M) of M generated
by the subgroup h0

S(M) of M . When R is commutative, the functors h0
S
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and H0
S coincide, but for some noncommutative rings and some choices of

S, they do not agree. Examples are given in Remark 2.6. While h0
S is more

familiar and computationally accessible, it is H0
S that carries the essential

data about the relationship between comodules and modules, as we describe
below.

(2) Section 3 reviews the well-known covariant embedding (via the adjoint ac-
tion) of Γ-comodules into Γ∗-modules, and then reviews well-known ideas
from torsion theory, and proves some preliminary results on the relationship
between the two. A Γ∗-module M is called rational if M is in the image
of this embedding. The main idea in section 3 is that, given a coalgebra Γ
over a field, one can define a certain set dist(Γ) of ideals in Γ∗, the distin-
guished ideals, such that a Γ∗-module is rational if and only if the natural
map H0

dist(Γ)(M) → M is an isomorphism. This is the content of Theorem

3.7. One consequence is Corollary 3.15, which establishes that the functor
H0

dist(Γ) is left exact. (It is also true, but much easier to prove, that h0
dist(Γ)

is left exact.) Consequently we have some familiar homological tools for
dealing with the right derived functors H∗

dist(Γ)
:= R∗H0

dist(Γ), which we call

distinguished local cohomology. Since the covariant embedding of comodules
into modules is full and faithful, Theorem 3.7 characterizes Γ-comodules in
terms of Γ∗-modules: the category of Γ-comodules is equivalent to the full
subcategory of the Γ∗-modules generated by those Γ∗-modules M such that
H0

dist(Γ)(M) → M is an isomorphism.

I do not know of anywhere where Theorem 3.7 already appears in the
literature, and I have not heard others mention the idea. Still I am uneasy
about calling it a novel result: the ideas are quite close to those in sections
7 and 41 of [10]. What is accomplished in section 3 of this paper is only
the development of a bit of (largely formal) theory, and the use of that bit
of theory alongside ideas from [10]. I regard section 3 as a section mostly
devoted to background and review. The hard “non-formal” work in this
paper does not really begin until section 4.

(3) With section 4, we begin to prove new results, at the cost of having to
narrow the level of generality. Under the assumption that Γ is a finite-
type3 coalgebra over a field whose dual algebra Γ∗ is connected, Theorem 4.3
shows that the rational graded Γ∗-modules (i.e., the graded Γ-comodules)
form a hereditary pretorsion class in the category of graded Γ∗-modules.
The same theorem furthermore shows that the higher distinguished local
cohomology groups vanish on bounded-above graded Γ∗-modules, and that
the bounded-above graded Γ∗-modules are rational.

Most importantly, Theorem 4.3 shows (under the same assumptions)
that for any integer n and any set {Mi : i ∈ I} of bounded-above graded

Γ-comodules, the nth right-derived functor Rn
∏Γ
i∈I Mi of product in the

category of graded Γ-comodules agrees (as a graded Γ∗-module via the ad-
joint action) with the distinguished local cohomology Hn

dist(Γ)

(
∏

i∈I ι(Mi)
)

,

where ι is the covariant embedding of comodules into modules. The point
is that

∏

i∈I ι(Mi) is the ordinary, familiar Cartesian product of graded

3To be clear, in this paper we adhere to the usual convention in algebraic topology: a graded
vector space is said to be finite-type if it is finite-dimensional in each degree.
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Γ∗-modules, not the more obscure categorical product in comodules. Con-
sequently, if we reduce the distinguished local cohomology groups Hn

dist(Γ)

to some familiar homological invariants, like a colimit of Ext-groups, then

we have a practical means of calculating Rn
∏Γ
i∈I Mi, and consequently

of calculating the homology groups of infinite products of spectra, via the
Hovey-Sadofsky spectral sequence. Much of the rest of the paper is devoted
to proving that Hn

dist(Γ) is indeed a straightforward colimit of Ext-groups

in sufficient generality to apply when Γ is the dual Steenrod algebra at any
prime.

One consequence of Theorem 4.3 is Theorem 4.4: if Γ∗ is finite-type and
connected over a field, then for each integer n, every graded Γ∗-module
M is canonically an extension of an n-co-connected rational graded Γ∗-
module by an n-connective graded Γ∗-module connn(M). Furthemore, the
higher distinguished local cohomology groups of M depend only on those of
connn(M). Under the same hypotheses, we then get Corollary 4.5, which
states that every graded Γ∗-module is a limit of a Mittag-Leffler sequence of
rational Γ∗-modules. We also get Corollary 4.6, which states that the only
full subcategory of grMod(Γ∗) which contains the rational Γ∗-modules and
which is closed under kernels and countable products is grMod(Γ∗) itself.

(4) Section 5 introduces the notion of a Mitchell coalgebra, a coalgebra over
a field admitting a certain kind of decomposition which is intended to re-
semble the decomposition of the dual Steenrod algebra A∗ as the limit of
the coalgebras A(n)∗. In [23], S. Mitchell identified certain self-duality and
compatibility properties of this decomposition of A∗, and we include analo-
gous properties as part of the definition of a Mitchell coalgebra in Definition
5.2, because we find in Theorem 5.9 that precisely these properties can be
used to show that the two local cohomology functors h∗

dist(Γ) and H∗
dist(Γ)

coincide over the dual of a Mitchell coalgebra Γ. As a consequence, the dis-
tinguished local cohomology H∗

dist(Γ)—which, by Theorem 4.3, computes

the derived functors of product in the category of Γ-comodules—has the
good computational properties of h∗

dist(Γ), and in particular, it is isomorphic

to a colimit of Ext-groups.
Since Mitchell’s results in [23] establish that the dual Steenrod alge-

bra is what we call a Mitchell coalgebra, we get the main results of this
paper: if Γ is the dual Steenrod algebra at any prime, then Corollary
5.10 establishes that, for any graded Γ∗-module M , the distinguished lo-
cal cohomology H∗

dist(Γ)(M) is isomorphic to the graded local cohomol-

ogy colim
j→∞

Ext∗Γ∗ (Γ∗/Ij ,M) of the Steenrod algebra Γ∗. A consequence

is Corollary 5.11: if {Mi : i ∈ I} is a set of bounded-above graded Γ-

comodules, then the nth derived functor Rn
∏Γ
i∈I Mi of product in the

category of graded Γ-comodules is isomorphic, as an abelian group, to
colim
j→∞

ExtnΓ∗ (Γ∗/Ij ,
∏

iMi). Here
∏

iMi is the product (in the category

of modules, i.e., the Cartesian product) of the graded Γ∗-modules Mi with
the adjoint action of Γ∗.

(5) An abelian category satisfies Grothendieck’s axiom AB4∗ if and only if
products exist and are exact in that category. Weakenings of AB4∗ have
been studied: given an integer n, an abelian category C is said to satisfy
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axiom AB4∗-(n) if and only if the mth derived functor of product in C
vanishes for all m > n. The condition AB4∗-(0) is equivalent to AB4∗.
When Γ∗ is the Steenrod algebra at some prime, one knows (e.g. from ex-
perience with the Adams spectral sequence) that ExtnΓ∗(M,N) is capable
of being nonzero for arbitrarily large n, but this does not rule out the pos-
sibility of a finite bound on the integers n such that colim

j→∞
ExtnΓ∗(Γ∗/Ij , N)

is nonzero for some N . In other words, it seems plausible that the category
of graded Γ-comodules satisfies axiom AB4∗-(n) for some n, and conse-
quently that there is a uniform horizontal vanishing line in the E2-term for
the Hovey-Sadofsky spectral sequence calculating the mod p homology of
infinite products of spectra.

The purpose of section 6 is to show that we are not, in fact, so lucky:
Corollary 6.3 shows that the category of comodules over the dual Steenrod
algebra, at any prime, cannot satisfy axiom AB4∗-(n) for any n at all. This
is a consequence of Theorem 6.1, which shows that, if Γ is a coalgebra over a
field satisfying some appropriate hypotheses (satisfied for the dual Steenrod
algebras), then the category of bounded-above graded Γ-comodules satisfies
AB4∗-(n) for some n if and only if it satisfies AB4∗. The key to apply-
ing Theorem 6.1 to the dual Steenrod algebra is a theorem of Margolis:
Margolis has proven that the Steenrod algebras (more generally, the “P-
algebras” in Margolis’ sense) have the properties assumed in the hypotheses
of Thoerem 6.1. We also provide appendix A, which is devoted to review
of Margolis’ basic theorems on graded modules over P-algebras.

(6) While Theorem 4.3 shows that Rn
∏Γ
i∈I Mi agrees with the distinguished lo-

cal cohomology group Hn
dist(

∏

i∈I ιMi), one would like to have a similar the-
orem for calculating more general derived limits, not just derived products,
in comodule categories. Section 7 addresses that problem, at least for se-
quential limits. Theorem 7.1 establishes that, when Γ is a finite-type coalge-
bra over a field such that the dual algebra Γ∗ is connected, the derived func-
tors of sequential limit R∗ limΓ

i Mi in the category of graded Γ-comodules
agree with the distinguished local cohomology groups H∗

dist(Γ)(limi ιMi) as

long as the sequence of graded Γ∗-modules · · · → ιM2 → ιM1 → ιM0 has
vanishing lim1, and as long as each comodule Mi is bounded-above. It
is an important and convenient point that this lim1-vanishing condition is
checked in the module category, not in the comodule category, so it is rela-
tively easy to check: one can simply verify that the Mittag-Leffler condition
holds, for example.

Consequently, we have Corollary 7.3: given a sequence · · · → M2 →
M1 → M0 of bounded-above graded comodules over the dual Steenrod al-
gebra at any prime, if the sequence of adjoint modules · · · → ιM2 → ιM1 →
ιM0 has vanishing lim1, then the derived limit R∗ limΓ

i Mi in the category
of comodules over the dual Steenrod algebra agrees with the graded local
cohomology colim

j→∞
Ext∗Γ∗ (Γ∗/Ij , limi ιMi) of the Steenrod algebra Γ∗.

(7) Appendix A reviews some results of Margolis, from [21], on module theory
over P-algebras such as the Steenrod algebras. Those results of Margolis
are used in several proofs in this paper, so it is useful to have an appendix
dedicated to their review. There are no new results in appendix A.
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To demonstrate how the theory developed in this paper works in practice, we
give two illustrative examples.

Example 1.1. Let k be a field, and let Γ be the graded k-coalgebra with k-linear

basis x0, x1, x2, . . . , with xi in degree −2i, and coproduct ∆(xi) =
∑i
j=0 xj ⊗ xi−j .

Of course the dual k-algebra Γ∗ is isomorphic to the polynomial algebra k[x] with
x in degree 2. As a consequence of Theorem 4.3, the nth right derived product

Rn
∏Γ
i Mi of a set {Mi : i ∈ I} of graded Γ-comodules is the local cohomology

group Hn
(x)(
∏

i∈I ιMi), where ιMi is Mi regarded as a k[x]-module via the adjoint

action.
For example, in the case that I = N and Mi is the 2ith suspension of the

graded Γ-subcomodule of Γ which is k-linearly spanned by x0, . . . , xi, we have
ι(Mi) ∼= k[x]/xi+1. While Hn

(x)(Mi) ∼= 0 for each n > 0 and each i, upon taking

the product of the graded Γ∗-modules k[x]/xi+1 for all i ∈ N, we find non-x-power-
torsion homogeneous elements like the degree 0 homogeneous element (1, 1, 1, . . . ).
Consequently the localization x−1

∏

i∈N
ιMi is nontrivial. Hence the first local

cohomology group

H1
(x)

(

∏

i∈I

ιMi

)

∼= coker

(

∏

i∈N

ιMi → x−1
∏

i∈N

ιMi

)

(5)

is nontrivial. As a consequence of Theorem 4.3, (5) is isomorphic to the underlying

graded Γ∗-module ιR1
∏Γ
i∈I Mi of the first right-derived product R1

∏Γ
i∈I Mi of the

product of the graded Γ-comodules Mi.
Since (x) is a principal ideal, the local cohomology groups Hn

(x)(M) vanish for

all M and all n > 1. Hence, as another consequence of Theorem 4.3, Rn
∏Γ
i∈I Ni

is trivial for all n > 1 and all sets {Ni} of graded Γ-comodules.

The above example is a bit facile, since local cohomology over a commutative
ring of Krull dimension 1, like k[x], is very simple. The next example is more
subtle, instead involving local cohomology of a ring of Krull dimension zero, so the
ungraded local cohomology is trivial, but the graded local cohomology can be (and
is) nonzero.

Example 1.2. Let k be a field, and let Γ∗ be any finite-type graded k-algebra
which is connected, i.e., trivial in negative degrees and isomorphic to k in degree
zero. As an illuminating example, we suggest

Γ∗ = k[y1, y2, y3, . . . ]/(y
p
1 , y

p
2 , y

p
3 , . . . ),

with k of characteristic p > 0, with each yi primitive, and with all yi in distinct
degrees (for example, when p = 2, this algebra is isomorphic to the subalgebra E of
the Steenrod algebra generated by the Milnor primitives); or for a slightly different
example, simply let Γ∗ be the Steenrod algebra. Since Γ is finite-type, we may write
Γ for the dual coalgebra (Γ∗)∗ without risk of confusion. Recall our convention that
we use cohomological gradings throughout, so that Γ is concentrated in degrees ≤ 0.

Now let Γ≥−i denote the graded Γ-subcomodule of Γ consisting of all elements
of degree ≥ −i. We continue to write ιΓ to denote Γ equipped with the adjoint
Γ∗-action. Then the graded Γ∗-module ιΓ is isomorphic to the linear dual Γ∗∗ of
Γ∗, hence is injective in the category of graded Γ∗-modules (e.g. see Proposition
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11.3.12 of [21]). Products of injectives remain injective, so the middle term in the
short exact sequence of graded Γ∗-modules

(6) 0 →
∏

i≥0

Σiι(Γ≥−i) →
∏

i≥0

ΣiιΓ →
∏

i≥0

Σiι(Γ/Γ≥−i) → 0

is injective. Applying the graded local cohomology functor H∗ to (6) then yields
an isomorphism for all negative integers n:

H1,n





∏

i≥0

ΣiιΓ≥−i




∼=
{

(γ0, γ1, γ2, . . . ) : γi ∈ Γn−i
}

/Torsn,(7)

where the notation is as follows:

• H1,n
(

∏

i≥0 Σ
iιΓ≥−i

)

denotes the degree n summand in the graded local

cohomology group H1
(

∏

i≥0 Σ
iιΓ≥−i

)

,

• and Torsn denotes the subgroup of
(

∏

i≥0 Σ
iιΓ
)n

=
{

(γ0, γ1, . . . ) : γi ∈ Γn−i
}

consisting of all those sequences (γ0, γ1, . . . ) such that there exists an in-
teger m such that every homogeneous element of Γ∗ of degree ≥ m acts
trivially on (γ0, γ1, . . . ).

As a consequence of the main theorems of this paper, we have

H1





∏

i≥0

ΣiιΓ≥−i




∼= ιR1

Γ
∏

i≥0

ΣiΓ≥−i.

Hence, by the argument used to establish (7), the first right-derived product R1
∏Γ

is nontrivial whenever there exists a sequence (γ0, γ1, . . . ) of homogeneous elements
of Γ, with monotone strictly decreasing degrees, and such that, for each integer m,
some element of Γ∗ of degree ≥ m acts nontrivially on some γi.

For example, if Γ is the dual Steenrod algebra, the sequence (ξ1, ξ2, ξ3, . . . ) rep-

resents a nonzero element in R1
∏Γ
i≥1 Σ

2(pi−1)−1Γ≥−2(pi−1)+1. The Γ-comodule

Γ≥−2(pi−1)+1 arises as the homology of an appropriate skeleton of the Eilenberg-
Mac Lane spectrum HFp, so this example demonstrates an explicit nontrivial ele-
ment on the 1-line of the E2-page of the Hovey-Sadofsky spectral sequence (2).

Remark 1.3. Many cases of the results of this paper can be interpreted as hav-
ing stack-theoretic content. Suppose we are given a commutative Hopf algebra
Γ over a commutative ring A. If Γ is smooth over A, then the category of Γ-
comodules is equivalent to the category of quasicoherent OBG-modules, where OBG

is the structure sheaf of the fppf site of the Artin stack BG of G-torsors. Here
G is the group scheme represented by Spec Γ. In light of this, the question “For

what n does the nth right derived functor Rn
∏Γ

: Comod(Γ)I → Comod(Γ)
vanish?” becomes the question “For what n does the nth right derived functor
Rn
∏

: QCMod(BG)I → QCMod(BG) vanish?” This latter question was in-
vestigated for Deligne-Mumford stacks in [16], so the present paper could be seen
as, in part, handling for certain Artin stacks the same problem that was investi-
gated for Deligne-Mumford stacks in [16]. But of course our motivations and main
applications in this paper are really topological, rather than algebro-geometric.
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Artin stacks are more general than Deligne-Mumford stacks, so the results in
this paper are not special cases of those in [16]. Indeed, the results and the meth-
ods obtained in this paper are entirely different from the results and the methods
involved in [16].

Remark 1.4. This paper examines the derived functors of products in categories
of comodules over a coalgebra, not a more general coalgebroid, for example a Hopf
algebroid. Given a suitable generalized homology theory E∗, see [17] for a ver-
sion of the Hovey-Sadofsky spectral sequence whose input is the derived functor of
product in the category of graded (E∗, E∗E)-comodules, where now (E∗, E∗E) is a
Hopf algebroid and not typically a Hopf algebra (or coalgebra). So there is good
topological motivation to try to prove Hopf algebroid analogues of the results in
the present paper. A similar remark is also true with sequential limits in place of
products throughout.

Conventions 1.5.

• Unless otherwise specified, our modules will be left modules, and our co-
modules will be right comodules.

• All gradings in this paper are Z-gradings whenever not otherwise stated.
• When speaking of a graded module M , if we say that M is injective, we

mean that M is injective in the category of graded modules. This is weaker
than saying that M is injective in the category of ungraded modules: see
for example Remarks 3.3.11 in section I.3 of [25].

• When we have a ring R and a left ideal I of R, we will write RI for the
ideal I regarded as a left R-module. Consequently R/RI denotes the left
R-module given by the cokernel of the inclusion RI →֒ R. While writ-
ing R/RI rather than R/I may seem annoying to some readers, it is a
common convention, e.g. as in [19], and this convention avoids some nota-
tional ambiguities: for example, when A is the Steenrod algebra, if we were
to write homA(A/(Sq

1, Sq2, . . . ),M), it could leave the reader uncertain
whether A/(Sq1, Sq2, . . . ) means A modulo the two-sided ideal generated
by {Sq1, Sq2, . . . }, or the much larger quotient module given by A modulo
only the left ideal generated {Sq1, Sq2, . . . }. It is convenient to have the
notation A/A(Sq1, Sq2, . . . ) reserved for the latter meaning.

• At many places in this paper, we give arguments involving annihilators
over noncommutative rings, such as Steenrod algebras. These arguments
require a bit of care, because some of the nice behavior of annihilators in
commutative algebra does not carry over to the noncommutative setting.
We will follow the notational conventions for annihilators from [19]: if R is
a ring and M is a (left) R-module, then ann(M) denotes the set {r ∈ R :
rm = 0 ∀m ∈ M}, which is a two-sided ideal in R. If S is a subset of M , we
write annℓ(S) for the subset {r ∈ R : rs = 0 ∀s ∈ S}, which is in general
only a left ideal of R. Of course this distinction is only necessary when R
is noncommutative.

In particular, if M is a cyclic left R-module, then M is isomorphic
to R/R annℓ(g), where g is a generator for M . We have an equality
R/R ann(M) = R/R annℓ(M), but R/R ann(M) and R/R annℓ(M) are not
necessarily isomorphic to R/R annℓ(g), hence not necessarily isomorphic to
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M . The discussion in section 2.4 of [19] is an excellent textbook treatment
of this issue.

• Given a graded ring R and gradedR-modules M and N , we write homR(M,N)
for the degree-preservingR-linear morphisms M → N , and we write homR(M,N)
for the graded abelian group whose degree n summand4 is homR(Σ

nM,N).
• Throughout, when we have a coalgebra over a commutative ring, we use the

standard notations from the theory of Hopf algebroids (from the influential
first appendix of [27], for example): we write A for the commutative ring,
and we write Γ for the coalgebra. We write Γ∗ for the A-linear dual algebra
of Γ. This includes our discussions of the Steenrod algebra as the motivating
example for the theory: we will write Γ for the dual Steenrod algebra, and
consequently Γ∗ for the Steenrod algebra itself.

When we have a finite-type graded coalgebra Γ, we always set up the
grading so that its dual algebra Γ∗ is connected5. Whenever possible, we
avoid direct manipulation of the grading on Γ itself, in order to completely
avoid any ambiguity or confusion about the effect of dualization on the
gradings.

One consequence is that ι(Γ) is concentrated in nonpositive degrees,
where ι is the covariant embedding of graded Γ-comodules into graded
Γ∗-modules. This fact becomes very useful, starting in Theorem 4.3.

• We write
∏

for a product of graded modules, and
∏Γ

for the product in
the category of graded Γ-comodules.

We are grateful to Gabe Angelini-Knoll and Bob Bruner for many conversations
about derived limits in comodules and the Sadofsky spectral sequence, and an
anonymous referee for helpful comments.

2. Local cohomology functors associated to sets of ideals.

This section consists of elementary notions about generalized local cohomology
functors associated to sets of ideals in some (not necessarily commutative) ring. We
do not claim originality for the ideas in this section, but we do not know anywhere
where this sequence of ideas already appears in the literature.

We first define the preorder of ideal sets of a graded ring.

Definition 2.1. Let R be a graded ring.

• By an ideal set in R we mean a set S of homogeneous proper left ideals of
R.

• If S, S′ are ideal sets in R, we write S ≤ S′ if, for every element I of
S, there exists some element J ∈ S′ such that I ⊇ J . (Intuitively, this
says that S ≤ S′ iff S′ is “finer” than S.) The relation ≤ on ideal sets is
transitive and reflexive, hence the collection of ideal sets in R is a preorder.
We write idealsets(R) for this preorder.

• We say that ideal sets S and S′ are equivalent if S ≤ S′ and S′ ≤ S.

4Some references, e.g. [9], use the opposite grading on hom
R

—hence the need to give our
grading conventions explicitly. The argument for our choice of gradings is that it is the unique
one so that homR(L, hom

R
(M,N)) ∼= homR(L⊗R M,N).

5“Connected” is a standard term, but to avoid any possible misunderstanding, we include its
definition here: to say that the finite-type algebra Γ∗ is connected is to say that, for each n,
the degree n summand of Γ∗ (equivalently, Γ) is a finite dimensional A-vector space, that Γ∗ is
one-dimensional in degree 0, and that Γ∗ is trivial in negative degrees.
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Definition 2.2 (Properties of ideal sets). We continue to let R be a graded ring.

• We will say that an ideal set S in R is connected if S is connected as a
partially ordered set under inclusion, i.e., if I, J ∈ S, then there exists a
finite sequence I = I0, J0, I1, J1, . . . , In−1, Jn−1, In, Jn = J of elements of
S such that Ih ⊆ Jh and Ih+1 ⊆ Jh for all h.

• We will say that an ideal set S in R is filtered if, for each I, J ∈ S, there
exists an element of S contained in both I and J .

A non-filtered ideal set at least has a canonically-associated filtered ideal set, its
filtered closure:

Definition 2.3. Given an ideal set S in R, let S denote the set of all intersections6

of finite sets of members of S. We call S the filtered closure of S.

The filtered closure of S is a filtered ideal set in R, and S ≤ S. Furthermore, S
is minimal (up to equivalence) with that property. That is, if T is any filtered ideal
set in R such that S ≤ T , then S ≤ T .

Definition 2.4 (Local cohomology theories associated to an ideal set). Given an
ideal set S, we have two associated degree zero local cohomology functors.

(1) First, we have the functor

h0
S : grMod(R) → grAb

h0
S(M) = colim

I∈S
homR(R/RI,M).

In particular, if S is filtered, then h0
S(M) is the graded subgroup of M gen-

erated by all homogeneous elements which are I-torsion for some element
I of S.

We write hnS for the nth right derived functor Rnh0
S of h0

S.
(2) Meanwhile, if S is filtered, we also have the functor

H0
S : grMod(R) → grMod(R)

given by letting H0
S(M) be the graded left R-submodule of M generated by

the subgroup h0
S(M) of M . We write Hn

S for the nth right derived functor
RnH0

S of H0
S.

Note that, if S ≤ S′ and M is a graded R-module, then every homogeneous
element of M which is I-torsion for some I ∈ S is also J-torsion for some J ∈
S′. If S′ is also assumed to be filtered, then we have a well-defined map from
homR(R/RI,M) to colim

J∈S′
homR(R/RJ,M). Consequently, if S ≤ S′ and S′ is

filtered, we get a canonical natural transformation h0
S → h0

S′ .
We now offer a sequence of examples, non-examples, and observations to illus-

trate the various notions defined in Definition 2.1.

Remark 2.5 (Why connectedness matters). If an ideal set S is not connected, we
can still make the definition h0

S(M) := colim
I∈S

homR(R/RI,M), but the resulting

abelian group h0
S(M) can fail to be a subgroup of M . For example, let k be a field,

and let R = k[x, y]. Let S be the ideal set {(x), (y)}. Then h0
S(M) is the direct

6To be clear: an element of S is a homogeneous left ideal in R which is the intersection of
finitely many homogeneous left ideals which are members of S.
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sum of the x-torsion subgroup of M and the y-torsion subgroup of M . This is a
subgroup of M ⊕M , but it is not a subgroup of M itself in any natural way.

The filtered closure S of S is {(x), (y), (xy)}, so h0
S
(M) is the (xy)-torsion sub-

group of M , i.e., the set of elements m ∈ M such that xym = 0. This is a subgroup
of M , not merely a subgroup of M⊕M . What we saw in this example is one case of
a general phenomenon: a filtered partially-ordered set is automatically connected,
so h0

S
(M) is a subgroup of M for any ideal set S.

This is also an example of an ideal set S such that h0
S is not isomorphic to h0

S
.

In general, there is no reason to expect h0
S to coincide with h0

S

Remark 2.6 (When h0
S and H0

S differ). Suppose S is filtered. If R is commutative,
then homR(R/RI,M) is in fact an R-submodule of M , and not only a subgroup.
Put another way, when R is commutative, the I-torsion in a given R-module is a
submodule and not merely a subgroup. Consequently the natural transformation
h0
S → H0

S is an isomorphism for all filtered ideal sets S, when R is commutative.
On the other hand, when R is noncommutative, h0

S may differ from H0
S . Here

is an explicit example where h0
S(M) fails to be an R-submodule of M , and con-

sequently h0
S(M) fails to agree with H0

S(M). Let R be the subalgebra A(1) of

the mod 2 Steenrod algebra generated by Sq1 and Sq2. Let S be the left ideal in
A(1) generated by Sq1. Then h0

S(M) is simply the graded subgroup of M con-

sisting of the elements of M annihilated by Sq1. In the case M = A(1), we have
Sq1 ∈ h0

S(A(1)), since Sq1 Sq1 = 0 in A(1). However, Sq2 Sq1 /∈ h0
S(A(1)), since

Sq1 Sq2 Sq1 6= 0 in A(1). So h0
S(A(1)) is not closed under left A(1)-multiplication

in A(1), i.e., h0
S(A(1)) is not a left A(1)-submodule of A(1). Hence h0

S(A(1)) fails

to coincide with H0
S(A(1)): the latter contains Sq2 Sq1, while the former does not.

Remark 2.7 (Why equivalence matters). If filtered ideal sets S, S′ in R satisfy
S ≤ S′, then the natural monomorphism h0

S(M) →֒ M factors uniquely through
the natural monomorphism h0

S′(M) →֒ M . Consequently we get natural transfor-
mations hnS → hnS′ and Hn

S → Hn
S′ for each n.

If the filtered ideal sets S and S′ are equivalent, then we have h0
S(M) = h0

S′(M)
as subgroups of M , so we get natural isomorphisms hnS

∼= hnS′ and Hn
S
∼= Hn

S′ for
all n as well.

Remark 2.8 (Left exactness of h0
S and H0

S). We have much better tools for un-
derstanding and calculating the right derived functors h∗

S of h0
S when we know that

h0
S is left exact. If the ideal set S is filtered, then colimits over S are exact, so

h0
S(−) = colim

I∈S
homR(R/RI,−) is indeed left exact.

It is much less obvious that H0
S is left exact. This is a topic we take up later,

using tools from torsion theory, in Corollary 3.15.

We now give important examples of ideal sets.

Example 2.9 (The ideal set of powers of an ideal). The famous case of H0
S(M)

is the case where R is commutative and concentrated in degree zero, I is an ideal
of R, and S is the set S = {I, I2, I3, . . . } of powers of I. In that case, H0

S(M) is
simply the classical local cohomology H0

I (M) of M at the ideal I, in the sense of
[15] and [8], among many other references.

The reason for introducing h0
S and H0

S in Definition 2.1 is that, when generalizing
local cohomology from the classical setting to a setting where R is not necessarily
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commutative, h0
S and H0

S can differ. This may lead to confusion: if, for example, R
is noncommutative and S is the set {I, I2, I3, . . . } of powers of some left ideal I of
R, then h0

S(M) = colim
n→∞

homR(R/RIn,M) is generally only a subgroup of M , not

necessarily an R-submodule of M , so some familiar arguments from classical local
cohomology no longer work. For example, it no longer even makes sense to ask
whether h0

S : grMod(R) → grAb is idempotent. On the other hand, it does make
sense to ask whether H0

S : grMod(R) → grMod(R) is idempotent. The functor H0
S

has some very desirable properties (see Theorem 3.7, for example), but the derived
functors Hn

S (unlike hnS) are not generally isomorphic to colimits of Ext-groups, so
it can be much less clear how to actually calculate them.

Example 2.10 (The trivial ideal set). The following example is trivial, but helps
to build intuition for the preorder idealsets(R). The preorder idealsets(R) has a
maximal element, which can be taken to be the ideal set {(0)} consisting of simply
the zero ideal of R. This ideal set is equivalent to any other ideal set in R containing
the zero ideal, for example the ideal set consisting of all proper homogeneous left
ideals of R. For all graded R-modules M , we have h0

{(0)}(M) = M = H0
{(0)}(M),

so hn{(0)}(M) = 0 = Hn
{(0)}(M) for all n > 0.

The point is that the maximal element in idealsets(R) is the element whose asso-
ciated local cohomology theory has h0(M) consisting of all of M . The partial order
≤ on idealsets(R) has the property that smaller filtered elements S of idealsets(R)
make h0

S(M) a smaller subgroup of M .

Example 2.11 (The ideal set of distinguished ideals of a module). Let R be a
graded ring, and let Θ be a graded left R-module. Let homog(Θ) be the set of
homogeneous elements of Θ, and for each m ∈ homog(Θ), let annℓ(m) be the left
annihilator of m. Let dist(Θ) be the ideal set {annℓ(m) : 0 6= m ∈ homog(Θ)} of
R. We refer to the members of dist(Θ) as the strongly Θ-distinguished ideals of R,

and we refer to the members of the filtered closure dist(Θ) as the Θ-distinguished
ideals of R.

Example 2.12 (The ideal set grad of a graded ring). Let R be an N-graded ring,
and let grad be the ideal set {I1, I2, I3, . . . } in R, where In is the left ideal (equiva-
lently, two-sided ideal) in R generated by all homogeneous elements of degree ≥ n.
Note that grad is filtered. The ideal set grad will play a pivotal role in the proof of
the most important result in this paper, Theorem 5.9.

3. Comodules as a pretorsion class in modules.

This section covers preliminary notions on the covariant embedding of Γ-comodules
into Γ∗-modules, as well as preliminary notions on (pre)torsion theories.

3.1. Review of the embedding of the category of Γ-comodules into the
category of Γ∗-modules. Let A be a commutative ring, and let Γ be a graded
A-coalgebra which is flat as an A-module. Let Γ∗ denote the A-linear dual graded
algebra homA(Γ, A) of Γ. We have a well-known functor

(8) ι : grComod(Γ) → grMod(Γ∗)
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given by sending a graded Γ-comodule M to the graded A-module M , equipped
with the “adjoint” Γ∗-action. The adjoint left Γ∗-action7 is the action Γ∗⊗AM → M
given by sending f ⊗m to the image of m under the composite map

M
ψM
−→ M ⊗A Γ

M⊗f
−→ M ⊗A A

∼=
−→ M.

The graded Γ∗-modules in the essential image of the functor ι are called rational
modules in the literature, e.g. in the textbook [10]. The use of the term “rational”
here is well-established, so we use that term in this paper8.

The following theorem summarizes some established properties of the functor
(8); see 4.1, 4.3, 4.7, 7.1, and 20.1 of [10] for a comprehensive treatment.

Theorem 3.1. The following claims are each true:

(1) The functor ι is faithful and its image lies in the full subcategory of grMod(Γ∗)
consisting of all graded Γ∗-modules M such that M is a graded submodule
of a graded quotient module of a coproduct of copies of suspensions of ιΓ.
This full subcategory of grMod(Γ∗) is denoted σ[Γ∗Γ].

(2) The resulting functor grComod(Γ) → σ[Γ∗Γ] is full if and only if Γ is
locally projective as an A-module. Consequently, when Γ is projective as
an A-module, we may regard grComod(Γ) as (via the functor ι) a full
subcategory of grMod(Γ∗).

(3) If Γ is projective as an A-module, then the functor ι is full, faithful, and
admits a right adjoint tr : grMod(Γ∗) → grComod(Γ), called the “rational
functor” or the “trace functor,” and which is given on a graded Γ∗-module
M by letting tr(M) be the graded Γ∗-submodule M generated by the ho-
mogeneous elements m such that m is in the image of a graded Γ∗-module
homomorphism from a rational graded Γ∗-module to M .

(4) The functor ι : grComod(Γ) → grMod(Γ∗) is an equivalence of categories
if and only if Γ is finitely generated and projective as an A-module.

(5) In particular, suppose that Γ is projective as an A-module. Then the ra-
tional graded Γ∗-modules form a full abelian subcategory of the graded Γ∗-
modules, closed under kernels, cokernels, and coproducts. Furthermore, the
following are equivalent:

• Every graded Γ∗-module is rational.
• Γ is finitely generated as an A-module.

In Proposition 3.2, we offer a proof of part of Theorem 3.1, in order to make it
clear (as explained in Remark 3.4) that the proof generalizes from rational modules
to Θ-rational modules.

Proposition 3.2. Suppose that Γ∗ is projective as an A-module. Then the following
claims are each true:

7To avoid possible confusion, we remark that when Γ is not only a coalgebra but a finite-type
Hopf algebra, then Γ ∼= Γ∗∗ is also a graded Γ∗-module via the contragredient action, which differs
from the adjoint action by an application of the antipode of Γ∗.

8There is some risk of confusion here: topologists, like the author of this paper, are used to the
term “rational” being reserved for abelian groups which are vector spaces over Q, or spectra which
are modules over HQ, or other small variations on this theme. That use of the term “rational” is

simply unlike the use of the term “rational” in the coalgebra literature and in this paper. Rational
(in the sense of coalgebra) modules over the Steenrod algebra are one of the main objects of study
in this paper, but they do not arise as the homology or cohomology of rational (in the sense of
topology) spaces or spectra, except in trivial cases.
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(1) Every coproduct of rational graded Γ∗-modules is rational.
(2) Every graded submodule of a rational graded Γ∗-module is rational.
(3) Every graded quotient of a rational graded Γ∗-module is rational.

Proof.

(1) and (2) It follows immediately from the definition of σ[Γ∗Γ] that it is closed under
coproducts and graded submodules. By the first part of Theorem 3.1,
σ[Γ∗Γ] agrees with the category of rational graded Γ∗-modules.

(3) Suppose that Q is a graded quotient of a rational graded Γ∗-module M .
Since M is rational, it embeds into a quotient module F ′ of a coproduct F
of suspensions of copies of ιΓ. We have the diagram of graded Γ∗-modules

(9) M

����⑦⑦
⑦⑦
⑦⑦
⑦⑦

� p

  ❆
❆❆

❆❆
❆❆

❆ F

����⑦⑦
⑦⑦
⑦⑦
⑦⑦

Q F ′

and, taking the pushout of the subdiagram of (9) containing M and Q and
F ′, we get a graded Γ∗-module into which Q embeds, and which is also
a quotient of F , since epimorphisms and monomorphisms are each stable
under pushouts in a category of modules over a ring. Hence Q is in σ[Γ∗Γ],
hence Q is rational.

�

Definition 3.3. Let R be a graded ring, and let Θ be a graded left R-module. We
will call a graded left R-module M Θ-rational if M is a graded submodule of a
graded quotient module of a coproduct of copies of suspensions of Θ.

Remark 3.4. Note that Proposition 3.2 remains true, with the same proof, if we
replace “rational” with “Θ-rational” throughout.

3.2. Distinguished ideals and distinguished torsion. Suppose that Γ is pro-
jective over A. Then, as a consequence of Theorem 3.1, the graded Γ-comodules
form a particularly nice subcategory of the graded Γ∗-modules. Here “nice” means,
in particular, full and coreflective and abelian. It is not obvious, at a glance, how
to tell if a given graded Γ∗-module actually lives in that nice subcategory. Conse-
quently, one would like to have a purely module-theoretic characterization of that
subcategory: that is, given a graded Γ∗-module M , we would like to be able to
determine whether M is rational by means of some criterion which refers only to
the Γ∗-action on M . One of our tasks (completed in Theorem 4.3) in this sec-
tion is to show that there is indeed such a criterion: it is the property of being
distinguished-torsion, which we now define.

Proposition 3.5. Let R be a graded ring, and let Θ be a graded left R-module. Let
I be a homogeneous left ideal of R. Then the following conditions are equivalent:

• There exists an exact sequence of graded left R-modules

0 → I
f

−→ R → ΣnΘ

for some integer n, where f is the canonical inclusion of I into R.
• Θ contains a graded R-submodule which is isomorphic to a suspension of
R/RI.
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• I is a member of the ideal set distΘ defined in Example 2.11.

Proof. Elementary. �

Definition 3.6. Let R,Θ be as in Proposition 3.5.

• As in Example 2.11, we call a left ideal I of R strongly Θ-distinguished if
it is homogeneous and satisfies the equivalent conditions of Proposition 3.5.
Similarly, we call a homogeneous left ideal I Θ-distinguished if it contains
the intersection of a finite set of strongly Θ-distinguished left ideals.

• Let distΘ be the ideal set of Θ-distinguished left ideals of R. As in Defini-
tion 2.1, we write distΘ for the filtered closure of distΘ. We say that a left
R-module M is Θ-distinguished-torsion if the inclusion H0

distΘ
(M) →֒ M

is an isomorphism.
• The most important case of these notions is when R = Γ∗, the dual A-

algebra of an A-coalgebra Γ which is projective as an A-module, and Θ =
ιΓ. In that case we write distinguished ideal, distinguished torsion, h0

dist,
and H0

dist as shorthand for ιΓ-distinguished ideal, ιΓ-distinguished torsion,
h0
dist(ιΓ)

, and H0
dist(ιΓ)

, respectively.

Theorem 3.7. Let R be a graded ring and let Θ be a graded left R-module. Let M
be a graded left R-module. Then the following are equivalent:

(1) M is Θ-rational.
(2) For every homogeneous m ∈ M , the annihilator of m is a Θ-distinguished

left ideal of R.
(3) M is Θ-distinguished torsion.

Proof. It is easy to see from the definition of distinguished torsion that conditions
2 and 3 are equivalent, so the rest of this proof consists of showing that conditions
1 and 2 are equivalent.

• Suppose that M is Θ-rational, and that m is a homogenous element of
M . Embed M into a quotient Q of a coproduct of copies of Θ via a
map f : M → Q. Since f is injective, we have annℓ(f(m)) = annℓ(m).
Now choose a surjective left R-module map σ : F → Q where F is a
coproduct of copies of Θ, and choose a homogeneous element m′ in F such
that σ(m′) = f(m). Since coproducts in categories of modules are direct
sums, the element m′ ∈ F has only finitely many nonzero components
in summands Θ of F . Write m′

1, . . . ,m
′
n for these homogeneous nonzero

elements of Θ. We now have the chain of equalities and containments

n
⋂

i=1

annℓ(m
′
i) = annℓ(m

′)

⊆ annℓ(σ(m
′))

= annℓ(f(m))

= annℓ(m),

so annℓ(m) contains the intersection
⋂n
i=1 annℓ(m

′
i) of the left annihila-

tors of a finite set of homogeneous elements of Θ, i.e., annℓ(m) is a Θ-
distinguished left ideal of R.
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• Suppose conversely that the annihilator of every homogeneous element of
M is a Θ-distinguished left ideal of R. Let homog(M) denote the set of
homogeneous elements of M , and consider the graded R-module morphism

ǫM :
∐

m∈homog(M)

Σ|m|R/R annℓ(m) → M

which sends the summand Σ|m|R/R annℓ(m) corresponding to m ∈ homog(M)
to M via the map Σ|m|R/R annℓ(m) → M sending 1 to m. For each m ∈
homog(M), choose a finite set γm,1, . . . , γm,nm

of homogeneous elements of
Θ such that annℓ(m) contains ∩nm

i=1 annℓ(γm,i). Then R/R (∩nm

i=1 annℓ(γm,i))
surjects on to R/R annℓ(m). We also have the graded R-module monomor-
phism

(10) R/R (∩nm

i=1 annℓ(γm,i)) →

nm
∐

i=1

R/R annℓ(γm,i)

which sends any given element x ∈ R/R (∩nm

i=1 annℓ(γm,i)) to the element

(x mod annℓ(γm,1), x mod annℓ(γm,2), . . . , x mod annℓ(γm,nm
))

of
∐nm

i=1 R/R annℓ(γm,i). Since each annℓ(γm,i) is strongly Θ-distinguished,
each R/R annℓ(γm,i) is Θ-rational. Since (10) is monic, Remark 3.4 gives
us that R/R (∩nm

i=1 annℓ(γm,i)) is also Θ-rational. Since R/R annℓ(m) is a
quotient of R/R (∩nm

i=1 annℓ(γm,i)), Remark 3.4 gives us the Θ-rationality

of R/R annℓ(m), and it also gives us that
∐

m∈homog(M) Σ
|m|R/R annℓ(m)

is Θ-rational. Finally, one more application of Remark 3.4 gives us that M
is Θ-rational, since ǫM is surjective.

�

Corollary 3.8. Let Γ be a coalgebra which is projective over a commutative ring
A, and let M be a graded left Γ∗-module. Then M is rational if and only if M is
distinguished-torsion.

Remark 3.9. Corollary 3.8 establishes the fundamental importance of H∗
dist: the

category of graded Γ-comodules, sitting inside the category of graded Γ∗-modules,
consists precisely of those Γ∗-modules M such that H0

dist(M) → M is an isomor-
phism. On the other hand, it is h∗

dist, not H∗
dist, which is defined in terms of a

colimit of Ext groups. It is not clear how to calculate H∗
dist except in cases where it

coincides with h∗
dist. Consequently it is a matter of some importance to know, for a

given coalgebra Γ, whether h∗
dist coincides with H∗

dist. We have h∗
dist = H∗

dist for all
co-commutative coalgebras Γ, by the same argument as given in Remark 2.6. But
the motivating example for this paper is case where Γ is the mod p dual Steenrod
algebra, which is not co-commutative for any prime p!

By a significantly less trivial argument, we prove in Theorem 5.9 that a cer-
tain family of graded coalgebras, the finite-type Mitchell coalgebras, also have the
property that h∗

dist = H∗
dist. The dual Steenrod algebras are finite-type Mitchell

coalgebras, so we get h∗
dist = H∗

dist in the case of the dual Steenrod algebras.

3.3. Review of (pre)torsion theories, (pre)torsion classes, and stability.
For any graded ring R and any graded left R-module Θ, it is easy to use standard
ideas to see that the functor h0

distΘ
: grMod(R) → grAb is left exact: since distΘ
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is filtered, h0
distΘ

= colim
I∈distΘ

homR(R/RI,−) is a composite of left-exact functors,

namely homR(R/RI,−) and colim
I∈distΘ

. We hope we do not try the reader’s patience

by pointing out again that it is much less obvious that H0
distΘ

is left exact: recall

that H0
distΘ

(M) is the R-submodule of M generated by the subgroup h0
distΘ

(M) of
M . This is not a very commonplace way to construct a functor, and so it is not
immediately obvious what kinds of ideas might allow us to see that H0

distΘ
is left

exact.
It turns out that the relevant ideas are those from torsion theory: it is a standard

result (given below in Theorem 3.12) that the preradical associated to a hereditary
pretorsion class is left exact, and in Proposition 3.14 we prove that the Θ-rational
modules are a hereditary pretorsion class, whose associated preradical—namely,
H0

distΘ
—is consequently left exact.

In this subsection, we give a “crash course” in the basic ideas from torsion theory
that are used in our proof that H0

distΘ
is left exact. Introductory accounts of

torsion theories include sections 1.12 and 1.13 of [6], the entirety of [12], [34],
chapter VI of [33], and the original paper that introduced torsion theories, [11].
The second of those references restricts attention to the abelian category of left
R-modules for a ring R, while the third deals more generally with Grothendieck
categories, including graded R-modules, which is the desired level of generality for
the applications in this paper. The fifth reference, [11], assumes that the ambient
abelian category is well-generated (i.e., each object has a set, rather than a proper
class, of subobjects), which is also satisfied in all applications in this paper. All
five are excellent references.

Here are the relevant basics.

Definition 3.10. Let C be a complete, co-complete abelian category.

• A preradical on C is a functor r : C → C equipped with a natural transfor-
mation η : r → idC such that ηX : rX → X is a monomorphism for all
objects X of C.

• A preradical r is called a radical if r(X/rX) vanishes for all objects X of
C.

• A pretorsion class in C is a class of objects of C which is closed under
coproducts and quotients.

Definition-Proposition 3.11. We continue to assume that the abelian category
C is complete and co-complete.

• Suppose C is well-powered9. A torsion theory on C is a pair (T ,F) of full
replete10 subcategories of C such that:
(1) if X ∈ ob T and Z ∈ ob F , then homC(X,Z) = 0, and
(2) if Y ∈ ob C, then there exists a short exact sequence

0 → X → Y → Z → 0

in C such that X ∈ ob T and Z ∈ ob F .

9A category is well-powered if, for each object X, the class of subobjects of X (i.e., equivalence
classes of monomorphisms to X) forms a set.

10A subcategory is said to be replete if it is contains every object isomorphic to one of its own
objects.
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• A class T of objects of C is called a torsion class if there exists a class F
of objects of C such that (T ,F) is a torsion theory on C. Equivalently (see
Theorem 2.3 of [11]), a torsion class in C is a class of objects of C closed
under images, coproducts, and extensions.

• A torsion theory (T ,F) is called hereditary if every subobject of every object
in T is also in T . A pretorsion class is called hereditary if it is closed under
subobjects. Consequently, a torsion class is hereditary if and only if it is
the torsion class of a hereditary torsion theory.

The following useful result combines Propositions 1.4, 1.7, 2.3, and 3.1 and
Corollary 1.8 in chapter VI of [33]:

Theorem 3.12. Let C be a complete, co-complete abelian category. Given a pre-
radical r on C, let Tr denote the collection of all objects X of C such that ηX is an
isomorphism.

• If r is idempotent, then r and Tr determine one another, and consequently
there is a one-to-one correspondence between idempotent preradicals on C
and pretorsion classes in C.

• The following are equivalent:
– r is left exact.
– r is idempotent and Tr is hereditary.

Consequently there is a one-to-one correspondence between left exact idem-
potent preradicals11 on C and hereditary pretorsion classes in C.

• Furthermore, r is an idempotent radical if and only if Tr is a torsion class.
Consequently we get a one-to-one correspondence between idempotent rad-
icals on C and torsion theories on C.

• Combining the above results, r is a left exact radical if and only if Tr is a
hereditary torsion class. Consequently we get a one-to-one correspondence
between left exact radicals12 on C and hereditary torsion theories on C.

3.4. The hereditary pretorsion class associated to a module Θ.

Definition 3.13. Let R be a graded ring, and let S be a connected ideal set in R.

• A graded left R-module M is S-torsion if the natural map h0
S(M) →֒ M is

an isomorphism. That is, M is S-torsion if and only if every homogeneous
element of M is I-torsion for some member I of S.

• A graded left R-module M is S-rational if the natural map H0
S(M) →֒ M is

an isomorphism. That is, M is S-rational if and only if every homogeneous
element of M is a homogeneous R-linear combination of homogeneous ele-
ments of M , each of which is I-torsion for some I ∈ S.

Of course every S-torsion module is S-rational, and the converse is true when R
is commutative. When R is non-commutative, there can exist S-rational modules
which fail to be S-torsion: an example is given in Examples 3.18.

Proposition 3.14. Let R be a graded ring, and let S be a connected ideal set in
R. Then the following claims are true:

11Equivalently, left exact idempotent preradicals, since the left exact preradicals are all
idempotent.

12Equivalently, left exact idempotent radicals.
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(1) The S-torsion modules in grMod(R) are a hereditary pretorsion class. If
h1
S(M) vanishes on all S-torsion graded R-modules M , then the S-torsion

modules in grMod(R) are a hereditary torsion class.
(2) The S-rational modules in grMod(R) are a pretorsion class.
(3) If we furthermore have that S = distΘ for some graded left R-module Θ,

then the S-rational modules in grMod(R) are a hereditary pretorsion class.

Proof. First, from Definition 3.6, we know that H0
S is a preradical13 on grMod(R).

(1) By Theorem 3.12, to know that the Θ-torsion modules form a hereditary
pretorsion class, we need to show that the S-torsion modules are closed
under coproducts, quotients, and submodules. We begin with coproducts.
Given a graded left R-module M , let ηM : h0

S(M) → M denote the natural
monomorphism. Then, given a set {Mj : j ∈ J} of S-torsion modules in
grMod(R), we have natural maps fitting into a commutative diagram

(11) colim
I∈S

homR

(

R/RI,
∐

j

Mj

)

η∐

j
Mj

// ∐

j

Mj

colim
i∈S

∐

j

homR(R/RI,Mj)

OO

∐

j

colim
I∈S

homR(R/RI,Mj).∼=
oo

∼=

∐

j

ηMj

OO

Since
∐

j

ηMj
is an isomorphism and hence epic, the last map in the compos-

ite depicted in diagram 11 must also be epic. That map is η∐
j

Mj
, which is

also monic since S is connected. Hence η∐
j

Mj
is an isomorphism, i.e.,

∐

j

Mj

is S-torsion.
We also need to show that the S-torsion modules are closed under quo-

tients. This is a consequence of an easy diagram chase along the lines of
the argument just given for closure under coproducts. Consequently the
S-torsion modules form a pretorsion class. A similar diagram chase suffices
to prove that, if h1

S(M) vanishes for all S-torsion M , then the S-torsion
modules are closed under extensions in grMod(R), and consequently form
a torsion class.

Finally, we also need to show that the S-torsion modules are closed under
submodules. This follows easily from the understanding of the S-torsion
modules as those graded R-modules in which every homogeneous element
is I-torsion for some I ∈ S.

(2) We need to show that the S-rational modules are closed under coproducts.
Given a set {Mj : j ∈ J} of S-rational modules in grMod(R), any given ho-
mogeneous element m of the coproduct

∐

j∈J Mj is a homogeneous R-linear
combination of elements which are each concentrated in a single summand
Mj of

∐

j∈J Mj. Each of those elements, in turn, is a homogeneous R-linear
combination of homogeneous elements which are I-torsion for various ideals

13Note that, since h0
S

does not take values in grMod(R) but only in grAb, h0
S

is not a

preradical.
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I of S. Consequently m is a homogeneous R-linear combination of homoge-
neous elements which are I-torsion for various ideals I of S. Consequently
∐

j∈J Mj is S-rational.
Showing that the S-rational graded R-modules are closed under quo-

tients is a simple matter of a diagram chase. Consequently the S-rational
modules form a pretorsion class in graded R-modules.

(3) Given a graded left R-module Θ, it is a consequence of Theorem 3.7 that
the distΘ-rationality—that is, Θ-rationality—of a graded R-module M is
inherited by all graded submodules of M .

�

Corollary 3.15. Let R be a graded ring, and let Θ be a graded R-module. Then
H0

distΘ
: grMod(R) → grMod(R) is left exact.

Proof. Immediate consequence of Theorem 3.12 and the third part of Proposition
3.14. �

Corollary 3.16. Let A be a commutative ring, let Γ be an A-coalgebra projective
over A, and let R = Γ∗ be the A-linear dual algebra of Γ. Then H0

dist : grMod(R) →
grMod(R) is naturally isomorphic to the composite ι ◦ tr of the rational functor
tr : grMod(Γ∗) → grComod(Γ) with the inclusion ι : grComod(Γ) → grMod(Γ∗)
of the comodules into the modules.

Here are some examples to demonstrate the importance of the hypotheses in-
volved in Proposition 3.14.

Example 3.17. There exist rings R and filtered (hence connected) ideal sets S in
R such that the pretorsion class of S-torsion modules fails to be a torsion class,
and also such that the pretorsion class of S-rational modules fails to be a torsion
class. Here is a simple example of both: let R = Z/4Z, and let S be {(2)}. Then
h0
S(M) = H0

S(M) is the 2-torsion submodule of a Z/4Z-module M . We have the
short exact sequence of Z/4Z-modules

0 → Z/2Z → Z/4Z → Z/2Z → 0

in which the left- and right-hand nonzero modules are S-torsion and also S-rational,
but the middle module, Z/4Z, is neither S-torsion nor S-rational.

Example 3.18. When the connected ideal set S is not equivalent to distΘ for
some graded left R-module Θ, it is not necessarily the case that the pretorsion
class consisting of the S-rational modules is hereditary. Here is an example: let the
ring R be the subalgebra A(1) of the 2-primary Steenrod algebra generated by Sq1

and Sq2. Let S be {A(1) Sq1}, that is, S has just one member, and that member
is the left ideal of A(1) generated by Sq1.

Let M be the graded left A(1)-submodule of A(1) generated by the element Sq1.
For clarity, write x for this generator, so that M is a four-dimensional F2-vector
space with homogeneous F2-linear basis

{x, Sq2 x, Sq1 Sq2 x, Sq2 Sq1 Sq2 x}.

The action of the ideal A(1) Sq1 on the generator x ∈ M is trivial, since Sq1 x = 0.
However, the action of A(1) Sq1 on M is not trivial: the element Sq1 ∈ A(1) Sq1

acts nontrivially on Sq2 x.
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The upshot is that H0
S(M) = M , but h0

S(M) is strictly smaller than M . In

particular, h0
S(M) is the F2-linear span of x, Sq1 Sq2 x, and Sq2 Sq1 Sq2 x. Hence

M is S-rational but not S-torsion.
Furthermore, let M ′ be the A(1)-submodule of M generated by Sq2 x. Since

h0
S(M

′) is F2-linearly spanned by Sq1 Sq2 x and Sq2 Sq1 Sq2 x, we have that h0
S(M

′) =
H0
S(M

′) 6= M ′, so M ′ is neither S-rational nor S-torsion, despite being a submod-
ule of a S-rational module. Hence the pretorsion class of S-rational A(1)-modules
is not hereditary.

4. Distinguished local cohomology of products.

4.1. Derived products of comodules are given by distinguished local co-
homology.

Lemma 4.1. Let A be a field, and let Γ be a finite-type graded A-module concen-
trated in nonpositive degrees. Let S be a set, and let {Ms : s ∈ S} be a uniformly
bounded-above set of graded A-modules. Then the natural map of graded A-modules

Γ⊗A
∏

s∈S

Ms →
∏

s∈S

Γ⊗A Ms

is an isomorphism.

Proof. Elementary; see for example Lemma 2.4 in [32]. (There the result is stated
and proven for nonnegative gradings, rather than nonpositive gradings, but the
nonpositively-graded case is proven in exactly the same manner.) �

Lemma 4.2. Let A be a field, and let Γ be a finite-type graded A-coalgebra con-
centrated in nonpositive degrees. Let S be a set, and let d : S → Z be a function
whose set of values {d(s) : s ∈ S} is bounded above. Then the graded Γ-comodule
∏Γ
s∈S Σ

d(s)Γ is the Cartesian product
∏

s∈S Σ
d(s)Γ.

Put more precisely: if we write G for the forgetful functor grComod(Γ) →
grMod(A), then under the stated hypotheses, the natural map of graded A-modules

G

Γ
∏

s∈S

Σd(s)Γ →
∏

s∈S

Σd(s)GΓ

is an isomorphism.

Proof. The underlying gradedA-module G
∏Γ
s∈S Σ

d(s)Γ of
∏Γ
s∈S Σ

d(s)Γ is the graded
A-module pullback

(12) G
∏Γ
s∈S Σ

d(s)Γ //

��

Γ⊗A
∏

s∈S Σ
d(s)Γ

��
∏

s∈S Σ
d(s)Γ ∏

s∈S
Σd(s)∆

// ∏
s∈S Σ

d(s)Γ⊗A Γ.

The right-hand vertical map in (12) is the natural comparison map, which is an
isomorphism by Lemma 4.1. Now the claim follows, since the pullback of an iso-
morphism is an isomorphism. �

Theorem 4.3. Suppose that Γ is a graded A-coalgebra which is projective as an
A-module. Then the following claim is true:
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(1) For each nonnegative integer n and each graded left Γ∗-module M , we have
an isomorphism Hn

dist(M) ∼= ι (Rn tr(M)), natural in the variable M .

Suppose furthermore that A is a field, and that Γ∗ is finite-type and connected.
Then the following claims are also each true:

(2) If M is a bounded-above injective graded Γ-comodule, then the graded Γ∗-
module ι(M) is injective.

(3) The rational graded Γ∗-modules are a hereditary pretorsion class14 in grMod(Γ∗).
(4) If M is a bounded-above graded Γ∗-module, then the distinguished local co-

homology groups Hn
dist(M) vanish for all n > 0.

(5) Every bounded-above graded Γ∗-module is rational.
(6) Let I be a set, and suppose that, for each i ∈ I, we have a bounded-above15

graded Γ-comodule Mi. Then, for each nonnegative integer n, the nth dis-
tinguished local cohomology module Hn

dist

(
∏

i∈I ι(Mi)
)

of the product of
the graded Γ∗-modules ι(Mi) is isomorphic to ι applied to the nth right

derived functor Rn
∏Γ
i∈I{Mi} of the product functor grComod(Γ)I

∏Γ

−→
grComod(Γ). That is, we have an isomorphism

ι

(

Rn
Γ
∏

i

({Mi : i ∈ I})

)

∼= Hn
dist

(

∏

i∈I

ι(Mi)

)

.

Proof. (1) Since tr has an exact left adjoint (namely, ι), tr sends injectives
to injectives. Consequently we have a Grothendieck spectral sequence
Rsι (Rt tr(M)) ⇒ Rs+t(ι◦tr)(M), and it collapses to the s = 0 line since ι is
exact. We consequently have isomorphisms ι (Rt tr(M)) ∼= Rt(ι ◦ tr)(M) ∼=
Ht

dist(M) due to Corollary 3.16.
(2) The injective graded Γ-comodules are the retracts of the extended graded

Γ-comodules. Since A is a field, the extended graded Γ-comodules are the
coproducts of suspensions of Γ itself. Consequently, if we can show that
ι(M) is injective when M is a bounded-above coproduct of suspensions of
Γ, then ι(M) must be injective for all bounded-above injective Γ-comodules
M .

To that end, we suppose that M is the graded Γ-comodule
∐

s∈S Σ
d(s)Γ,

where S is a set, and where d : S → Z is a function whose image in Z is
bounded above. Then M is the extended graded Γ-comodule on the graded
A-vector space

∐

s∈S Σ
d(s)A. The natural map of graded A-vector spaces

∐

s∈S Σ
d(s)A →

∏

s∈S Σ
d(s)A is a split monomorphism, so upon applying

the extended comodule functor E, we have that the map of graded Γ-
comodules

∐

s∈S

Σd(s)Γ ∼= E

(

∐

s∈S

Σd(s)A

)

→ E

(

∏

s∈S

Σd(s)A

)

∼=

Γ
∏

s∈S

Σd(s)Γ

14We do not claim that this pretorsion class is a torsion class. Indeed, ι can fail to preserve
injectivity, and rational graded modules which are not bounded above can fail to embed into any
injective rational graded modules. We take up these issues in the preprint [31].

15To be clear: each comodule Mi is assumed to be bounded above, but we do not assume that
the whole collection of comodules {Mi : i ∈ I} is uniformly bounded above!
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is also a split monomorphism. Applying ι then yields a split monomorphism
of graded Γ∗-modules

(13) ιM ∼=
∐

s∈S

Σd(s)ιΓ → ι

Γ
∏

s∈S

Σd(s)Γ.

If we knew that the canonical comparison map

(14) ι
Γ
∏

s∈S

Σd(s)Γ →
∏

s∈S

Σd(s)ιΓ,

were an isomorphism, then (13) would exhibit ιM as a summand in a
product of injective graded Γ∗-modules, hence ιM would be injective. By
the assumption that the degrees {d(s) : s ∈ S} are bounded above and by
Lemma 4.2, the map (14) is indeed an isomorphism, and we are done16.

(3) Corollary 3.8 together with Proposition 3.14 establishes that the rational
modules form a hereditary pretorsion class.

(4, part 1) We first prove that Hn
dist(M) vanishes for n > 0 for all bounded-above

graded rational Γ∗-modules M . We will then return and finish the proof of
claim (4), after proving (5), in order to lift the rationality assumption on
M .

Let M be a bounded-above rational graded Γ∗-module. Then the ex-
tended graded Γ-comodule on the underlying graded Fp-vector space of
tr(M) is also bounded-above. Hence tr(M) admits a resolution by bounded-
above graded-injective Γ-comodules. Since we have already shown that
ι sends bounded-above injectives to bounded-above injectives, M admits
a resolution I• by rational, graded-injective Γ∗-modules. Consequently
(ι ◦ tr)(I•) ≃ I• is acyclic.

Consider again the same Grothendieck spectral sequence

(Rsι ◦Rt tr)(M) ⇒ Rs+t(ι ◦ tr)(M)

from the proof of claim (1) of this theorem. Its Es,t
2 -term (Rsι ◦Rt tr)(M)

is isomorphic to ι(Rt tr(M)), since ι is exact, so the spectral sequence col-
lapses to the s = 0-line with no differentials. Since M is rational, the
spectral sequence’s abutment R∗(ι ◦ tr)(M) vanishes in degrees ∗ > 0, by
the acyclicity argument in the previous paragraph. Hence ιRt tr(M), i.e.,
Ht

dist(M), vanishes for t > 0.
(5) Suppose that M is a graded Γ∗-module. For each integer n, write connn(M)

for the graded sub-Γ∗-module of M generated by all homogeneous elements
of degree ≥ n. Then we have the sequence of monomorphisms

(15) · · · →֒ connn(M) →֒ connn−1(M) →֒ connn−2(M) →֒ . . .

16Without the bounded-aboveness assumption on the degrees {d(s) : s ∈ S}, the map (14) is
not always an isomorphism. Indeed, if (14) were always an isomorphism regardless of any degree
bounds, then by the argument just given, ι would send every injective comodule to an injective

module. In the preprint [31] one can find a proof that ι unfortunately does not have that desirable
property.

The same preprint also contains a completely different proof of claim 2 of this theorem, i.e.,
the claim that ι sends bounded-above injective graded comodules to injective graded modules.
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of graded Γ∗-modules, and its colimit is M . If M is bounded-above, then
each of the submodules connn(M) is bounded (i.e., both bounded-above
and bounded-below).

Consequently every bounded-above graded Γ∗-module is a colimit of
bounded graded Γ∗-modules. By Proposition 3.2, the rational Γ∗-modules
are closed under cokernels and coproducts in grMod(Γ∗), hence closed un-
der all small colimits in grMod(Γ∗). Hence, if we can show that the bounded
graded Γ∗-modules are rational, then all the bounded-above graded Γ∗-
modules will be rational.

So we suppose that N is a bounded graded Γ∗-module. We carry out an
induction to prove that Hn

dist(N) vanishes for n > 0. The initial step in the
induction is the case in which N is concentrated in a single degree. Since Γ∗

is connected and A is a field, we have that N splits (as a Γ∗-module) as a
coproduct of copies of Γ∗/ conn1(Γ

∗) ∼= A. It is straightforward to see that
the graded Γ∗-module Γ∗/ conn1(Γ

∗) must be rational. By Proposition 3.2,
a coproduct of rational modules is rational, so N is rational, as desired.
This completes the initial step in the induction.

The inductive step is as follows: suppose m is a nonnegative integer,
and suppose that we have already shown that N ′ is rational for all graded
Γ∗-modules N ′ which are trivial except in ≤ m consecutive degrees. (That
is, the inductive hypothesis is that, if r is an integer and N ′ is a graded
Γ∗-module which is trivial except in grading degrees r, r+1, . . . , r+m− 1,
then N ′ is rational.) Suppose that N is a graded Γ∗-module which is trivial
except in m + 1 consecutive degrees. Let r be the lowest degree in which
N is nontrivial. Let N≥r+1 be the graded A-submodule of N generated
by all homogeneous elements of degree ≥ r + 1. Then N≥r+1 is a graded
Γ∗-submodule of N , since Γ∗ is connective. We consequently have a short
exact sequence of graded Γ∗-modules

(16) 0 → N≥r+1 → N → N/N≥r+1 → 0

and N≥r+1 is trivial except in ≤ m consecutive degrees, hence is rational
by the inductive hypothesis, and consequently Hn

dist(N
≥r+1) vanishes for

all n > 0, by the previous part of this theorem. Consequently (and using
the left-exactness of H0

dist, proven in Corollary 3.15), applying H∗
dist to (16)

yields exactness of the top row in the commutative diagram

(17) 0 //

��

H0
dist(N

≥r+1) //

∼=

��

H0
dist(N) //

��

H0
dist(N/N≥r+1) //

∼=

��

0

��
0 // N≥r+1 // N // N/N≥r+1 // 0.

The vertical maps indicated with the symbol ∼= in diagram (17) are isomor-
phisms by the initial step (for N/N≥r+1, since it is concentrated in a single
degree), and by the inductive hypothesis (for N≥r+1). So H0

dist(N) → N is
also an isomorphism, i.e., N is also rational, completing the inductive step.
So every bounded graded Γ∗-module is rational, as desired.

(4, part 2) Now it is easy to finish the proof of claim (4): we have already shown that
Hn

dist(M) vanishes for all bounded-above graded rational Γ∗-modules M ,
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and we have just shown that every bounded-above Γ∗-module is rational.
So Hn

dist vanishes for n > 0 on any bounded-above Γ∗-module.
(6) Since products of injectives are injective, the functor

∏

I : grMod(Γ∗)I →
grMod(Γ∗) preserves injectives. We have shown that ι also preserves bounded-
above injectives. It is classical and straightforward that an object of the
functor category grMod(Γ∗)I is injective if and only if it is objectwise in-
jective. So, if Mi is a bounded-above graded-injective Γ-comodule for each
i ∈ I, then the product

∏

i∈I ι(Mi) is a graded-injective Γ∗-module. So we
get a Grothendieck spectral sequence

Es,t
2

∼= Rs trRt

(

∏

i∈I

◦ι

)

({Mi : i ∈ I}) ⇒ Rs+t

(

tr ◦
∏

i∈I

◦ι

)

({Mi : i ∈ I})

∼= Rs+t

(

Γ
∏

i

◦ tr ◦ι

)

({Mi : i ∈ I})

∼= Rs+t
Γ
∏

i

({Mi : i ∈ I}) .

This spectral sequence collapses to the t = 0 line at its E2-page, since ι and
∏

I are each exact and so their composite
∏

I ◦ι is exact. Consequently we
have isomorphisms

ιRs
Γ
∏

i

({Mi : i ∈ I}) ∼= ιRs tr

(

∏

i∈I

ι(Mi)

)

∼= Hs
dist

(

∏

i∈I

ι(Mi)

)

,(18)

with isomorphism (18) due to the first part of this theorem.
�

Among other things, Theorem 4.3 proves that the higher distinguished local
cohomology groups vanish on the bounded-above graded modules which come (via ι)
from comodules. One might try to think of this result as telling us that distinguished
local cohomology H∗

dist(M) is a cohomology theory that tells us how far the module
M is from being a comodule. This requires a bit of care. For example, the higher
distinguished local cohomology groups also vanish on some Γ∗-modules which don’t
come from comodules. In Theorem 12 of section 13.3 of [21], Margolis proves that
the Steenrod algebras are self-injective, and more generally, that if Γ∗ is a P-algebra
in the sense of Margolis, then Γ∗ is self-injective. Letting Γ∗ be the Steenrod algebra,
all the hypotheses of Theorem 4.3 are satisfied, but not only does Hn

dist(Γ
∗) vanish

for all n > 0, we also have that H0
dist(Γ

∗) vanishes. So Γ∗ cannot be in the image
of ι, since 0 ∼= H0

dist(Γ
∗) ∼= ι(tr(Γ∗)).

So while one can truthfully say that the higher H∗
dist groups “detect the fail-

ure of a bounded-above Γ∗-module to be a Γ-comodule,” it is not the case that
the Γ-comodules are precisely those Γ∗-modules on which the higher H∗

dist groups
vanish. Still, there are satisfying structural relationships between the category of
Γ-comodules and the category of Γ∗-modules, such as the following theorem, which
establishes that every graded Γ∗-module is an extension of an n-co-connected ratio-
nal graded Γ∗-module by an n-connective graded Γ∗-module. Recall that a graded
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abelian group is said to be n-co-connected if it is trivial in degrees ≥ n, and n-
connective if it is trivial in degrees < n.

Theorem 4.4. Suppose that A is a field, and that Γ is a graded A-coalgebra such
that the dual algebra Γ∗ is finite-type and connected. Let n be an integer. Then, for
each graded Γ∗-module M , we have a short exact sequence of graded Γ∗-modules

(19) 0 → connn(M) → M → ι(comodn(M)) → 0,

where connn(M) is a n-connective graded Γ∗-module, and comodn(M) is an n-co-
connected graded Γ-comodule. This sequence is natural in the variable M .

Furthermore, the higher distinguished local cohomology of M depends only on
connn(M). That is, Hi

dist(connn(M)) → Hi
dist(M) is an isomorphism for all n and

for all i > 0.

Proof. Let connn(M) simply be the graded Γ∗-submodule of M generated by all
elements in degrees ≥ n. The quotient M/ connn(M) is then n-co-connected, hence
bounded above, hence is ι of a graded Γ-comodule by Theorem 4.3. �

It is easy to see that the sequence (19) is natural in the integer n, in the sense
that we have a commutative diagram of graded Γ∗-modules

(20)
...

��

... � _

��

...

��

...

����

...

��
0 //

��

connn+1(M) //
� _

��

M //

id

��

ι(comodn+1(M)) //

����

0

��
0 //

��

connn(M) //
� _

��

M //

id

��

ι(comodn(M)) //

����

0

��
0 //

��

connn−1(M) //
� _

��

M //

id��

ι(comodn−1(M)) //

����

0

��
...

...
...

...
...

with exact rows. Taking the limit of each column in (20) yields:

Corollary 4.5. Suppose that A is a field, and that Γ∗ satisfies the hypotheses
stated in Theorem 4.4. Then every graded Γ∗-module is the limit of a Mittag-Leffler
sequence of rational graded Γ∗-modules.

Proof. The sequence of monomorphisms (i.e., the left-hand nonzero column) in (20)
is eventually constant in each grading degree, hence is a Mittag-Leffler sequence in
each grading degree. Consequently R1 lim

n→∞
(connn(M)) vanishes in the category

grMod(Γ∗). (This argument does not show that R1 lim
n→∞

(connn(M)) vanishes in

the ungraded category Mod(Γ∗): the grading is important here.) Consequently we

have the isomorphism M
∼=
−→ lim

n→∞
ι(comodn(M)) in grMod(Γ∗). �

It would be nice to have a rigorous way to interpret Theorem 4.4 as stating that
“the category of graded Γ∗-modules is an extension of the category of co-connected
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Γ-comodules by the category of connective Γ∗-modules,” but there does not seem
to be a notion of “extension of abelian categories” in the literature which is of
the right kind of generality to include the situation of Theorem 4.4 as an example.
Marmaridis’s notion of “extensions of abelian categories,” from [22], does not suffice,
since grMod(Γ∗) is not monadic or comonadic over connective Γ∗-modules or over
co-connected Γ-comodules (see Theorem 2.6 of [5] for the relationship between
(co)monadicity and Marmaridis’s extension theory). The situation of Theorem 4.4
is not a special case of a “deformation of abelian categories” in the sense of [20]
either.

Corollary 4.6. Let A,Γ∗ be as in Corollary 4.5. Then the only full subcategory
of grMod(Γ∗) which contains the rational Γ∗-modules and which is closed under
kernels and countable products is grMod(Γ∗) itself.

Proof. Sequential limits in grMod(Γ∗) are kernels of maps between countable prod-
ucts, so this follows from Corollary 4.5. �

5. Mitchell coalgebras.

Throughout this section, and for the rest of this paper, we assume that the
ground ring A is a field, so that we may freely use Theorem 4.3.

A technically complicated, but nevertheless important, example of a filtered
ideal set arises from a coalgebra satisfying the Mitchell condition, which we define
in Definition 5.2. It requires that we first recall (from chapter 13 of [21]) the
definition of a “P-algebra”:

Definition 5.1. A P-algebra is a union of a sequence of subalgebras B(0) ( B(1) (
. . . such that each B(n) is a Poincaré algebra, and each B(n + 1) is flat over
B(n). Here a “Poincaré algebra,” as in [24], is a finite-dimensional graded connected
algebra A over a field k such that there exists a map of graded k-modules e : A →

Σ−nk, for some integer n, such that the pairing Aq ⊗k An−q
∇
−→ An

Σne
−→ k is

nonsingular.

Of course the most important examples of P-algebras are the Steenrod algebras:
the mod p Steenrod algebra is a P-algebra for every prime p, by Proposition 7 from
section 15.1 of [21].

Definition 5.2. Suppose Γ is a graded coalgebra over a field A. By a Mitchell
decomposition of Γ we mean the following data:

• a sequence · · · → Γ(2) → Γ(1) → Γ(0) of surjective graded A-coalgebra
morphisms, with each Γ(n) a graded quotient A-coalgebra of Γ, such that
each of the dual algebras Γ∗(n) is a Poincaré algebra, and such that the left
Γ∗(n)-action on Γ∗(n+1) arising from the dual map Γ∗(n) → Γ∗(n+1) of
Γ(n+ 1) → Γ(n) makes Γ∗(n+ 1) flat over Γ∗(n).

• For each nonnegative integer n, a homogeneous element ωn ∈ Γ(n) whose
associated map of graded A-modules e : Γ∗(n) → Σ−|ωn|A has the property
that the pairing

(21) Γ∗(n)q ⊗A Γ∗(n)|ωn|−q ∇
−→ Γ∗(n)|ωn| Σ|ωn|e

−→ A

is nonsingular.
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• For each nonnegative integer n, an extension of the natural graded left
Γ∗(n)-module structure of Γ∗(n) to a graded left action of Γ∗ on Γ∗(n),
together with graded left Γ∗(n)-module homomorphisms σn : Γ∗ → Γ∗(n)
and σn,n+1 : Γ∗(n+ 1) → Γ∗(n) such that
(1) the composite of the A-algebra injection Γ∗(n) →֒ Γ∗ with the left A-

module morphism σn : Γ∗ → Γ∗(n) is the identity on Γ∗(n),

(2) the duality isomorphism Γ∗(n)
∼=
−→ Σ|ωn|Γ∗(n)∗ of graded left Γ∗(n)-

modules, adjoint to (21), is in fact an isomorphism of graded left Γ∗-
modules,

(3) σn,n+1 ◦ σn+1 = σn for all n,
(4) and the resulting graded left Γ∗-module homomorphism Γ∗ → limn→∞ Γ∗(n)

is an isomorphism.

Definition 5.3 (Mitchell coalgebras and orientations).

• A Mitchell coalgebra is a graded coalgebra which admits a Mitchell decom-
position.

• Given a Mitchell coalgebra Γ, by a P-sequence we mean a sequence Γ∗(0) ⊆
Γ∗(1) ⊆ . . . of graded A-subalgebras of Γ∗ as in the definition of a Mitchell
decomposition.

• Given a Mitchell coalgebra and a choice of P-sequence, by an orientation
sequence we mean a sequence ω0, ω1, ω2, . . . of elements as in the definition
of a Mitchell decomposition.

Definition 5.4 (The ideal set Mit of a Mitchell decomposition). Given a Mitchell
coalgebra Γ equipped with a choice of Mitchell decomposition with orientation se-
quence ω0, ω1, ω2, . . . , let Mit be the set of all intersections of finite collections of
homogeneous left ideals of Γ∗ of the form annℓ(ωn). That is, a homogeneous left
ideal I of Γ∗ is a member of Mit if and only if there exists a finite set N of non-
negative integers such that I =

⋂

n∈N

annℓ(ωn).

The main theorem of [23], expressed in the language just introduced, is that, for
each prime p, the p-primary dual Steenrod algebra is a Mitchell coalgebra.

Lemma 5.5. Let Γ be a graded coalgebra over a field A. Suppose Γ is equipped
with a choice of Mitchell decomposition. Then, for each nonnegative integer n, the
graded left Γ∗(n)-module map σn,n+1 : Γ∗(n+ 1) → Γ∗(n) is surjective.

Proof. The map σn : Γ∗ → Γ∗(n) is a split Γ∗(n)-module epimorphism, and it
factors as the composite σn,n+1 ◦ σn+1. Hence σn,n+1 is also surjective. �

Recall from Example 2.12 that grad is the filtered ideal set {I1, I2, I3, . . . } in
Γ∗, where In is the left ideal (equivalently, two-sided ideal) in Γ∗ generated by all
homogeneous elements of degree ≥ n.

Proposition 5.6. Suppose A is a field and Γ is a graded A-coalgebra concentrated
in nonpositive degrees. Then we have dist ≤ grad in the preorder of filtered ideal
sets in Γ∗.

If Γ is a finite-type Mitchell coalgebra, then we also have grad ≤ Mit ≤ dist, and
consequently grad and dist are equivalent in the preorder of filtered ideal sets in Γ∗.

Proof.
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• Recall from Definition 3.6 that a homogeneous left ideal I of Γ∗ is said to
be strongly distinguished if the rational Γ∗-module ι(Γ) contains a graded
Γ∗-submodule isomorphic to a suspension of Γ∗/Γ∗I. Given a strongly
distinguished homogeneous left ideal I of Γ∗, let γ ∈ ι(Γ) be a homogeneous
element whose left annihilator ideal annℓ(γ) is I. Let n be the degree of the
homogeneous element γ. Since Γ is coconnective, n must be nonpositive,
so every element of Γ∗ of degree > n annihilates γ, that is, In+1 ⊆ I.

Now by the definition of a distinguished ideal (Definition 3.6), every
element J of dist contains an intersection ∩mj=1Jj of a finite set J1, . . . , Jm of
strongly distinguished homogeneous left ideals of Γ∗. For each j = 1, . . . ,m,
choose a nonnegative integer f(j) such that If(j) ⊆ Jj . Then we have J ⊇
∩mj=1Jj ⊇ ∩mj=1If(j) = Imax{f(1),...,f(m)}, so every element J of dist contains
an element Imax{f(1),...,f(m)} of grad. So dist ≤ grad in the preorder of
filtered ideal sets in Γ∗.

• If Γ is a finite-type Mitchell coalgebra and ω0, ω1, ω2, . . . is an orientation
sequence for Γ, then by applying the dual σ∗

n : Γ(n) → Γ of the left Γ∗-
module map σn : Γ∗ → Γ∗(n) to ωn ∈ Γ(n), we get a sequence of elements
σ∗
0(ω0), σ

∗
1(ω1), σ

∗
2(ω2), . . . of Γ. Since σn is surjective, its dual σ∗

n is in-
jective, so annℓ(σ

∗
n(ωn)) = annℓ(ωn) for each n. Consequently each of the

left ideals annℓ(ωn) of Γ∗ is strongly distinguished, so the ideal set Mit is
contained in the ideal set dist, and consequently Mit ≤ dist.

To show that grad ≤ Mit, choose some nonnegative integer n. We need
to show that there exists some member I of Mit such that In ⊇ I. That
is, we need to find a member I of Mit which has no nonzero elements of
degree < n. At this point, we know that Γ∗ is finite-type, that the maps

(22) · · · → Γ∗(2) → Γ∗(1) → Γ∗(0)

are all grading-preserving and surjective (as a consequence of Lemma 5.5),
and the map Γ∗ → limm Γ∗(m) is an isomorphism. Consequently, although
the sequence (22) is not necessarily eventually constant, in any single given
degree it is eventually constant.

In particular, there exists some positive integer qn such that the map
Γ∗ → Γ∗(m) is an isomorphism in degrees ≤ n for all m ≥ qn. By self-
duality of Γ∗(m), the left annihilator of ωm contains no nonzero elements
of Γ∗(m) itself, so if m ≥ qn, annℓ(ωm) contains no nonzero elements of
degree < n, as desired.

�

To a filtered ideal set S in a graded ring R, we have the associated local-
cohomology-like functor hS0 given by colim

I∈S
homR (R/RI,−) : grMod(R) → grAb.

The functor hS0 comes equipped with a natural transformation hS0 →֒ F , where F
is the forgetful functor F : grMod(R) → grAb.

Sometimes we are fortunate, and the image of the natural injection of abelian
groups hS0 (M) →֒ M is actually an R-submodule of M . That is, when we are lucky,
the set of S-torsion elements of M is closed under left R-scalar multiplication, so
that h0

S(M) →֒ H0
S(M) is an isomorphism for all graded R-modules M . We will

call the ideal set S closed when this condition is satisfied.
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If R is commutative, then every filtered ideal set in R is closed. On the other
hand, if R is noncommutative, then R may have some nonclosed filtered ideal sets.
One example was given in Remark 2.6.

Lemma 5.7. Let R be a graded ring. If two filtered ideal sets S, S′ in R are
equivalent, and if S is closed, then S′ is also closed.

Proof. Easy consequence of the definitions. �

Proposition 5.8. Suppose R is a connected graded algebra over a field. Then the
filtered ideal set grad is closed.

Proof. Elementary. �

Theorem 5.9. Suppose A is a field and Γ is a finite-type Mitchell coalgebra over
A. Then the following statements are each true:

(1) The filtered ideal sets dist and grad in Γ∗ are equivalent. In particular, dist
is closed.

(2) The functor h0
dist : grMod(R) → grAb is equivalent to the composite of

H0
dist : grMod(R) → grMod(R) with the forgetful functor grMod(R) →

grAb.
(3) For every integer n, the distinguished local cohomology Hn

dist(M) is natu-
rally isomorphic, as an abelian group, to colim

I∈dist(Γ)
ExtΓ∗ (Γ∗/I,M).

(4) For every integer n, the distinguished local cohomology Hn
dist(M) is natu-

rally isomorphic, as an abelian group, to colim
j→∞

ExtΓ∗ (Γ∗/Ij ,M), where Ij

is as in the definition of grad, i.e., Ij is the left ideal of Γ∗ generated by all
homogeneous elements of degree ≥ j.

Proof.

(1) Immediate from Proposition 5.6.
(2) By Proposition 5.8, grad is closed. By the previous part of this theorem,

dist and grad are equivalent. By Lemma 5.7, dist is consequently also
closed, so h0

dist
∼= H0

dist.
(3) Since dist is filtered, the colimit colim

I∈dist
is exact, so we have

Hn
dist(M) ∼= RnH0

dist(M)

∼= Rnh0
dist(M)

∼= Rn
(

colim
I∈dist

homΓ∗ (Γ∗/Γ∗I,−)

)

(M)

∼= colim
I∈dist

ExtnR (Γ∗/Γ∗I,M) .

(4) Immediate from the preceding part of this theorem together with the equiv-
alence of the filtered ideal sets grad and dist.

�

See Remark 3.9 for some discussion of why Theorem 5.9 matters.

Corollary 5.10. Let p be a prime number, and let Γ∗ be the mod p Steenrod
algebra. Let M be a graded Γ∗-module. Then, for all integers n, the distinguished
local cohomology group Hn

dist(M) is isomorphic to the graded local cohomology group
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colim
j→∞

ExtnΓ∗ (Γ∗/Ij ,M), where Ij is the ideal of the Steenrod algebra generated by

all homogeneous elements of degree ≥ j.

Corollary 5.11. Let p be a prime, let Γ be the mod p dual Steenrod algebra, and let
{Mi : i ∈ I} be a set of bounded-above17 graded Γ-comodules. Then the nth derived

functor Rn
∏Γ
i∈I Mi of product in the category of graded Γ-comodules is isomorphic,

as an abelian group, to the graded local cohomology colim
j→∞

ExtnΓ∗ (Γ∗/Ij ,
∏

iMi).

Here Ij is as in Corollary 5.10, and
∏

iMi is the Cartesian product of the graded
Γ∗-modules Mi with the adjoint action of Γ∗.

As far as the author knows, the original reference on graded local cohomology is
[13], which only considered commutative Noetherian rings. In the noncommutative
case, [18] seems to be the first reference, although it still assumes a Noetherian
condition on the graded noncommutative ring. Unfortunately we have not found
any results in the literature on local cohomology which appear to be useful in the
case where R is a Steenrod algebra, since as far as we have been able to determine,
none of the existing literature on local cohomology treats rings which are both
noncommutative and non-Noetherian. With the topological applications provided
by Corollary 5.11 and the Sadofsky and Hovey-Sadofsky spectral sequences, there
is good reason to generalize the existing computational tools for local cohomology
to the case of graded noncommutative non-Noetherian rings. That task lies beyond
the scope of this paper, though.

6. Bounds on distinguished local-cohomological dimension.

The most fundamental and well-known vanishing theorem in classical local coho-
mology is this: if I is an ideal in a Noetherian commutative ring, then the classical
local cohomology groups Hn

I (M) vanish for all R-modules M whenever n is greater
than the least number of generators for I. One wants a generalization of this re-
sult which applies to distinguished local cohomology. However, h∗

dist is given by
a colimit of Ext groups associated to a set S of ideals which is not generally the
sequence of powers of any single ideal I, so it is not clear whether one ought to
expect hndist(M) to vanish for all n larger than some particular integer. It is even
less clear what to expect from Hn

dist except when the relevant coalgebra Γ is either
co-commutative, or finite-type and Mitchell, so that Hn

dist agrees with hndist.
The main result of this section is Theorem 6.1, which establishes that, for a

certain class of graded coalgebras Γ (including those whose dual is a P-algebra,
so in particular, including the dual Steenrod algebras), there is no such vanishing
theorem for distinguished local cohomology. As a consequence we get that the
graded comodule category over such a coalgebra fails to be AB4∗-(n) for any n
whatsoever.

Theorem 6.1. Suppose that A is a field, and that Γ∗ is finite-type and connected.
Suppose furthermore that every bounded-below free graded Γ∗-module is injective in
grMod(Γ∗). Then the following conditions are equivalent:

(1) The category of graded Γ∗-modules has distinguished local cohomological
dimension zero. That is, Hm

dist(M) vanishes for all positive m and all graded
Γ∗-modules M .

17To be clear, the comodules Mi do not need to be uniformly bounded above.
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(2) The category of graded Γ∗-modules has finite distinguished local cohomo-
logical dimension. That is, there exists some integer n such that Hm

dist(M)
vanishes for all m > n and all graded Γ∗-modules M .

(3) The category of bounded-above graded Γ-comodules satisfies axiom AB4∗-(n)
for some nonnegative integer n. That is, there exists some integer n such

that Rm
∏Γ
i ({Mi}) vanishes for all m > n, all countable sets I, and all

sets {Mi : i ∈ I} of bounded-above graded Γ-comodules.
(4) The category of bounded-above graded Γ-comodules satisfies Grothendieck’s

property AB4∗. That is, countable products are exact on bounded-above
graded Γ-comodules.

Proof.

(1) implies (2): Immediate.
(2) implies (1): Let M be a graded Γ∗-module. By Theorem 4.4, M has the

same distinguished local cohomology in positive degrees as the graded Γ∗-
module conn0(M) of M generated by all homogeneous elements of nonnega-
tive degree. Since conn0(M) is trivial in negative degrees, there exists a con-
nective free graded Γ∗-module F and an epimorphism ǫ : F → conn0(M).
Since F is injective, we have Hi+1

dist (ker ǫ)
∼= Hi

dist(conn0(M)) ∼= Hi
dist(M)

for all i ≥ 1. So if Hi
dist is nonzero on some graded Γ∗-module for some posi-

tive i, then Hi+1
dist is also nonzero on some graded Γ∗-module. Consequently,

under the stated hypotheses, the only way to have a finite cohomological
bound on distinguished local cohomology is for that bound to be zero.

(2) implies (3): Special case of Theorem 4.3.
(1) implies (4): Special case of Theorem 4.3.
(4) implies (3): Immediate, since AB4∗ is the same condition as AB4∗-(0).
(3) implies (2): Suppose that the category of bounded-above graded

Γ-comodules satisfies axiom AB4∗-(n) for some nonnegative integer n. Sup-
pose that M is a graded Γ∗-module. By Corollary 4.5, M is isomorphic to
the limit of a Mittag-Leffler sequence · · · → N2 → N1 → N0 of rational,
bounded-above graded Γ∗-modules. Consequently we have a short exact
sequence of graded Γ∗-modules

(23) 0 → M →
∏

i∈I

Ni
id−T
−→

∏

i∈I

Ni → 0

with each of the modules N0, N1, N2, . . . bounded-above. Since each of the
Ni are bounded-above, Theorem 4.3 gives us an isomorphism of abelian
groups

H∗
dist

(

∏

i∈I

Ni

)

∼= R∗
Γ
∏

i

({Ni : i ∈ N}) ,

so the AB4∗-(n) assumption on the comodule category gives us that

Hj
dist

(
∏

i∈I Ni

)

vanishes for all j > n. The long exact sequence obtained

by applying H∗
dist to (23) consequently gives us that Hj

dist(M) vanishes for
all j > n+1. That is, the category of graded Γ∗-modules has distinguished
local cohomological dimension at most n+ 1.

�
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Corollary 6.2. Suppose that A is a field, and suppose that the A-algebra Γ∗ is a
finite-type P-algebra. Then exactly one of the two following statements is true:

(1) The category of bounded-above graded Γ-comodules satisfies condition AB4∗.
That is, products are exact in the category of graded Γ-comodules.

(2) For each integer n, the category of bounded-above graded Γ-comodules fails
to satisfy condition AB4∗-(n). That is, for each integer n, there exists a
countably infinite set {M0,M1,M2, . . . } of graded Γ-comodules such that

Rm
∏Γ
i ({Mi}) is nonzero for some m > n.

Proof. By Theorem A.2 from the appendix on Margolis’ results on P-algebras, every
bounded-below free graded Γ∗-module is injective. Consequently the hypotheses of
Theorem 6.1 are satisfied. �

Corollary 6.3. Let p be a prime number, and let Γ denote the mod p dual Steenrod
algebra. Then, for each integer n, the category of bounded-above graded Γ-comodules
fails to satisfy condition AB4∗-(n). That is, there exists a countably infinite set
M0,M1,M2, . . . of bounded-above graded Γ-comodules such that the derived product

Rm
∏Γ
i ({Mi : i ∈ N}) is nonzero for some m > n.

Proof. It is already well-known (but we still give some explanation in the rest of
this proof) that the category of graded comodules over the dual Steenrod algebra
does not have exact products, so the claim is a corollary of Corollary 6.2.

If the category of bounded-above graded comodules over the dual Steenrod al-
gebra had exact products, this would imply that, for any countable set {Xi} of
bounded-below HFp-nilpotently complete spectra, the Hovey-Sadofsky spectral se-
quence

E∗,∗
2

∼= R∗
Γ
∏

i∈I

({H∗(Xi;Fp)}) ⇒ H∗

(

∏

i∈I

Xi;Fp

)

collapses on to the R0
∏Γ

-line at the E2-page. One can consult Sadofsky’s unpub-
lished preprint [30] for the original construction of this spectral sequence (which
is given there more generally for sequential limits, not just countable products),
Hovey’s paper [17] for a published account (which, however, discusses convergence
only when H∗(−;Fp) is replaced with a Morava E-theory), and the appendix of
[26] for a published account which discusses convergence of the spectral sequence
in the case at hand, i.e., the case of mod p homology. Collapse of the spectral
sequence for all {Xi : i ∈ N} would imply that mod p homology commutes with
all countable products of bounded-below HFp-nilpotently complete spectra, and
consequently that mod p homology commutes with all sequential homotopy lim-
its of bounded-below HFp-nilpotently complete spectra, which is well-known to be
untrue without some additional hypothesis (e.g. that the spectra are uniformly
bounded below). �

7. Derived functors of sequential limit in comodule categories.

Let Γ be a graded coalgebra over a field A. We continue to write ι : grComod(Γ) →
grMod(Γ∗) for the inclusion of comodules into modules via the adjoint Γ∗-action,
and we continue to write tr : grMod(Γ∗) → grComod(Γ) for the right adjoint of ι.
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Let D be a small category. For any functor F : D → grComod(Γ), the Bousfield-
Kan construction of ι ◦ F is the cosimplicial graded Γ∗-module

(24)
∏

x∈ND0

ιF(codx)
//
//
∏

x∈ND1

ιF(cod x)oo
//
//
//

∏

x∈ND2

ιF(codx)oo
oo

//
//
//
//
. . .

oo
oo
oo

The notation is as follows: ND• is the nerve of D, so for i > 0, NDi is the set of
composable i-tuples of morphisms of D, while ND0 is the set of objects of D. The
notation codx is supposed to denote the final object appearing in a composable i-
tuple of morphisms x; in the case i = 1, this is simply the codomain of a morphism.
We write C•(ιF) for the Moore complex (i.e., alternating sum cochain complex) of
(24), so that Hi(C•(ιF)) ∼= (Ri lim)(ιF) by Proposition XI.6.2 of [7].

In Theorem 7.1, we write limΓ for a limit taken in the category of graded Γ-
comodules.

Theorem 7.1. Suppose that A is a field and that Γ is a finite-type A-coalgebra
such that Γ∗ is connected. Let

(25) · · · → M2 → M1 → M0

be a sequence of bounded-above18 graded Γ-comodules such that R1 lim vanishes on
the sequence of graded Γ∗-modules · · · → ιM2 → ιM1 → ιM0. Then there is an
isomorphism of Γ∗-modules

ιRs
Γ

lim
i
Mi

∼= Hs
dist(lim

i
ιMi)(26)

for each s, and consequently a long exact sequence

(27) 0 // ι limΓ
i Mi

// H0
dist (

∏

i ιMi) // H0
dist (

∏

i ιMi) BECD
GF��

ιR1 limΓ
i Mi

// H1
dist (

∏

i ιMi) // H1
dist (

∏

i ιMi) BECD
GF��

ιR2 limΓ
i Mi

// H2
dist (

∏

i ιMi) // . . . .

Proof. Consider the natural numbers N under their usual ordering, and let Nop be
the opposite category of the resulting partially-ordered set. Then the sequence (25)
is a functor F : Nop → grComod(Γ). Since tr is a right adjoint, it is left exact, so
we have the hypercohomology spectral sequences

′Es,t
1

∼= Rt tr(CsιF)

′′Es,t
2

∼= Rs tr(HtC•ιF)

∼= Rs tr(Rt lim ιF),

each of which converges to the cohomology of the total complex of tr applied to
C•ιF . Since Rt lim ιF is a derived functor of sequential limit in a category of mod-
ules, it is only capable of being nontrivial in degrees t = 0 and t = 1. Furthermore,
R1 lim ιF vanishes by assumption. Hence the spectral sequence ′′E∗,∗

r collapses at

the ′′E2-page, with ′′Es,0
2

∼= Rs tr(lim ιF) and with ′′Es,t
2 trivial for t > 0.

18Again, to be clear: these comodules do not need to be uniformly bounded above.
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Meanwhile, ′E∗,t
1 is precisely the Moore complex C• ((Rt tr)ιF) of the Bousfield-

Kan construction of (Rt tr)◦ ι◦F , since tr commutes with products and hence Rt tr
commutes with products. So

′Es,t
2

∼= Rs
Γ

lim(Rt tr(ιF))

∼= Rs
Γ

lim
i
(Rt tr(ιMi)),(28)

with (28) due to exactness of ι. Now ′Es,t
2 is trivial for t > 0, since ι is exact

and faithful and since ιRt tr(ιMi) ∼= Ht
dist(ιMi) ∼= 0 for t > 0, as distinguished

local cohomology vanishes on bounded-above modules, by Theorem 4.3. Hence
′Es,0

2
∼= Rs limΓ(tr ιF) ∼= Rs limΓ F , and ′Es,t

2 is trivial for t 6= 0.
Since both spectral sequences converge to the cohomology of the same total

complex, we have Rn limΓ F ∼= Rn tr(lim ιF) for all n, and on ι and using Theorem
4.3, we have the desired isomorphism

ιRn
Γ

lim
i
(Mi) ∼= Hn

dist

(

lim
i
ιMi

)

.(29)

Finally, long exact sequence (27) arises from applying Hn
dist to the Milnor-type

short exact sequence of graded Γ∗-modules

0 → lim
i
ιMi →

∏

i

ιMi →
∏

i

ιMi → 0

and using isomorphism (29). �

Corollary 7.2. Suppose that A is a field and that Γ is a finite-type Mitchell
coalgebra over A. Let · · · → M2 → M1 → M0 be a sequence of bounded-above
graded Γ-comodules such that R1 lim vanishes on the sequence of graded Γ∗-modules
· · · → ιM2 → ιM1 → ιM0. Then we have an isomorphism of abelian groups

R∗
Γ

lim
i
Mi

∼= colim
j→∞

Ext∗Γ∗

(

Γ∗/Ij , lim
i

ιMi

)

where Ij is the ideal of Γ∗ generated by all homogeneous elements of degree ≥ j.

Proof. Consequence of Theorems 7.1 and 5.9. �

Corollary 7.3. Suppose that p is a prime number. Write Γ for the mod p dual
Steenrod algebra. Let · · · → M2 → M1 → M0 be a sequence of bounded-above
graded Γ-comodules such that R1 lim vanishes on the sequence of graded Γ∗-modules
· · · → ιM2 → ιM1 → ιM0. Then we have an isomorphism of abelian groups
between R∗ limΓ

i Mi and the graded local cohomology colim
j→∞

Ext∗Γ∗ (Γ∗/Ij , limi ιMi)

of the Steenrod algebra Γ∗.

Appendix A. Review of Margolis’ basic results on P-algebras.

Margolis’ fundamental results on graded module theory over P-algebras are The-
orem 5 from section 13.2 and Theorem 12 from section 13.3 of Margolis’s book [21].
We state those two results:

Theorem A.1. (Margolis.) Let B be a P-algebra, and let B(0) ( B(1) ( . . .
be a sequence of Poincaré subalgebras of B, as in Definition 5.1. Let M be a graded
left B-module. Then the following are equivalent:
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(1) The projective dimension of M is ≤ 1.
(2) M is flat.
(3) The injective dimension of M is ≤ 1.
(4) M is free over B(n) for each n.

Furthermore, if M does not satisfy these (equivalent) conditions, then the projective
dimension, weak dimension, and injective dimension of M are each infinite.

Theorem A.2. (Margolis.) Let B be a P-algebra, and let B(0) ( B(1) ( . . . be
a sequence of Poincaré subalgebras of B, as in Definition 5.1. Let M be a bounded-
below graded left B-module. Then the following are equivalent:

(1) M is free.
(2) M is projective.
(3) M is flat.
(4) M is injective.
(5) M is free over B(n) for each n.

Furthermore, if M does not satisfy these (equivalent) conditions, then the projective
dimension, weak dimension, and injective dimension of M are each infinite.
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