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ABSTRACT

The search for biosignatures necessitates developing our understanding of life under different conditions. If life can influence
the climate evolution of its planet then understanding the behaviour of life-climate feedbacks under extreme conditions is key to
determine the ‘edges’ of the habitable zone. Additionally understanding the behaviour of a temperature limited biosphere will
help towards formulating biosignature predictions for alien life living under conditions very different to those on Earth. Towards
this aim, we extend the ‘ExoGaia Model’ - an abstract model of microbial life living on a highly simplified 0-dimensional
planet. Via their metabolisms, microbes influence the atmospheric composition and therefore the temperature of the planet
and emergent feedback loops allow microbes to regulate their climate and maintain long term habitability. Here, we adapt the
ExoGaia model to include temperature adaptation of the microbes by allowing different species to have different temperature
‘preferences’. We find that rather than adapting towards the planet’s abiotic conditions the biosphere tends to more strongly
influence the climate of its planet, suggesting that the surface temperature of an inhabited planet might be significantly different
from that predicted using abiotic models. We find that the success rate for microbial establishment on planets is improved when
adaptation is allowed. However, planetary abiotic context is important for determining whether overall survival prospects for
life will be improved or degraded. These results indicate the necessity to develop an understanding of life living under different

limiting regimes to form predictions for the boundaries of the habitable zone.
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1 INTRODUCTION

The James Webb Space Telescope (JWST) is already providing an
unprecedented window into the chemistry of distant atmospheres
(Feinstein et al. 2022; Ahrer et al. 2022; Rustamkulov et al. 2022;
Alderson etal. 2022), including detecting products of photochemistry
(Tsai et al. 2022). JWST is also likely to produce the first detections
of the atmospheres of rocky planets in the very near future. The Ex-
tremely Large Telescope (under construction), combined with future
missions such as the Large Ultraviolet Optical Infrared Surveyor,
will extend these capabilities meaning that searching for biosigna-
tures will become a realistic goal in the coming decades (Snellen
et al. 2021; Quanz et al. 2021). However, a huge amount of progress
will be required in our theoretical understanding to both effectively
target these resource heavy endeavours and interpret the observations
themselves. Searching for signs of life on planets beyond our solar
systems requires not only a detailed understanding of the formation
of terrestrial planets and the abiotic processes occurring on them,
but also a theory for how life interacts with and shapes its planet.
Gaia theory (Lovelock 1965; Lovelock & Margulis 1974; Lovelock
1990) posits that the abiotic components of the planet combined with
the biosphere form a complex-system with emergent self-regulatory
properties that help explain how Earth has remained habitable and
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inhabited over geological timescales. Effectively, the Earth and its
biosphere form a coupled system.

Multiple models have been developed to explore how Gaian regula-
tion can occur in a life-environment coupled system and have been
used to study the response of such systems to perturbations, both
internal (e.g. via biological mutations) and external (e.g. solar lumi-
nosity changing over time) (Watson & Lovelock 1983; Downing &
Zvirinsky 1999; Williams & Lenton 2007; Wood et al. 2008; Wor-
den 2010; Nicholson et al. 2017; Arthur & Nicholson 2022). Life
on Earth has played a primary role in shaping the chemistry of the
atmosphere and oceans (Lenton & Watson 2013), and evidence in-
dicates it might even play a role in the continental coverage of Earth
(Honing et al. 2014; Honing & Spohn 2016) as well as the forma-
tion and maintenance of plate tectonics, which are vital for climate
regulation (Lenardic et al. 2016; Plank & Manning 2019). Models
indicate that without life the Earth would be significantly warmer
than it is today (up to 45°C warmer) (Schwartzman & Volk 1989),
as life hugely accelerates the removal of CO, from the atmosphere
via chemical weather thus reducing surface temperatures. Addition-
ally, accumulation of oxygen in the atmosphere of the early Earth
due to life is thought to have triggered planet wide glaciation events
during the Proterozoic (between 2.5 billion to 541 million years ago)
when the Earth would have been covered from poles to equator by
ice for millions of years at a time (Kopp et al. 2005).

As life has played such a vital role in the climate evolution of our
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own planet, Gaia Theory will very likely have applications in the
search for ‘biosignatures’ - remotely detectable signs of alien life.
At the very least the story of our own planet suggests that biotic
processes can not be neglected when considering the evolution and,
crucially, atmospheric composition of life-hosting planet. The search
for biosignatures tends to focus on finding chemical signatures in the
atmosphere of a planet that indicate activity by life (Sousa-Silva
et al. 2020). Obtaining observations of these signatures is a resource
intensive process, therefore, a framework is required to effectively
guide the candidate selection (Seager 2014). The habitable zone de-
fines the radii about a star where a planet is theoretically capable
of hosting surface liquid water and therefore of potentially hosting
life as we know it (Kasting et al. 1993; Kopparapu 2013; Abe et al.
2011). The vast majority of work defining the habitable zone focuses
solely on abiotic processes (e.g., Paradise & Menou 2017), and such
studies have demonstrated the dependence of the habitable zone on
many factors including the age and class of the host star Ramirez &
Kaltenegger (2016), planetary mass Kopparapu et al. (2014), plane-
tary atmospheric composition Pierrehumbert & Gaidos (2011), and
the surface water content of the planet Abe et al. (2011). Attempts
have also been made to define an abiogenesis zone (Rimmer et al.
2018), within which the early building blocks of life might be gen-
erated. However models indicate that planetary formation might not
be deterministic (Lenardic et al. 2016; Weller & Lenardic 2018;
Lenardic et al. 2019), and if life can strongly impact the climate of its
planet, it could alter the boundaries of the habitable zone to beyond
those calculated using abiotic models alone. Gaia Theory would pre-
dict that the Habitable Zone is a property of not only the host star
and bulk planet characteristics but also of the life that could emerge
on a planet (Chopra & Lineweaver 2016) and so suggests that the
boundaries of a ‘biotic’ habitable zone might differ significantly to
those of an abiotic one. Additionally the habitable zone for different
types of planets, for example H, dominated super Earths, could differ
significantly compared to the habitable zone for Earth-like planets
(Pierrehumbert & Gaidos 2011; Seager 2013a).

As our sample size of potentially life-bearing planets increases, we
must begin to incorporate understanding of life—climate interactions
in our definition of any habitable zone. Moreover, a more developed
theory of life—climate interaction will enable us to begin to determine
how the probability of a planet being inhabited varies across the
habitable zone. This aim is, no doubt, hugely complex, but we must
begin to take the first steps, without which, progress towards this goal
is impossible.

Models of Gaian regulation where the life-environment coupled sys-
tem can switch between limiting regimes (e.g. by limited by nutrient
availability such as Hj availability or by having their metabolism
limited by an environmental parameter such as temperature), demon-
strate different system behaviours for different limiting regimes
Arthur & Nicholson (2022); Nicholson et al. (2017); Wood et al.
(2008). This could indicate that climate regulation on planets at
the edges of the habitable zone might function differently than on
those towards its centre. A temperature limited biosphere has been
proposed as a mechanism to produce a stabilising feedback on the
climate of potentially habitable H, dominated greenhouse planets,
thus significantly extending the habitable zone for these planets (Ab-
bot 2015). Previous work (Nicholson et al. 2022) has taken steps
to form predictions for biosignatures for nutrient-limited biospheres,
and found that the ability of the biosphere to exploit its limiting re-
source was more fundamental to the observable biosignature than
the details of any potential alien biology. A biomass based model of
determining biosignature plausibility has also been proposed by Sea-
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ger et al. (2013). Similar work will be required to form predictions
for biosignatures of temperature limited biospheres. In these cases
potential biosignatures would directly depend on the temperature at
which the planet’s climate stabilises. Therefore not only are such
scenarios of interest when forming predictions for potential biosig-
natures for biospheres under different limiting conditions, but are
also of interest for attempting to determine the edges of the habitable
zones. Multiple biosignature hypotheses, in addition to accurate abi-
otic models will be needed to compare to observational data to begin
the process of identifying distant signs of alien life.

Towards these aims, this work builds on the ExoGaia model (Nichol-
son et al. 2018) - an abstract model where a temperature-sensitive
microbial biosphere is introduced to a highly simplified planet. In
this model, microbes are able to ‘catch’ a window of habitability and
maintain habitable temperatures for long time periods by regulating
the planet’s atmospheric composition and hence the climate. In the
absence of life, most ExoGaia planets would quickly revert to inhos-
pitable temperatures. We extend ExoGaia to explore how including
microbe adaptability to climatic conditions (a feature previously ne-
glected in the model) impacts the emergent regulatory behaviour,
and in turn the planetary surface temperature over time. Different life
forms on Earth are adapted to a wide range of environments with
varying pH values, temperatures, salinity etc., and allowing varying
temperature preferences between model lifeforms has been found to
be important for certain regulation mechanisms to emerge in other
Gaian models, e.g. Dyke (2010). Therefore including this feature is
important to fully understand the behaviour of the emergent regula-
tion in the ExoGaia model.

The rest of this paper is laid out as follows: Section 2 sets out model
design, Section 3 explains the experiment setup, Section 4 details
the emergent temperature regulation in the ExoGaia model, Section
5 presents the results from the experiments, and Section 6 discusses
the results in detail. Future work is discussed in Section 7.

2 MODEL SETUP

Here we will detail the ExoGaia model as used in this work, however
a full and more complete description of the model where microbe
temperature preferences are kept constant, can be found in Nicholson
et al. (2018). The model comprises of a planet represented by a zero
dimensional atmosphere composed of gaseous chemicals, and this
planet orbits a star that provides an influx of radiation. The model
life consists of simple microbes that live on an implied surface on
the planet.

A schematic of an ExoGaia planet is shown in Figure 1. An ExoGaia
planet consists of a zero-dimensional atmosphere, composed of ab-
stract representations of chemical species, with an implied surface
which life can live on. These planets orbit a star that provides incom-
ing radiation that warms the planet. The chemical composition of the
atmosphere determines the overall albedo or greenhouse effect of the
atmosphere and thus impacts the planetary temperature.

Background atmospheric chemical reactions represent abiotic pro-
cesses that convert one chemical to another. Life then adds biochem-
istry by converting one chemical to another via their metabolism.
By changing the composition of the atmosphere, both the atmo-
spheric chemistry and the biochemistry influence the temperature
of the ExoGaia planet. Model microbes have temperature depen-
dant metabolisms, where their ability to consume their food source
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Figure 1. Schematic of an ExoGaia planet

is at a maximum when the planet’s surface temperature is equal to
their ‘preferred temperature’, and their ability to consume their food
source decreases smoothly and symmetrically as the temperature
moves away from this value. This is an idealised way of captur-
ing the behaviour of real lifeforms’ metabolisms, the rate of which
are impacted by the temperature of their environment (e.g. Price &
Sowers (2004)).

2.1 Atmospheric chemistry

We simulate planets with eight possible atmospheric chemicals and
set two to have an ‘inflow’ in an abstract representation of outgassing
from volcanoes, in line with previous work (Nicholson et al. 2018;
Alcabes et al. 2020). Chemicals that do not have an inflow can only
materialise in the atmosphere if abiotic chemical reactions or microbe
metabolisms produce them. All chemicals experience a constant rate
of out-flux from the atmosphere. For simplicity atmospheric chemical
reactions are limited to have only one reactant and one product e.g.
A — Bbutnot A+ B — C, and atmospheric chemical reactions are
uni-directional e.g. if A — B then B » A.

Each atmospheric chemical has a randomly assigned albedo or green-
house effect on the atmosphere, and the impact of a chemical on the
planetary temperature scales with its abundance, see Nicholson et al.
(2018) for further details. Therefore the chemical composition of the
atmosphere, combined with the incoming radiation of the planet’s
star, determine the planetary temperature. This setup captures the
basic elements of a planetary climate.

For simplicity, and in keeping with previous work (Nicholson et al.
2018; Alcabes et al. 2020), we keep the atmospheric chemistry to be
temperature independent so that the rate of each chemical reaction
does not change when the planetary temperature changes. Although
real world geochemistry is temperature sensitive, by excluding this
we can be confident that any emergent regulation in the model is
due to the temperature sensitivity of the microbial life and not due to
temperature sensitive abiotic chemistry.

2.2 Microbial life

Model microbes consume and excrete atmospheric chemicals to ob-
tain energy for their metabolic processes and biomass building. Mi-
crobe metabolisms are kept simple so that each species consumes

only one food source S and excretes one waste product W such that
S # W. Different species of microbe have different metabolisms.

Microbes convert consumed food into biomass which they require
for their maintenance cost (i.e. homeostasis), and must accumulate in
order to reproduce. The conversion from food to biomass is an inef-
ficient process with the proportion of food not converted to biomass
instead being excreted as waste product. If a microbe’s biomass drops
below a threshold, it will die via starvation. There is also a constant
rate of ‘random’ death representing death via means other than star-
vation. This is set to pg;;; = 0.005 and kept constant throughout this
work.

The ability of microbes to consume their food source is temperature
dependant, therefore the microbes add temperature dependant bio-
chemical reactions to the atmospheric chemistry. Microbes have a
temperature T}, ¢ at which their growth rate is at a maximum. As
the temperature of the planet 74, moves away from T ¢ the
microbes growth rate drops and where the distance between T ¢
and T 4per becomes too large, microbes are unable to consume their
food source. In this scenario unless the environment improves, the
microbe’s metabolisms will halt and they will be unable to gener-
ate the biomass they require for cell maintenance and reproduction
and risk starving to death. Microbes face an additional constant
background probability of death representing microbes dying from
factors other than starvation. As before, although abstract and highly
idealised, this setup does capture the primary behaviours of simple
lifeforms. Once microbes die we assume that their bodies are lost
(e.g. sink to the bottom of the ocean) and the contained biomass is
lost from the system. We keep the ecosystem simple and neglect to
include secondary consumers, therefore ExoGaia is best thought of
as a representation of early life emerging on a young planet before
more complex ecological systems have evolved. Including secondary
consumers could impact the emergent regulation in ExoGaia and we
leave exploring this to future work.

3 EXPERIMENT SETUP

The experiment setup we adopt is such that in the absence of an
atmosphere, the planet is too cold for life. Initially we set the planet
up so that there are no chemicals in the atmosphere. At the start of
the experiment, chemicals that have an abiotic inflow source begin to
build up in the atmosphere at a constant rate. The abiotic atmospheric
chemistry then converts some of these ‘inflow’ chemicals into others,
also at a constant rate. As the composition of the atmosphere changes
the temperature of the planet changes.

Time in the ExoGaia model is recorded in abstract units of ‘timesteps’.
A timestep is determined by the total microbe population, and the
number of different biological processes that microbes can undergo.
Therefore within a timestep the abiotic processes are only imple-
mented once whereas the biological processes will be implemented
a number of times as determined by the total population. This is to
capture that microbes would all be interacting with their environment
in parallel not sequentially. This approach has been used in previous
abstract models of life-environment interaction (e.g. Becker & Sibani
(2014); Williams & Lenton (2007)). As we are studying the long-
term stability of abstract life on a given planet we effectively evolve
the model to a ‘steady state’ condition and the timestep lengths do not
correspond to a real world value. A single timestep in the ExoGaia
consists of the following computational steps:

MNRAS 000, 1-2?? (2022)
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(1) Update atmospheric composition via inflows, outflows, and
atmospheric chemistry.

(i1) Update planet temperature given new atmospheric composi-
tion.

(iii) If the planet is inhabited, update the microbe population.
For a total microbe population of N (at the start of the timestep),
randomly select a microbe N times and for each microbe perform the
following steps:

e Apply chance of random death or starvation (if biomass is
insufficient).

¢ Expend maintenance cost.
e Reproduce if sufficient biomass available.
o Consume food if available.
e Excrete waste product.
Then return to the start of the process for the next timestep.

Temperature in the ExoGaia model is in abstract units, and the mi-
crobes’ preferred temperature is not meant to reflect a realistic tem-
perature at which biology thrives. As ExoGaia is an abstract model
of a planet-life coupled system, it cannot be used to make quantita-
tive predictions for real planets, but instead is designed to investigate
the qualitative behaviour of such a system. To reinforce this in the
original model we chose T,y = 1000 (Nicholson et al. 2018).

In the original ExoGaia model (Nicholson et al. 2018), T,y was
kept constant for all microbe species and species only differed in
their metabolisms (i.e. the chemical they consume and excrete). Here
we allow 7). ¢ to differ between species (within a defined allowed
Tpres range) to investigate how this impacts the model dynam-
ics. We explore a scenario where the allowed 7. ¢ values for all
species are defined at the start of the experiment by drawing from a
normal distribution centered about Tpcre . = 1000 with variance of

S
50. Therefore, the allowed T}, ¢ range is symmetric.

We ‘seed’ an ExoGaia planet with a single species of life and for
both sets of experiments we set T, ¢ = 1000 for this first emer-
gent species. Life is seeded on the ExoGaia planet either when
T =Tprer = 1000, where T is the global temperature of the planet,
or after 5 x 10* timesteps, whichever occurs first. The experiment
ends 5 x 107 timesteps after life is seeded onto the planet.

In this study we use the same planetary setups as those explored in
Nicholson et al. (2018). The microbe parameters (other than allowing
for Tpre s to vary between species) are also identical to that work.
Therefore in this paper, the simulations where 7). f is kept constant
for all species are identical to the results presented in Nicholson et al.
(2018). We then use these experiments as a baseline to compare with
experiments allowing T}, ¢ to vary to investigate how this change
impacts the life-environment coupled systems.

4 TEMPERATURE REGULATION

Regulation of the planetary temperature emerged in the original Ex-
0Gaia model due to the feedbacks between temperature and microbe
metabolism. This regulation emerges and is maintained via the com-
bined result of the abiotic chemical reactions and the metabolisms
of microbes rapidly recycling chemicals and stabilising the climate.

MNRAS 000, 1-?? (2022)

As the ExoGaia model is zero-dimensional, the entire biosphere ex-
periences the same environment. The experiment setup of the model
is such that in the absence of an atmosphere, the planet is too cold
for life. As atmospheric chemicals build up in the atmosphere, the
surface temperature changes. If the atmosphere is overall insulating,
which is the default ExoGaia set-up, then the temperature will rise
(versions of the model where the atmosphere is overall cooling are
explored in Nicholson et al. 2018). The habitable range of tempera-
tures is much lower than the abiotic steady-state temperature for the
vast majority of the ExoGaia planet setups explored. This is chosen
to be consistent with the prediction that the Earth would be warmer
in the absence of life (Schwartzman & Volk 1989) and would be
much colder without its insulating atmosphere, this setup serves as a
very simplistic and abstract representation of an Earth-like planet.

When life is introduced to an ExoGaia planet it changes the atmo-
spheric chemistry and thus the temperature. An individual microbe’s
metabolism might be ‘cooling’ or ‘warming’ depending on which
chemical it consumes and which it excretes, however the end result
of this metabolism will depend on whether the chemical excreted
is further transformed via other metabolisms or abiotic atmospheric
chemical reactions. On the vast majority of ExoGaia planetary se-
tups, the temperature can only stabilise at a habitable level once
complete recycling of the atmospheric chemistry is established, i.e.
no chemicals are building up in an uncontrolled manner. This recy-
cling will emerge as the combination of the biosphere’s metabolisms
together with the abiotic chemistry. Once complete recycling is es-
tablished the biosphere influences the entire atmosphere even if a
metabolism doesn’t directly interact with a particular atmospheric
chemical. As the habitable temperature range is much lower than the
abiotic steady state temperature for most planets, the biosphere must
‘catch’ a window of habitability and maintain it to survive. On a
planet with an overall insulating atmosphere, when a biosphere has
established atmospheric regulation, by reducing the abundance of
atmospheric chemicals in the atmosphere the biosphere will have an
overall cooling effect on its planet.

The maximum ‘fitness’ of the microbes, i.e. where their growth rate
is at a maximum is defined as T}, . A stable population is reached
where the death rate of the microbes matches the birth rate, and
we label this fitness f.. The temperature sensitivity of microbes is
symmetric about 7). ¢ and there are two possible solutions for fc,
one where T > T,y and one where T < T}, ¢ as shown in Figure
2. However only one of these solutions is actually stable due to the
feedback loops present in the system between microbe fitness and
temperature.

Figure 3 shows the feedback loops between temperature and microbe
fitness for scenarios where T < Tpyype f and T > Tpype f . A solid arrow
indicates that an increase in the source leads to an increase in the
sink (e.g. an increase in temperature leads to an increase in microbial
fitness), and a dashed arrow indicates that an increase in the source
leads to a decrease in the sink. If the overall sign of the feedback
loop is positive, then the feedback is amplifying, if the overall sign
is negative then the feedback loop is stabilising.

When T < Tp,er an increase in the temperature will lead to an
increase in the microbes fitness as T moves closer to Ty f, and
this will cause an increase in metabolic activity and an increase in
population. But as the biosphere collectively acts to cool the planet,
by removing atmospheric chemicals via microbe metabolisms, an
increase in metabolic rate / total population will lead to a reduction
in temperature and so dampen the previous perturbation. If, when 7" <
Tprey the temperature reduces, T moves further from 7, ¢ and so
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Figure 3. Diagrams capturing the feedback loops between life and the plan-
etary temperature for cases hotter and cooler than the preferred temperature
for a given microbe.

lowers the microbes’ fitness and reduces the population. Therefore
the impact of the microbes on the atmosphere is reduced, and the
background abiotic chemistry, which overall warms the planet will
increase 7', again dampening the initial perturbation. Therefore when
T <Tprey the temperature is regulated.

When T > T),,o ¢ these feedback loops function differently. Now an
increase in 7 will reduce the microbes fitness and so reduce their
cooling impact on the planet and so further increase 7' - amplifying
the initial perturbation. If however a perturbation reduces 7', then T is
closer to T, ¢ and so the microbes fitness will increase, increasing
their population and thus cooling the planet further - again, ampli-
fying the initial perturbation. Therefore the microbial biosphere can
only regulate the planet temperature for T < T, ¢ for scenarios
where the atmosphere is overall insulating.

As all microbes share a global environment with a single temper-
ature, when 7). ¢ is constant for all species every microbe will
experience the same fitness regardless of its individual metabolism.
Therefore it is the overall impact of the biosphere on its environment
that is important for climate regulation and the above feedback loops
function on the biosphere as a whole. Therefore if we run identical
planet set ups multiple times, the emergent biospheres within each
experiment might alter the atmospheric composition differently due
to different microbe communities, however regulation will be estab-
lished at the same temperature. Any biosphere that fails to establish
regulation will go extinct.

Alternative scenarios were explored in (Nicholson et al. 2018) where
instead of insulating, the atmosphere is overall cooling, and the plan-
ets orbit a hotter star. In this scenario the biosphere collectively acted

to overall warm the planet as in this scenario when atmospheric reg-
ulation is in place, reducing the abundance of atmospheric chemicals
reduces the albedo of the atmosphere, reflecting less of the sun’s
radiation away. Under this scenario the feedback loops above work
in the same way, but reversed, now temperature regulation can only
take place above Ty, and below T),;. ¢ a runaway feedback loop
can occur where the planet temperature drops to inhospitably cold
temperatures.

An individual microbe metabolism might have a warming impact on
the planet, e.g. by consuming a cooling atmospheric chemical and
excreting an insulating one that is not recycled via abiotic processes.
However, in isolation this scenario is short lived as the climate cannot
stabilise, and so temperatures will climb and the microbes will go
extinct. The climate can only stabilise when recycling of atmospheric
chemicals is established by the biosphere. With recycling in place
for an overall insulating atmosphere, the overall impact of the bio-
sphere is then to cool by removing atmospheric chemicals, no matter
the individual metabolisms of the microbes that form the biosphere
(Nicholson et al. 2018).

Figure 4 shows two experiments on the same planet, one where life
is introduced and takes hold on the planet, and one without life. We
seed with life once T = T}, y . We find that without life, the planet
quickly increases in temperature, as greenhouse gases build up in the
atmosphere, and the planet quickly becomes inhospitable. For the
majority of ExoGaia planets explored in the original work (Nichol-
son et al. 2018), the ‘equilibrium temperature’ of the planet - that is
the temperature of a purely abiotic planet once the atmosphere has
stabilised - is far far higher than 7). s . With life however, the mi-
crobial biosphere is able to ‘catch’ the window of habitability, and by
consuming parts of the atmosphere and thus preventing the uncon-
trolled buildup of greenhouse gases, are able to maintain habitability
over long time spans. This regulation emerges due to the feedback
loops between microbial metabolic activity and the planet’s temper-
ature outlined in Figures 2 and 3. This behaviour links to hypotheses
that planetary evolution is not a deterministic process, and that small
perturbations early on in a planet’s history could dramatically impact
its later climate (Chopra & Lineweaver 2016; Lenardic et al. 2016).

Work by Alcabes et al. (2020) extended the ExoGaia model to intro-
duce external perturbations, both rapid and gradual, by changing the
incoming ‘solar luminosity’ to an ExoGaia planet. They found that
while introducing perturbations could disrupt regulation on a model
planet, overall the regulation of the environment by the biosphere was
robust in the face of perturbations. In this work we will investigate
how allowing 7). ¢ to differ for different microbe species impacts
the dynamics of the system.

ExoGaia planets fall into five categories that are defined by the seeded
life’s ability to successfully establish on their planet, and the ability of
the system to support life until the end of the experiment. Establish-
ment success is defined as life surviving for r = 1000 time steps after
it is seeded. This length of time was chosen as it is long enough for
microbes experiencing inhospitable conditions to starve to death as
their biomass reserves are depleted. Long term habitability success
is defined as life surviving for = 500, 000 time steps - the length
of each experiment. The planet classifications are thus defined as
follows:

e Abiding - life always successfully establishes itself on the planet
and survives to the end of the experiment.

e Bottleneck - if life is successful in establishing itself on the
planet then the biosphere survives until the end of the experiment.
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Figure 4. Two examples using the same planetary set up. One where life is seeded (labeled ‘biotic’) and the other where no life is introduced (labeled ‘abiotic’).

e Critical - the biosphere is prone to going extinct at any point
during the experiment.

e Doomed - although the equilibrium temperature of the planet is
in the habitable range, life in unable to establish itself the planet.

e Extreme - the temperature of the planet never enters the habit-
able range for life.

These planet categories are defined and explored in detail in Nichol-
son et al. (2018). The ‘connectivity’ of the background atmospheric
chemistry, i.e. the number of abiotic chemical reactions, plays a large
role in determining the long term habitability prospects of a planet.
For ExoGaia planets with a well connected abiotic chemistry, with
preexisting recycling loops between atmospheric chemicals, life can
more easily gain ‘control’ of the atmosphere and the system is less
prone to perturbations. If there are fewer or no abiotic recycling
loops between atmospheric chemicals, then life must effectively fill
in more of the ‘blanks’ to achieve atmospheric regulation and prevent
the uncontrolled build up of any chemical, which would disrupt the
habitability of the planet. In these scenarios, as the microbes are tem-
perature sensitive, the ‘connections’ that microbes form, for example
recycling chemical A to chemical B, are also temperature sensitive,
so if the population of the microbes drops, the recycling of atmo-
spheric chemicals can become disrupted which can lead to a total
breakdown of atmospheric regulation and therefore total extinction.

Figure 5 shows two example planet abiotic chemistry set ups, with 4
atmospheric chemicals, labeled A to D, instead of 8 (as is the case for
the simulations in this work) for simplicity. Arrows between chem-
icals indicate abiotic chemical reactions converting one chemical to
another at some set rate. For Planet 1’s set up, we see that a feedback
loop including all the atmospheric chemicals exists, and so any life
emerging on the planet can amplify this preexisting feedback loop
to quickly and easily establish atmospheric regulation. For Planet 2
however there are two places where chemicals can build up in the
atmosphere without recycling taking place - chemicals A and C.
Therefore for complete recycling of Planet 2’s atmospheric chemi-
cals, more biotic links are required to ‘close’ the gaps in the abiotic
network. As biotic links are temperature sensitive they are prone to
perturbations and so a recycling network that depends on numerous
biotic links to be complete is more prone to fluctuations and thus
breaking down. Therefore, as more biotic links are required to reg-
ulate Planet 2’s atmosphere (and thus temperature) when compared
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Planet 1 Planet 2

Figure 5. Schematics showing two different planets (1 & 2) with the same
atmospheric chemicals (A, B, C, D), but different ’links’ transforming chemi-
cals into one another representing atmospheric chemical processes occurring
on the planet.

to Planet 1, atmospheric regulation in the case of Planet 2 is more
prone to breaking down and the long term habitability prospects of
Planet 2 will be lower than that of Planet 1.

5 RESULTS

Here we present the results from our experiments. We compare iden-
tical planet simulation set ups and compare cases where Tp e f is
fixed for all microbe species in one experiment, and allowed to vary
in the other. We then look at the behaviour of introducing varying
Tprey over 100 experiments for 100 different planetary set ups to
investigate the average behaviour of planets hosting life with varying

Tpref-

5.1 Individual simulations

Here we will present some individual experiments where we compare
results from either keeping 7). ¢ constant for all microbe species
and for allowing T}, to vary. In each case we choose to seed a
single microbe species when T’ = 1000. When T),,.. ¢ is constant, all
microbe species have peak growth rates when T = T),,.. ¢ = 1000.
For varying T}, ¢ we still seed when 7' = 1000 and dictate that the
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Figure 6. Individual experiments for an Abiding, a Bottleneck and a Critical planet.

seeding species Ty ¢ = 1000. Therefore the two experiments will
start identically, and start to differ as mutation takes place.

We chose examples from each classification of planet - as defined
when T),,.. ¢ is constant in Section 4. We find that the survival rate
of planets is impacted by allowing T, ¢ to vary and thus planets
that are classified as e.g. Abiding when T}, r is fixed for all species,

may suffer worse long term habitability prospects when Tppe r is
allowed to vary. This is explored further in Section 5.3.

Figures 6a and 6b show the temperature and total population for
two experiments for the same planetary set-up, one where T, is
constant for all species (shown in black) and one where T}, ¢ varies
between species (shown in blue). This example planet is classified
as ‘Abiding’ when T}, ¢ is fixed, meaning that in all experiments,
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life survives until the end of the experiment. We see where T),. ¢
is constant, the typical ExoGaia model behaviour where microbes
‘catch’ a window of habitability, as they are seeded when T =T, f
and after an initial population spike, the population stabilises, and the
temperature is regulated at a near constant value where T < T, f .
When T}, ¢ varies, we find that the temperature drops to below that
of the fixed T,y experiment, and evolves over time, experiencing
sudden changes. The total population of the microbe community
when T}, is variable is largely the same as when T, ¢ is fixed,
however where the temperature of the planet abruptly changes, the
total population can spike, as seen at ¢ ~ 400, 000 in Figure 6b.

Figures 6¢ and 6d show experiments for a Bottleneck planet (as
classified for constant T, s ), and Figures 6e and 6f show these
experiments on a Critical planet. Again for each each case we find
that the temperature is regulated at a lower value when 7). ¢ varies
between microbe species, and we see that the trajectory of the tem-
perature and microbe population when 7). ¢ varies is noisier for
the Critical planet (Figures 6e and 6f) . We see in Figure 6f that
periods significant and rapid temperature fluctuations are associated
with significant and rapid increases in the total microbe population.

For experiments where T}y is fixed for all microbe species a sce-
nario can arise where the planet appears habitable - the temperature
either passes through T}, ¢, or stabilises close to this value, yet
life in every experiment is incapable of establishing itself on the
planet. Where the abiotic temperature of a Doomed planet is such
that Typioric >> Tpre s when life emerges on a planet, it cools the
planet significantly and hinders its own growth causing a population
drop. The abiotic background chemistry acts too slowly to improve
conditions before all life goes extinct. Therefore the initial perturba-
tion caused by life leads to its own extinction and establishment on
the planet is not possible. For doomed planets where the abiotic tem-
perature is such that Typ0ric * Tpre s » microbial activity pushes the
temperature outside the tolerable range as it changes the atmospheric
composition and life is incapable of both consuming a sufficient
amount of food to maintain a stable population, and keeping the tem-
perature within habitable bounds. When 7). ¢ is allowed to vary
the survival prospects of some of these Doomed planets changes.

Figure 7 shows an example from each type of Doomed planet, one
where Typiotic >> Tpres and one where Typioric ® Tpref- In
each case allowing T}, ¢ to vary between species now allows the
microbe community to establish temperature regulation successfully
where communities with fixed T}, values failed. For the case
where Tapioric >> Tprey, shown in panels a) and b) in Figure 7,
we see that the emergence of life on the planet, at around 7' ~ 1550,
leads to a temperature drop to below that which the microbes with
fixed Tpyer can survive, and although as the microbe population
starts to drop the temperature begins to rise again, it does so slowly.
In the fixed T, ¢ experiment life therefore quickly goes extinct,
however when T, is varied for different species, microbes can
emerge that can tolerate the new cooler conditions. This leads to a
second population spike at roughly ¢ ~ 1800 with corresponding
fluctuations in the temperature. However both the population and
temperature stabilise and habitability is now maintained for the full
experiment. Doomed planets provide an interesting case where what
might appear to be ‘ideal’ abiotic conditions for life turn out to be
less than ideal.

When Tyupioric ® Tpres. We see in panels ¢) and d) in Figure 7
that the initial introduction of life in both experiments causes a large
population and corresponding rapid temperature increase. The tem-
perature quickly drops, and when 7). is constant, the microbe

MNRAS 000, 1-?? (2022)

community rapidly goes extinct. However when T),,.. ¢ varies, again
microbes can adapt to the colder environment and establish and main-
tain habitable conditions until the end of the experiment. This exam-
ple highlights that when conditions are ‘ideal’ for life, as life interacts
with and changes its environment it can degrade its own habitability.
If however life is then able to adapt to the changing environment,
this negative ‘anti-Gaian’ (i.e. self-destructive) (Kirchner 2002) im-
pact can be reduced. These examples demonstrate how the same
feedbacks between life and its environment can be ‘Gaian’ or ‘anti-
Gaian’ depending on the planetary context. The ‘Medea hypothesis’
(Ward 2009) has been proposed as a counter to the Gaia hypothesis
suggesting that life is inherently self-destructive and draws on exam-
ples of mass extinctions in Earth history as evidence towards this.
Doomed ExoGaia planets, where Ty pi0ic * Tjgeqr. might appear
to be an example of this, however if life fails to become established
on its planet, it is never fully integrated with its abiotic environ-
ment. For the majority of ExoGaia planets life must quickly integrate
with its planet and establish regulatory feedback loops to prevent the
planet reverting to an inhospitable state. This feature of the model is
incompatible with a view that life is inherently self-destructive.

5.2 Mean planetary temperature behaviour

The individual experiments presented in Section 5.1 show examples
where allowing 7). ¢ to vary between species leads to the biosphere
cooling its planet to lower temperatures than for experiments where
Tprey is fixed. Here we will look at how the mean temperature of
life-hosting ExoGaia planets is impacted by allowing T}, ¢ to vary
between species.

Figure 8 shows the mean temperature and population over time for
simulations where life survived until the end of the experiment (indi-
cated by the number in brackets in the legend) on the same ExoGaia
planet. 100 experiments were run for each scenario and when T}, ¢
was constant for all species, all 100 experiments had life surviving
until the end. When T, ¢ varied between species, 96 experiments
out of 100 had life survive until the end of the experiment. Both
cases - where T, ¢ is constant, and where T}, ¢ varies between
species - are shown in Figure 8. We find that the mean temperature
for planets hosting life where T}, ¢ varies is colder than for those
hosting life where T}, ¢ is constant, and that the total populations
of the microbial biospheres in each case are close in value.

Figure 8 shows that when 7).y can vary, the mean behaviour is
for the temperature of the ExoGaia planet to quickly cool to below
the value it is regulated at when 7). is constant. While in an
individual experiment, the temperature may at times increase (as
seen in Figure 6d) we find that the overall behaviour of the model is
for the microbes to rapidly cool the planet to the lowest temperature
a microbial biosphere can tolerate while successfully regulating their
environment, and then stabilise at this value.

Although there is nothing within our model specifically preventing
microbes from regulating the temperature at temperatures above the
original Tp.¢ = 1000 we find that the mean behaviour is for the
temperature to drop to below this value. This is due to the feedback
loops between microbe metabolisms, and temperature. As described
in Section 4, when 7). 5 is fixed for all microbes, planetary regula-
tion occurs only when T’ < Ty - Where Tp, . ¢ differs for different
microbe species, their growth rates will peak for different temper-
atures, some above the original T, ¢ = 1000, and some below.
However the system tends to colder temperatures due to the same
mechanism that lead to temperature regulation occurring only when
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Figure 9. Diagram showing varying temperature dependant fitness curved
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Tpref s the microbes act to cool the planet, whereas the background abiotic
chemistry in the set ups explored act to warm the planet.

for different species, a ‘cascading’ effect can take place pushing the
temperature to lower and lower values.

Figure 9 shows a representation of multiple microbe species’ fitness
curves peaking for different temperatures. Each time a species evolves
that has a slightly cooler T}, ¢ to the current microbe community,
they push the temperature cooler due to the feedback between their
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Figure 10. Figure showing the percentage of planets surviving at every time

step. Data includes all 10,000 simulations (100 experiments performed for
each 100 planets) explored in this work.

growth rate and temperature as shown in Section 4. This pushes the
climate to be too cold for the preexisting microbe community who
then die out and are replaced by microbes that have a lower T
Because the impact of a stable microbe biosphere on its environment
always leads to global cooling due to the atmosphere being overall
insulating, these same feedback loops do not occur when microbe
species preferring higher temperatures mutate into existence. There-
fore ExoGaia planets hosting microbial life with diverse temperature
preferences will tend to quickly cool to the lowest temperature a
microbe community can survive at and still be able to successfully
regulate their environment.

The abiotic state for the majority of potentially habitable ExoGaia
planets is that of an inhospitably hot planet, and so we can think of
the biosphere as in effect preventing a runaway greenhouse on their
planet. When allowing the microbial biosphere the ability to adapt to
different planetary temperatures, we might expect that as the abiotic
state of the planet is incredibly hot that the microbe community
would adapt towards hotter climates. Instead the opposite behaviour
emerges, where the microbial community instead further cool their
planet due to a ‘cascade’ of overlapping feedback loops between
planetary temperature and the growth rate of different species.

5.3 Survival prospects

Here we investigate how allowing 7).y to vary between species
impacts the success rate for establishment of life and maintenance of
long term habitability on ExoGaia planets.

As described in Section 4 the planet classifications used to describe
ExoGaia planets are based on two time scales - establishment and
long term habitability. Introducing varying T}, ¢ introduces a new
source of internal perturbations to the system. However with varying
Tprey the biosphere is able to adapt to fluctuations in the planetary
temperature, something not possible when 7). ¢ is fixed. We find
that whether the habitability prospects of a planet are improved or de-
graded by allowing varying T}, ¢ depends on the planetary context
and at what time in the experiment we are observing the planet.

Figure 10 shows the percentage of experiments (out of all 10,000
experiments - 100 experiments on 100 planets) that have life present
for each time step. Data is shown for both sets of experiments - where
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Planet classification ~ Frequency
Abiding 12
Bottleneck 27
Critical 21
Doomed 10
Extreme 30

Table 1. Table showing the frequency of each planet classification for experi-
ments where T}, ¢ is constant for all microbial species. Classifications for a
planet are determined by analysing the results of 100 individual experiments
with the same abiotic planetary configuration.

Tprey is constant for all species, and where T, ¢ varies between
species. Note the logged x axis. Figure 10 shows a rapid drop off early
on as life that emerges on a planet incompatible with its survival
rapidly goes extinct, and is followed by a slower decline at later
times. We see that for early time, experiments allowing 7). ¢ have a
higher survival rate than for experiments where 7). s is fixed. Over
time however, this improvement in survival rate for varying T f
reduces, until towards the end of the experiment, allowing 7, 5 to
vary results in a lower survival rate.

From Figure 10 we see that overall, it is slightly beneficial for the
microbial biosphere to be able to adapt to temperature changes early
on when they are becoming established on a planet, but as time goes
on this feature hurts their long term survival rate. When life first
emerges on a planet it often causes a large perturbation as the mi-
crobes first begin to interact with their environment (see the figures
for individual experiments in Section 5.1), therefore at early times,
soon after emerging, the ability to adapt to large temperature fluc-
tuations (e.g. the ability for microbes to emerge that can tolerate
the new temperature) can help the biosphere survive such pertur-
bations and avoid extinction. Introducing varying T, s however
also introduces an additional source of perturbations, as the microbe
community changes the value at which the planetary temperature is
regulated at can change, and this additional source of perturbation
can, over time, hinder long term survival prospects for a biosphere.

The original classification of the planet, e.g. what classification the
planet would have for a biosphere where T}, ¢ is constant, plays a
role in determining how beneficial or not introducing varying T f
is to the establishment and the long term habitability prospects of
life on that planet. Table 1 shows the abundance of each planetary
classification under scenarios where T}, ¢ is constant for the 100
planetary set ups explored in this work. We can separate the data for
both sets of experiments using the planet classifications in Table 1
to determine the differences in behaviour between different planet
classifications when introducing varying Tp,¢ -

In Figure 11 shows whisker and box plots ! for the change in es-
tablishment rate (out of 100 experiments for each planet) when we
introduce varying T, ¢ for each planetary class (as defined when
Tprey is constant). The orange line in each box plot indicates the
median change in establishment rate. The edges of the box extend
from the first quartile to the third quartile, and the whiskers of the box
extend to 1.5 times the interquartile range. Outliers are indicated by
individual points. If a planet initially had a success rate of 50/100 and

1 Created using the matplotlib.boxplot function in Python.
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vary between species.

this changes to 20/100 when introducing varying 7). ¢ this would
be recorded as a change of —30. These changes in establishment
success rates are calculated for each planet and grouped via planet
classification as defined when T}, ¢ is fixed. Extreme planets are
not included in Figure 11 as they have conditions incompatible with
life establishment under both experimental scenarios.

We find that the establishment rate of Abiding planets is minimally
impacted. By definition, when T}, ¢ is fixed, Abiding planets have
a establishment rate of 100% and so this rate cannot be improved
with introducing varying T}, ¢ but could be negatively impacted.
We find however that the establishment success for Abiding planets
is only very minimally impacted by introducing varying Tpyc f -

For Bottleneck planets, Figure 11 shows a median value of the change
in establishment success that is very close to zero, with the box
edges and whiskers positioned roughly symmetrically about zero.
This indicates that the overall establishment success is unchanged
for Bottleneck planets, but that individual experiments on Bottleneck
planets can be significantly impacted, both positively and negatively,
by allowing T),¢ ¢ to vary. On a Bottleneck planet, when T}, is
constant, the emergence of life causes a large perturbation on the
planet that life may or may not survive. Allowing 7)o ¢ to vary
can allow for life to adapt to this changing temperature and so avoid
extinction, but can also introduce an additional source of perturbation
into the system which could drive the biosphere to extinction.

For Critical planets Figure 11 shows a slight improvement on the
overall establishment success rate of planets, but again we see a
large variance in the data this time more skewed towards positive
values. Critical planets are prone to perturbations even when hosting
microbes where T}, ¢ is fixed, and Figure 11 demonstrates that
with varying T}, r Where microbes have a greater ability to adapt to
climactic changes occurring on their planet the establishment success
is slightly higher.

Figure 11 shows that Doomed planets experience clear improvement
in establishment success when we allow 7). ¢ to vary. When T}, ¢
is constant, these planets have a zero success rate of establishment as
the initial perturbation of life emerging on the planet always leads to
total extinction as conditions recover too slowly, or not sufficiently
enough to allow for life to survive (see Figure 7). On these planets,
the ability of life to adapt to changing temperatures allows for cases
where life can now survive the initial perturbation, and are able
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Figure 12. Change in long term habitability success rate when allowing
Tprey to vary between species.

to interact with their planet sufficiently to survive and adapt to the
resulting temperature.

Overall Figure 11 demonstrates that not only is the establishment
success for microbe communities where 7, ¢ can vary higher than
that for where this is fixed, agreeing with Figure 10 but that when we
analyse each planet class, as defined when 7}, ¢ is fixed, no plane-
tary class experiences a significantly decreased rate of establishment
success when T, ¢ is allowed to vary between species.

Figure 12 shows whisker and box plots for the change in long term
habitability success rate (out of 100 experiments for each planet).
Note that the same format for these plots applies as in Figure 11.
These rates are calculated as for the establishment success rates, but
instead for the number of planets that successfully host life until the
end of the experiment. We find that the planet classification impacts
whether introducing varying 7). s improves or hinders the overall
long term survival rate for life on a planet.

Figure 12 shows that the long term habitability (LTH) success rates
of Abiding planets is only slightly negatively impacted by introduc-
ing varying T, ¢ . The median value for the change in success rate
(indicated by the orange line) is close to zero, although some outliers
show a significant decrease in success rate. Overall introducing vary-
ing Tprep does not significantly impact the establishment success
rate, and only minimally negatively impacts the overall long term
habitability of Abiding planets. Abiding planets have background
abotic chemistry that form recycling feedback loops between atmo-
spheric chemicals even in the absence of life (which adds additional
feedback loops via its metabolism). This makes them less prone
to perturbations and overall provide a more stable environment for
life to interact with and regulate, and aids in the rapid recovery of
habitable conditions after perturbations. Therefore the introduction
of additional perturbations by letting T}, ¢ vary overall does not
greatly impact this stability. While some individual Abiding plan-
ets can have their LTH prospects significantly reduced by allowing
Tprey to vary, for the majority this change in the biosphere has little
impact on establishment and LTH success rates.

Bottleneck planets in Figure 12 show an overall decrease in their long
term habitability success rate. The median change in LTH success
rate is negative and the data skews towards negative values. On
a Bottleneck planet when T, 5 is fixed, introducing life to the
planet results in a large perturbation. If life survives this initial period
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and successfully establishes the planet then it goes on to survive
the full experiment. Therefore this initial perturbation is the largest
‘challenge’ for life to overcome on Bottleneck planets. When allowing
Tprey to vary, an additional source of perturbations is introduced
which can present additional challenges for life to overcome. In the
case of a Bottleneck planet where after successful establishment, if
Tprey is fixed, LTH success is guaranteed, this additional source
of perturbations overall negatively impacts the LTH changes for the
planet. Bottleneck planets that experience a higher LTH success rate
with varying T, s are those that had a higher establishment success
rate with varying 7).y enough to offset the additional source of
perturbation throughout the experiment.

Figure 12 shows an overall increase in the LTH success rate for
Critical planets. The median data point is slightly positive, and the
data skews towards positive values. Critical planets are prone to ex-
tinction causing perturbations at any point of their history as the
background abiotic chemistry contains fewer preexisting recycling
loops. The microbe community must in effect ‘fill in’ any missing
links between atmospheric chemicals to form recycling loops, but as
microbe metabolisms are temperature sensitive these links are prone
to fluctuations that can cause the recycling of atmospheric chemicals
to break down, leading to the uncontrolled build up of atmospheric
chemicals which can ultimately lead to extinction. Allowing Ty ¢
to vary introduces additional perturbations to the system, but also
allows the microbe community to adapt to changing conditions and
ultimately Figure 12 demonstrates that this leads to an increase in the
overall LTH success rate for Critical planets. We see again that there
is a large variation in the change in LTH success rate for Critical plan-
ets, some are strongly negatively impacted, and others are strongly
positively impacted. Therefore while overall LTH success rates are
improved, an individual experiment for a Critical planet might suffer
an extinction causing perturbation by allowing T}, ¢ to vary.

Doomed planets would have a establishment success rate of zero with
fixed Ty, r and therefore a LTH success rate of zero. Figure 12 shows
that allowing 7). ¢ to vary leads to an increase in the overall LTH
success rate of Doomed planets, and that for some individual Doomed
planets their LTH success rates are significantly improved. Therefore
for a Doomed planet, it is beneficial for the microbe community to
have differing T}, ¢ values for different species.

Overall, the largest decline in long term habitability prospects due
to varying Tp,. s between species is seen for Bottleneck planets,
and the largest improvement is seen for Critical planets. The results
shown in Figure 11 and 12 further demonstrate that the same actions
by life interacting with its planet could be deemed either ‘anti-Gaian’
or ‘Gaian’ depending on the planetary context and the particular
trajectory of any experiment. These results further the hypothesis that
the long term habitability prospects for a planet is not a deterministic
feature of planet, but a statistical phenomena that emerges from
the interactions between life and the abiotic environment, and that
individual planets could have many possible climatic trajectories
that they follow (Lenardic et al. 2016; Chopra & Lineweaver 2016;
Lenardic et al. 2019).

6 CONCLUSIONS

We have extended the ExoGaia model to investigate how allowing
the ‘ideal’ temperature (7, ¢ ) for microbes to vary between species
impacts the regulation of the surface temperature of ExoGaia planets,
and how this change impacts both the establishment success, and the
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LTH success of planets. For the model setup explored the majority
of potentially habitable ExoGaia planets have abiotic temperatures
that are far too high for life to tolerate. However when a microbial
biosphere is introduced to the planet, it is capable of ‘catching’ a
window of habitability and maintaining it for long time spans. By
consuming parts of the overall insulating atmosphere the collective
impact of the biosphere is to cool its host planet.

We find that, overall, when allowing temperature preferences to vary
between species, the microbial community drive the climate to lower
temperatures, towards the limit of what they can tolerate while still
being able to successfully recycle atmospheric chemicals and main-
tain a constant population. This is due to the default setup of ExoGaia
planets explored in this work, where the atmosphere is overall insu-
lating, and so the impact of the biosphere on the atmosphere is to
reduce its insulating effect, as it removes atmospheric chemicals.
This leads to the microbe community regulating at lower tempera-
tures via a ‘cascade’ effect when 7). ¢ varies between species - the
temperature is driven to lower and lower temperatures as microbes
evolve that are better adapted to cooler climates (see Section 5.2 for
the mechanism behind this behaviour). Therefore, to form biosig-
nature predictions for a temperature limited biosphere these results
would imply that the strength of the biosignature produced would be
impacted by the point at which the biospheres’ impact on the climate
becomes self limiting to its growth.

These results predict that inhabited planets with insulating atmo-
spheres might have significantly colder climates than abiotic models
would predict, as is the case on Earth (Schwartzman & Volk 1989).
Allowing temperature adaptation of the microbe community only
accentuates the difference between the biotic and abiotic state of an
ExoGaia planet. The overall behaviour of the model is not for the bio-
sphere to adapt towards the abiotic state of a warm climate, but for the
planetary temperature to be kept cool via the biosphere’s regulation
of the atmosphere. This feedback mechanism, where a temperature
limited biosphere regulates the climate, is proposed to be a method
for stabilising the climate of potentially habitable H, dominated
greenhouse planets (Abbot 2015) thus maintaining habitability on
these planets for much longer time spans. Therefore understanding
the behaviour of a temperature limited biosphere might be impor-
tant for understanding the habitable zone, and long term habitability
prospects, for such planets.

The behaviour of the ExoGaia model predicts that observational ev-
idence of two planets at similar radii around similar stars, but with
significantly different climates, might indicate the presence of a bio-
sphere on one planet but not the other. It is speculated that in our own
solar system the dramatically different climates of Venus and Earth,
despite similar bulk properties, might not solely be the results of their
differing levels of incoming radiation from our sun, but instead might
instead represent two alternative states of the same planetary system
(Lenardic et al. 2016). If this is the case, and if life can play a role
in determining the end climactic state of its planet, then it could be
possible that an inhabited Venus would be significantly cooler than
Venus’ current climate. While we cannot ‘rewind’ time to the begin-
ning of our solar system to investigate possible alternative states for
Earth and Venus, using observational data from other solar systems
similar to our own gives us the opportunity to test whether Venus and
Earth’s present day climates are more, or less, deterministic. Find-
ing a solar system similar to our own, but with an Earth-like planet
closer in towards the star and a Venus-like planet further out could
indicate that the climatic states of these planets are not solely due
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to positioning in the solar system but to additional factors, including
possibly the presence, or lack thereof, of a biosphere.

While ExoGaia is an abstract model and so cannot be used for form-
ing quantitative predictions for specific planets, the results explored
in this work mirror some of the behaviour regarding how life has
impacted the Earth over time. It is predicted that the Earth would
be significantly warmer in the absence of life (Schwartzman & Volk
1989) and it is thought that during Earth’s history life has triggered
significant periods of glaciation (Kopp et al. 2005). That the ExoGaia
model reproduces some of the climactic behaviour of Earth’s history,
albeit in a highly idealised and abstract way, increases our confidence
in using the model to form generalised predictions for the search for
life beyond our own planet.

These results demonstrate that the same impacts from life on its planet
could be beneficial or harmful to its habitability prospects, and that
this depends on the planetary context. Therefore the presence of
‘anti-Gaian’ impacts of life on its environment is not incompatible
with Gaia theory but further demonstrates that the whole system -
both the abiotic planetary components and the biosphere must be
considered together to form a complete understanding of the planet.
Doomed planets in the ExoGaia model demonstrate that what could
appear to be a hospitable planet under abiotic conditions, does not
necessarily translate to a high rate of establishment success by life,
or long term habitability. As life interacts with its environment it will
change it, and if conditions were already ‘ideal’ this impact by life
will degrade the environment and could push conditions to beyond
habitable bounds. If life is able to adapt to changing conditions
however the risk of extinction is reduced.

Our results show that overall the establishment success of ExoGaia
planets is improved by allowing the ‘ideal’ temperature preferences
to vary between species, however the long term habitability (LTH)
success rates are slightly decreased, most significantly decreased for
Bottleneck planets. However the life in ExoGaia is incredibly simple,
and there is no scope within the model for increasing ecosystem com-
plexity (e.g. the evolution of decomposers or secondary consumers).
Multiple models demonstrate that increasing complexity of ecosys-
tems leads to a higher level of stability (Harding 1999; Christensen
etal. 2002; Becker & Sibani 2014; Arthur & Nicholson 2022), mean-
ing that over time as a biosphere becomes more complex it would
become more stable and less susceptible to perturbations. Addition-
ally microbes can become more resilient to perturbations if they have
previously experienced similar stressors in their history (Lambert &
Kussell 2014). These features of more complex ecosystems could
counteract the slight decrease in LTH success seen in the ExoGaia
model when T, ¢ varies between microbe species. The ExoGaia
model is most representative of simple life emerging on a young
planet before enough time has sufficiently elapsed for the biosphere
to become more complex, and we find that the ability of microbes to
adapt to changing environmental conditions overall improves their
changes of success for successfully becoming established on their
planet.

These results add to hypotheses that the ‘habitable zone’ around a
star might not be a deterministic property of a given stellar system
with sharp boundaries, but rather a statistical probability of finding a
life bearing planet (Arthur & Nicholson 2022).This work takes steps
towards beginning to determine a probabilistic biotic habitable zone.

7 FUTURE WORK

As visiting a distant planet to directly observe life is not possible,
detailed abiotic and biotic models of planetary climates are crucial for
verifying potential future biosignature detections (Catling et al. 2018;
Walker et al. 2018). Determining whether a potential biosignature is
indicitive of life will strongly depend on the context of the planet
being observed (Seager 2013b; Claudi. 2017; Kiang et al. 2018;
Schwieterman et al. 2018; Krissansen-Totton et al. 2022a).

Forming predictions for biosignature observations requires detailed
realistic models of life-climate interaction for a wide array of plan-
etary conditions (Krissansen-Totton et al. 2022b). Detailed abiotic
exoplanet models are being developed for a wide range of detected
planets (Amundsen et al. 2016; Boutle et al. 2017; Collins 2021;
Fauchez et al. 2021), and models of biogeochemistry have been de-
veloped for various points in Earth’s history (Kharecha et al. 2005;
Daines et al. 2017; Lenton et al. 2018; Zakem et al. 2020). Combin-
ing these modelling efforts will be crucial for forming biosignature
predictions to compare to real data from distant planets.

Nicholson et al. (2022) takes a step towards developing a framework
for predicting biosignatures for life limited by nutrient availability,
and a biomass based model has been developed by Seager et al.
(2013) to estimate the plausibility of biosignature gases. Similar
work is required to extend this work into developing realistic models
of potential biosignatures for life limited by planetary temperature.
With these different models for assessing the potential biospheres
for life under different limiting regimes, we can develop a suite of
biosignature predictions to compare with observational data from
exoplanets.
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