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Abstract

Diffusion in heterogeneous media partitioned by semi-permeable interfaces has a wide range of applica-
tions in the physical and life sciences, including gas permeation in soils, diffusion magnetic resonance imaging
(dMRI), drug delivery, thermal conduction in composite media, synaptic receptor trafficking, and intercellu-
lar gap junctions. At the single particle level, diffusion across a semi-permeable interface can be formulated
in terms of so-called snapping out Brownian motion (SNOBM). The latter sews together successive rounds
of reflected BM, each of which is restricted to one side of the interface. Each round of reflected BM is killed
when the local time at the interface exceeds an independent, exponentially distributed random variable.
(The local time specifies the amount of time a reflected Brownian particle spends in a neighborhood of the
interface.) The particle then immediately resumes reflected BM on the same side or the other side of the
interface according to a stochastic switch, and the process is iterated. In this paper, we develop a Monte
Carlo algorithm for simulating a two-dimensional version of SNOBM, which is used to solve a first passage
time (FPT) problem for diffusion in a domain with semi-permeable partially absorbing traps. Our method
combines a walk-on-spheres (WOS) method with an efficient algorithm for computing the boundary local
time that uses a Skorokhod integral representation of the latter. We validate our algorithm by comparing
the Monte Carlo estimates of the MFPT to the exact solution for a single circular trap, and show that our
simulations are consistent with asymptotic results obtained for the 2D narrow capture problem involving
multiple small circular targets. We also discuss extensions to higher dimensions.
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1. Introduction

The mathematical analysis of single-particle diffusion through a semi-permeable interface is important
for our understanding of transport phenomena in physical and biological systems. Such processes include
molecular transport through lipid bilayers [2, 3, 4, 5], the dynamics of gap junctions [6, 7, 8], thermal
conduction in composite media [9, 10, 11], diffusion magnetic resonance imaging (dMRI) [12, 13, 14, 15]
and drug delivery [16, 17, 18]. Furthermore, it was recently shown that the trafficking of neurotransmitter
receptor proteins in the postsynaptic membrane of neurons can be mathematically formulated in terms of
a reaction-diffusion system involving semipermeable membranes which separate the bulk of the neuronal
membrane from the synaptic regions [19]. A mathematical understanding of this phenomenon provides
insights into how synaptic strengths are modulated during learning and memory [20].

Population level models for transport through semi-permeable membranes can be formulated using the
Kedem-Katchalsky equations, which were originally derived using arguments from statistical thermodynam-
ics [21, 22, 23]. Alternatively, these processes can be described at the level of single-particle diffusion, which
allows for the utilization of tools from stochastic analysis and Monte Carlo methods. It has been shown that
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one-dimensional (1D) diffusion through a semi-permeable interface at the origin is equivalent to a process
called snapping out Brownian motion (SNOBM). The latter links together a sequence of reflected Brownian
motions (BMs) that are killed at the semipermeable interface and then reset on either side of the interface
as determined by a stochastic switch [24, 25]. Each round of reflected BM is killed when its local time at
x = 0± exceeds an exponentially distributed random variable. (The local time at x = 0+ (x = 0−) is a
Brownian functional that specifies the amount of time a positively (negatively) reflected Brownian particle
spends in contact with the right-hand (left-hand) side of the interface [26, 27, 28].)

Recently, 1D SNOBM has been reformulated in terms of a renewal equation that relates the full prob-
ability density of particle position to the probability densities of partially reflected BMs on either side of
the interface [29]. (In Ref. [24] a corresponding backward equation was derived using the theory of semi-
groups and resolvent operators.) It can be shown that the solution of the renewal equation satisfies the
single-particle diffusion equation with boundary conditions imposed on the semipermeable interface that
are equivalent to that of the Kedem-Katchalsky equations. The renewal theory of SNOBM has also been
extended to bounded domains and higher spatial dimensions, and to include non-Markovian mechanisms for
killing each round of reflecting BM [30, 31]. The latter leads to a time-dependent permeability that tends to
be heavy-tailed. Formulating interfacial diffusion in terms of SNOBM thus provides a general probabilistic
framework for modeling semi-permeable membranes. Another important feature of SNOBM is that it is a
stochastic process that generates exact sample paths of BM in the presence of a semi-permeable interface.
This implies that developing an efficient numerical scheme for simulating SNOBM in multiple dimensions
could be used to obtain approximate solutions of non-trivial boundary value problems (BVPs) in the pres-
ence of semi-permeable interfaces. The construction of such a scheme for two-dimensional (2D) domains is
the main goal of the current paper. A computational method for finding solutions to the 1-D single-particle
diffusion equation in the presence of one or more semi-permeable interfaces has been developed in terms of
underdamped Langevin equations [18, 32]. In this method, the particle trajectory is simulated by sampling
a sequence of Gaussian random numbers and numerically solving the Langevin equations using the GJF
integrator. When the particle encounters a semi-permeable interface, the particle is reflected with a fixed
probability that depends on the mass of the particle and permeability of the interface. The reflection prob-
ability is derived by assuming the particle ensemble is in thermal equilibrium and applying Fick’s first law.
However, this is distinct from SNOBM, which is an exact single-particle realization of diffusion through an
interface in the over-damped limit. Additionally, our SNOBM based numerical method uses computationally
efficient kinetic Monte Carlo techniques and requires no numerical integration.

In order to construct our numerical algorithm we focus on the particular problem of diffusion in a
bounded 2D domain Ω ⊂ R

2 containing one or more partially absorbing traps Uj ⊂ Ω, j = 1, . . . , N .
The boundary ∂Uj of the j-th trap is taken to be a closed 1D semi-permeable interface with constant
permeability κj ∈ (0,∞) and directional bias αj ∈ (0, 1). Thermodynamically speaking, the latter could
be interpreted as a discontinuity in the chemical potential across the interface. Whenever a particle enters
a trap, it can be absorbed at a constant Poisson rate γ. It follows that natural quantities of interest
include the splitting probabilities and unconditional mean first passage time (MFPT) for absorption by the
traps. Each of these quantities satisfies a non-trivial BVP. In this paper we use the stochastic differential
equations (SDEs) of SNOBM to build Monte Carlo numerical methods for simulating the reaction-diffusion
process and thus finding numerical solutions of the corresponding BVPs. Effective simulation of SNOBM is
highly dependent on accurate computations of the boundary local times that are used to determine when
each round of reflecting BM is killed. (Similar issues arise in encounter-based models of partially absorbing
reactive surfaces [33, 34, 35].) Accurately and efficiently computing boundary local times can be numerically
challenging and depends on the mathematical representation of the local time [36, 1, 33, 34].

The numerical scheme presented in this paper consists of two major elements. First, we use a walk-on-
spheres (WOS) algorithm to compute the time for each excursion from a point in the interior of the domain
to enter a small ǫ-neighborhood of the boundary ∂Ω∪N

j=1 ∂Uj . The WOS algorithm involves simulating the
trajectory of a Brownian particle by treating the dynamics as a sequence of diffusions inside of spheres (disks
in 2D) with totally absorbing boundaries. The position of the particle is updated by randomly sampling a
point on the surface of the sphere and then repeating the process until the particle enters the boundary layer.
When the particle is sufficiently far from any boundaries, this method of simulation provides exact results
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and is more computationally efficient than the standard Euler-Maruyama method. The WOS algorithm
was originally introduced by Müller in [37] to solve Dirichlet BVPs. For this application, the simulation is
terminated once the particle enters the boundary layer and is projected onto the nearest boundary point. In
order to compute the solution to the Laplace BVP, one only needs the boundary point at the termination
time. On the other hand, to determine quantities such as the MFPT for more complicated reaction-diffusion
processes, one also needs to compute the time elapsed between successive WOS iterations. We implement
this using an exact analytical formula for the survival probability of diffusion in a totally absorbing disk
similar to Ref. [38]. The second component of our numerical scheme is an accurate method for computing
the local time when the Brownian particle is in an ǫ-neighborhood of the boundary, which is based on the
Skorokhod integral representation of the boundary local time [39]. This allows us to calculate the local times
with much higher accuracy than previous algorithms. Additionally, the Skorokhod integral representation
requires limited data generated from particle-boundary collisions, which simplifies simulating the particle
trajectory near a boundary and lowers computation times.

The structure of the paper is as follows. In section 2, we describe the two complementary approaches to
calculating the MFPT and splitting probabilities associated with the 2D reaction-diffusion process involving
multiple partially absorbing semi-permeable traps. First, we derive BVPs using the forward and backward
reaction-diffusion equations and find the exact solution to the MFPT BVP for a single circular trap. Next, we
formulate 2D SNOBM in terms of a sequence of killed reflected Brownian motions and derive the associated
SDEs and random killing times. In section 3, we present our stochastic simulation algorithm that solves
the SDEs of SNOBM and generates Monte Carlo estimates of the MFPT and splitting probabilities. In
section 4, we perform a number of numerical tests to evaluate the accuracy and convergence of the SNOBM
Monte Carlo simulations. First, we compare our local time algorithm to one developed in Ref. [1] by solving
for the MFPT in a unit disk with a partially reactive boundary. Second, we compare the Monte Carlo
estimates of the MFPT to the exact solution of the BVP for a single circular trap. Finally, we consider
a more complicated configuration consisting of three circular traps within the unit disk. In this case we
cannot obtain an exact analytical solution of the BVPs. Therefore, we take the trap radii to be much
smaller than unity, which allows us to obtain approximations of the MFPT and splitting probabilities using
Green’s function and matched asymptotic methods. Such methods are used widely to solve so-called narrow
capture problems [40, 41, 42], which we adapt to include the effects of semi-permeable interfaces. (The
details are presented in the appendix.) We show that our asymptotic results are in good agreement with
the corresponding numerical simulations for sufficiently small traps, and explore how errors increase with
the size of the traps.

2. Diffusion with semi-permeable partially absorbing traps

Consider a Brownian particle with positionXt at time t diffusing in a bounded domain Ω ⊂ R
2 containing

N traps Uj ⊂ Ω, j = 1, . . . , N where ∂Ω is a smooth totally reflecting boundary, see Fig. 1. Each trap
boundary ∂Uj acts as semi-permeable interface with permeability κj and directional bias αj ∈ [0, 1]. The
particle has a space dependent diffusivity given by

D(x) =

{
D0, x ∈ Ω\U ,
Dj , x ∈ Uj , j = 1, . . . , N,

(2.1)

where D0 and Dj are positive constants. Let Ua = ∪N
j=1Uj and the indicator function be denoted by

IUj
(x) =

{
1, x ∈ Uj

0, x /∈ Uj

. (2.2)

Absorption occurs when there exists a j = 1, . . . , N such that A
(j)
t ≥ Âj where

A
(j)
t =

∫ t

0

IUj
(Xτ ) dτ (2.3)
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is a Brownian functional called the occupation time that tracks the amount of time the particle has spent
in the trap region Uj and Âj is an independent random time with

P

[
Âj < a

]
= 1− e−γa, a ≥ 0. (2.4)

Define the first passage time as

T = inf
{
t > 0 : ∃j

∣∣∣ A(j)
t ≥ Âj

}
, (2.5)

The unconditional MFPT and the splitting probabilities are then

T (x) = E [T |X0 = x] , (2.6a)

πj(x) = P [XT ∈ Uj |X0 = x] , j = 1, . . . , N, (2.6b)

respectively. One can use forward and backward reaction-diffusion equations to derive boundary value
problems for the MFPT and splitting probabilities along the lines of [31]. Alternatively, one can formulate
the reaction-diffusion process in terms of SDEs, which can be solved using Monte Carlo methods. Both
approaches are described below.

2.1. Derivation of the boundary value problems

The probability density of the diffusion process denoted by

p(x, t|y)dx = P [Xt ∈ (x,x+ dx)|X0 = y ∈ Ω] (2.7)

satisfies the following system of forward reaction diffusion equations [30]:

∂

∂t
p(x, t|y) = D0∇2

x
p(x, t|y), x ∈ Ω\Ua, (2.8a)

∇xp(x, t|y) · n0 ≡ J(x, t|y) = 0, x ∈ ∂Ω, (2.8b)

∂

∂t
p(x, t|y) = Dj∇2

x
p(x, t|y)− γp(x, t|y), x ∈ Uj , (2.8c)

D0∇xp(x
+, t|y) · nj = Dj∇xp(x

−, t|y) · nj ≡ Jj(x, t|y), x ∈ ∂Uj , (2.8d)

Jj(x, t|y) = κj
[
(1− αj)p(x

+, t|y)− αjp(x
−, t|y)

]
, x ∈ ∂Uj , (2.8e)

x0

Ω

∂Ω
Uj

n0

nj

∂Uj
-

∂Uj
+

Figure 1: A particle diffuses in a bounded domain Ω ⊂ R2 containing N partially absorbing traps Uj , j = 1, . . . , N . Whenever
the particle is within the trap domain Uj , it can be absorbed at a rate γ.The outward unit normals of ∂Ω and ∂Uj are denoted
by n0 and nj , respectively. [Insert: The boundary ∂Uj of the jth trap acts as a semipermeable interface.]
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where n0 and nj are the outward pointing normal vectors to ∂Ω and Uj respectively, see Fig. 1. The
probability density function of T is given by

P [T ∈ (t, t+ dt)|X0 = y] = −∂Q(y, t)

∂t
dt, (2.9)

where

Q(y, t) = P [T > t|X0 = y] =

∫

Ω

p(x, t|y)dx (2.10)

is the survival probability of the reaction-diffusion process. Using equation (2.8) and the divergence theorem,
we can write

−∂Q(y, t)

∂t
= −

∫

Ω\Ua

D0∇2p(x, t|y)dx−
N∑

j=1

∫

Uj

[
Dj∇2p(x, t|y)− γp(x, t|y)

]
dx

=

N∑

j=1

[∫

∂U+
j

D0∇p(x, t|y) · n1dx−
∫

∂U−

j

Dj∇p(x, t|y) · n1dx+ γ

∫

Uj

p(x, t|y)dx
]

= γ

N∑

j=1

∫

Uj

p(x, t|y)dx ≡
N∑

j=1

Jj(y, t). (2.11)

Therefore, the unconditional MFPT can be written as

T (y) =

∫ ∞

0

t

N∑

j=1

Jj(y, t)dt =

N∑

j=1

∫ ∞

0

− ∂

∂s

[
e−stJj(y, t)

]∣∣∣∣
s=0

dt = −
N∑

j=1

∂

∂s
J̃j(y, s)

∣∣∣∣
s=0

, (2.12)

where J̃ (x, s) is the Laplace transform of the probability flux into the trap region. The splitting probabilities
can be written as

πj(y) =

∫ ∞

0

Jj(y, t)dt = J̃j(y, 0). (2.13)

Using equations (2.12) and (2.13) along with the backward reaction-diffusion equation derived bellow, we
can obtain BVPs for the MFPT and splitting probabilities.

The generator of the diffusion process is L = ∇2. Let D(L) ⊂ L2(Ω) be the operator domain with
associated boundary conditions (2.8b), (2.8d), and (2.8e). We have that L = L† but the boundary conditions
of the adjoint domain D(L†) need to be calculated explicitly. Observe that for f ∈ D(L) and g ∈ D(L†), we
have that

〈Lf, g〉 =
∫

Ω

g∇2fdx =

∫

Ω\Ua

g∇2fdx+
N∑

j=1

∫

Uj

g∇2fdx (2.14)

Using Green’s first identity and applying the exterior boundary condition (2.8b) to f , the first integral in
(2.14) can be written as

∫

Ω\Ua

g∇2fdx = −
∫

Ω\Ua

∇f · ∇gdx−
N∑

j=1

∫

∂U+
j

g∇f · njdx

=

∫

Ω\Ua

f∇2gdx−
∫

∂Ω

f∇g · n0dx−
N∑

j=1

∫

∂U+
j

[g∇f · nj − f∇g · nj ] dx. (2.15)
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Similarly, we have that
∫

Uj

g∇2fdx =

∫

Uj

f∇2gdx+

∫

∂U−

j

[g∇f · nj − f∇g · nj ] dx. (2.16)

Substituting equations (2.15) and (2.16) into (2.14) yields

〈Lf, g〉 =
〈
f,L†g

〉
−
∫

∂Ω

f∇g · n0dx+

N∑

j=1

(∫

∂U−

j

−
∫

∂U+
j

)
[g∇f · nj − f∇g · nj ] dx. (2.17)

The boundary integrals in equation (2.17) must sum to zero for all f ∈ D(L) and g ∈ D(L†). Therefore, we
can impose the adjoint boundary conditions

∇g · n0 = 0, x ∈ ∂Ω, (2.18a)

g∇f · nj − f∇g · nj = 0, x ∈ ∂U±
j (2.18b)

Take f(x) = p(x, t|y) and g(x) = p(z, t|x) and set

Ij(z, t|x±) = D(x±)∇xp(z, t|x±) · nj , x
± ∈ ∂U±

j (2.19)

From (2.18b), we have that

p(z, t|x+)Jj(x, t|y)− p(x+, t|y)Ij(z, t|x+) = 0 = p(z, t|x−)Jj(x, t|y)− p(x−, t|y)Ij(z, t|x−). (2.20)

Therefore, equation (2.8e) implies that

Ij(z, t|x−)p(x−, t|y)− Ij(z, t|x+)p(x+, t|y) = κjαj

[
p(z, t|x+)− p(z, t|x−)

]
p(x−, t|y)

−κj(1 − αj)
[
p(z, t|x+)− p(z, t|x−)

]
p(x+, t|y). (2.21)

Equating coefficients of p(x+, t|y) and p(x−, t|y) yields
Ij(z, t|x+) = κj(1 − αj)

[
p(z, t|x+)− p(z, t|x−)

]
, (2.22a)

Ij(z, t|x−) = κjαj

[
p(z, t|x+)− p(z, t|x−)

]
(2.22b)

which implies that αjIj(z, t|x+) = (1 − αj)Ij(z, t|x−). Therefore, the backward equations can be written
as

∂

∂t
p(z, t|x) = D0∇2

x
p(z, t|x), x ∈ Ω\Ua, (2.23a)

∇xp(z, t|x) · n0 = 0, x ∈ ∂Ω, (2.23b)

∂

∂t
p(z, t|x) = Dj∇2

x
p(z, t|x)− γp(z, t|x), x ∈ Uj , (2.23c)

αjD0∇xp(z, t|x+) · nj = (1− αj)Dj∇xp(z, t|x−) · nj ≡ J†
j (z, t|x), x ∈ ∂Uj , (2.23d)

J†
j (z, t|x) = κjαj(1− αj)

[
p(z, t|x+)− p(z, t|x−)

]
, x ∈ ∂Uj . (2.23e)

Integrating (2.23) with respect to z over Uj , Laplace transforming, and applying the initial condition

Jj(x, 0) = γ

∫

Uj

δ(z − x)dz = γIUj
(x), (2.24)

one finds that

D0∇2J̃j(x, s)− sJ̃j(x, s) = 0, x ∈ Ω\Ua, (2.25a)

∇J̃j(x, s) · n0 = 0, x ∈ ∂Ω, (2.25b)

Dk∇2J̃j(x, s)− (s+ γ)J̃j(x, s) = −γδjk, x ∈ Uk, (2.25c)

αkD0∇J̃j(x
+, s) · nk = (1− αk)Dk∇J̃j(x

−, s) · nk ≡ J̃jk(x, s), x ∈ ∂Uk, (2.25d)

J̃jk(x, s) = κkαk(1− αk)
[
J̃j(x

+, s)− J̃j(x
−, s)

]
, x ∈ ∂Uk (2.25e)
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Letting s→ 0, and using the fact that

lim
s→0

sJ̃j(x, s) = lim
t→∞

Jj(x, t) = 0 (2.26)

yields the BVP

∇2πk(x) = 0, x ∈ Ω\Ua, (2.27a)

∇πk(x) · n0 = 0, x ∈ ∂Ω, (2.27b)

∇2πk(x)−
γ

Dj
πk(x) = − γ

Dj
δj,k, x ∈ Uj , (2.27c)

αjD0∇πk(x+) · nj = (1 − αj)Dj∇πk(x−) · nj ≡ Pk,j(x), x ∈ ∂Uj , (2.27d)

Pk,j(x) = κjαj(1− αj)
[
πk(x

+)− πk(x
−)
]
, x ∈ ∂Uj . (2.27e)

Summing equation (2.25) over j = 1, . . . , N , differentiating with respect to s, and letting s→ 0 yields

∇2T (x) = − 1

D0
, x ∈ Ω\Ua, (2.28a)

∇T (x) · n0 = 0, x ∈ ∂Ω, (2.28b)

∇2T (x)− γ

Dj
T (x) = − 1

Dj
, x ∈ Uj , (2.28c)

αjD0∇T (x+) · nj = (1 − αj)Dj∇T (x−) · nj ≡ Mj(x), x ∈ ∂Uj , (2.28d)

Mj(x) = κjαj(1− αj)
[
T (x+)− T (x−)

]
, x ∈ ∂Uj . (2.28e)

An exact solution to BVP (2.28) can be obtained when N = 1 and Ω and U are concentric disks. For
N > 2, one can obtain approximate solutions to both (2.28) and (2.27) using matched asymptotic analysis
and Green’s function methods (see appendix).

Various limiting cases have been analyzed elsewhere. For example, in the limit κj → ∞ with αj = 1/2,
the particle can freely diffuse into the trap Uj , which acts as partially absorbing interior with absorption
rate γ. This problem was analyzed in [43]. On the other hand, if γ → ∞ and the κj remain finite, then the
boundaries ∂Uj act as partially reactive surfaces and the boundary conditions (2.8d) and (2.8d) are replaced
with the Robin boundary conditions [42]

D∇p(x, t|y) · nj = κjp(x, t|y), x ∈ ∂Uj, j = 1, . . . , N. (2.29)

Finally, if both κj → ∞ and γ → ∞, then the trap boundaries are totally absorbing with Dirichlet boundary
conditions [40, 41, 44]

p(x, t|y) = 0, x ∈ Uj , j = 1, . . . , N. (2.30)

2.2. A single circular trap in the unit disk

Let Ω be the unit disk containing a single circular trap U1 centered at the origin with radius R < 1. If
we let r = ‖x‖ and D0 = D1, then the BVP (2.28) becomes

∂2T

∂r2
+

1

r

∂T

∂r
= − 1

D0
, r ∈ (R, 1), (2.31a)

∂rT (1) = 0, (2.31b)

∂2T

∂r2
+

1

r

∂T

∂r
− γ

D0
T = − 1

D0
, r ∈ (0, R), (2.31c)

α∂rT (R
+) = (1 − α)∂rT (R

−) =
κα(1 − α)

D0

[
T (R+)− T (R−)

]
. (2.31d)
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The general solution to equations (2.31a) and (2.31c) is given by

T (r) =

{
AI0

(√
γ/D0r

)
+ 1/γ, r ∈ [0, R−],

−r2/4D0 +B ln(r) + C, r ∈ [R+, 1],
(2.32)

where A, B, and C are constants. Substituting equation (2.32) into equations (2.31b) and (2.31d) and
solving for A, B, and C yields

T (x) =
1

2γD0κR(1− α)


η(x) + α

√
γD0κ(1−R2)

I0

(√
γ/D0R

)

I1

(√
γ/D0R

)


 , ‖x‖ > R, (2.33)

where

η(x) = κγR(1− α)

[
ln

(‖x‖
R

)
− ‖x‖2

2
+
R2

2
+

2D0

γ

]
+ γD0(1−R2). (2.34)

2.3. Snapping out Brownian motion

An alternative approach to solving BVPs for the MFPT and splitting probabilities is to reformulate the
reaction-diffusion process in terms of the SDEs and random killing times of multi-dimensional SNOBM. This
representation allows us to develop a stochastic simulation algorithm that computes Monte Carlo estimates
of the MFPT and splitting probabilities.

Let Xt denote the position of the particle at time t. The dynamics of SNOBM can be described in terms
of a sequence of killed reflecting Brownian motions [24, 29, 30] in either Ω\Ua or Uj , j = 1, . . . , N . Let Tn

denote the time of the nth killing (with T0 = 0), and suppose that this occurs at position XTn
= zn ∈ ∂Uj .

Immediately after the killing event, the position of the particle is taken to be

XTn
= B(n)

j z−
n +

(
1− B(n)

j

)
z+
n , (2.35)

where B(n)
j ∼ Ber(αj) is an independent Bernoulli random variable. That is, the particle executes the

next round of reflecting BM in Ω\Ua with probability 1 − αj and in Uj with probability αj . Suppose that
Xt ∈ Ω\Ua for t ∈ (Tn,Tn+1), that is, XTn

= z+n , and introduce the boundary local times

L
(k)
t (Tn) = lim

h→0

D

h

∫ t

Tn

Θ
(
h− dist(Xτ , ∂U+

k )
)
dτ, k = 1, . . . , N, (2.36)

and

L
(b)
t (Tn) = lim

h→0

D

h

∫ t

Tn

Θ(h− dist(Xτ , ∂Ω)) dτ, (2.37)

where Θ denotes the Heaviside function. The boundary local times L
(j)
t (Tn) and L

(b)
t (Tn) are a set of

Brownian functionals that track the amount of the time the particle is in contact with the boundaries ∂Uj

and ∂Ω over the time interval [Tn, t]. It can be proven that the local times exist, and are continuous, positive
increasing functions of time [26, 27, 28]. The SDE for Xt, t ∈ (Tn,Tn+1), is given by the so-called Skorokhod
equation for reflecting BM in the bounded domain Ω containing N partially reactive surfaces ∂Uj :

dXt =
√
2DdWt +

N∑

j=1

nj(Xt)dL
(j)
t (Tn)− n0(Xt)dL

(b)
t (Tn), Xt ∈ Ω\Ua, t ∈ (Tn,Tn+1). (2.38)

Formally speaking,

dL
(j)
t (Tn) =

∫

∂Uj

δ(Xt − z)dz, dL
(b)
t (Tn) =

∫

∂Ω

δ(Xt − z)dz, (2.39)
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so that each time the particle hits a boundary it is given an impulsive kick back into the domain in a
direction perpendicular to the boundary. The time of the next killing is then determined by the condition

Tn+1 = inf
{
t > Tn : ∃k

∣∣∣ L(k
t (Tn) ≥ L̂k

}
, (2.40)

and L̂k is an independent randomly generated local time threshold with

P

[
L̂k < ℓ

]
= 1− e−κkℓ/2, ℓ ≥ 0. (2.41)

On the other hand, if XTn
= z−

n then the next round of reflecting BM takes place in the domain Uj with a
single partially reactive surface ∂Uj . The corresponding SDE is

dXt =
√
2DdWt − nj(Xt)dL

(j)
t (Tn), Xt ∈ Uj, t ∈ (Tn,Tn+1), (2.42)

with

L
(j)
t (Tn) = lim

h→0

D

h

∫ t

Tn

Θ
(
h− dist(Xτ , ∂U−

k )
)
dτ (2.43)

so that

Tn+1 = inf
{
t > Tn : ∃j

∣∣∣ L(j)
t (Tn) ≥ L̂j

}
. (2.44)

In summary, the dynamics of SNOBM consists of sewing together successive rounds of reflecting BM,
each of which evolves according to the SDE (2.38) or (2.42). Each round is killed when the local time at one
of the accessible trap boundaries exceeds an exponentially distributed random threshold. (The threshold is
independently generated each round.) Following each round of killing, a biased coin is thrown to determine
which side of the interface the next round occurs. The sequence of reflected Brownian motions is permanently
terminated when the amount of time spent in one of the traps exceeds its corresponding occupation time
threshold, which occurs at the time T , see equation (2.5).

3. Stochastic simulation algorithm

In this section, we present a Monte Carlo algorithm that solves the SDEs of SNOBM and calculates the
MFPT and splitting probabilities. We first use a walk-on-spheres (WOS) method to calculate the time of
each excursion from the interior of the domain to an ǫ-neighborhood of the boundary. To speed up the
algorithm, we use the exact solution for the survival probability in the unit disk to compute the WOS time
increments. We then utilize a Skorokhod integral representation [39] to compute the boundary local times.

3.1. The walk-on-spheres method

In Fig. 2, we illustrate schematically a single run of the WOS algorithm in domain contained zero or
two interior boundaries. In both cases, the position of the particle is updated by randomly sampling a point
on the surface of a maximally extended disk and then repeating the process until the particle enters a small
neighborhood of the boundary. The total time to reach the boundary layer is calculated using an exact
analytical formula for the survival probability of diffusion in a totally absorbing disk, as we now explain.

Assume that at some time t, we have Xt ∈ Ω\Ua and let

Bρ(Xt) = {x ∈ Ω : ‖x−Xt‖ < ρ} , (3.1)

where ρ is taken to be sufficiently small so that Bρ(Xt) ⊂ Ω\Ua. The particle exits Bρ at time t+ Tρ where
Tρ is a random time with cumulative distribution function (CDF) Fρ(τ). Since the particle diffuses without
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x2
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Figure 2: Illustration of a single run of the walk-on-spheres algorithm for diffusion in a bounded domain Ω with an ǫ boundary
layer. (a) No interior boundaries. (b) A pair of interior boundaries. Here xk is the center of the kth maximally extended circle
which is a randomly selected point on the circumference of the (k− 1)th circle. The run terminates when a chosen point lands
within the boundary layer.

drift, Xt+Tρ
is uniformly distributed over ∂Bρ. Therefore, we only need to obtain Fρ(τ) to calculate the

particle position and time after each WOS iteration. We can write

Fρ(τ) = P [Tρ < t|X0 = 0] = 1− P [Tρ > t|X0 = 0] = 1−Qρ(0, τ), (3.2)

where Qρ(x0, τ) is the survival probability of a Brownian particle diffusing in a disk Bρ(0) with a totally
absorbing boundary ∂Bρ(0) given that X0 = x0 ∈ Bρ(0). The probability density pρ(z, τ |x) of a Brownian
particle diffusing in Bρ(0) satisfies the backward equation [4]

∂

∂t
pρ(z, τ |x) = D∇2

x
pρ(z, τ |x), x ∈ Bρ(0), (3.3a)

pρ(z, τ |x) = 0, x ∈ ∂Bρ(0) (3.3b)

Integrating equation (3.3) with respect to z over Bρ(0) yields the BVP

∂Qρ

∂τ
= D∇2Qρ, x ∈ Bρ(0), (3.4a)

Qρ(x, τ) = 0, x ∈ ∂Bρ(0), (3.4b)

Qρ(x, 0) = 1, x ∈ Bρ(0) (3.4c)

If we rewrite the BVP (3.4) in terms of polar coordinates and set Qρ(r, τ) = R(r)E(τ), we obtain the
eigenvalue problem

d2R
dr2

+
1

r

dR
dr

= λR, r ∈ (0, ρ) (3.5)

R(ρ) = 0, R(r) <∞ (3.6)

The eigenvalues and eigenfunctions are given by

Rn(r) = J0

(
βn
r

ρ

)
, λn = −

(
βn
ρ

)2

, n ∈ N\{0}, (3.7)

where Jm is the order m Bessel function of the first kind and βn is the nth zero of J0. Additionally, we have

dEn
dτ

= −
(
βn
ρ

)2

En. (3.8)
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Therefore,

En(τ) = Ane
−(βn/ρ)

2τ , (3.9)

where An are arbitrary coefficients determined by the initial condition (3.4c). The general solution to (3.4)
is given by

Qρ(r, τ) =

∞∑

n=1

Ane
−(βn/ρ)

2τJ0

(
βn
ρ
r

)
. (3.10)

Observe that ∫ ρ

0

xJ0(ax)J0(bx)dx =
ρ [aJ0(bρ)J1(aρ)− bJ0(aρ)J1(bρ)]

a2 − b2
(3.11)

which implies that the eigenfunctions Rn are orthogonal with respect to the weighted inner product

〈f, g〉 =
∫ ρ

0

xf(x)g(x)dx (3.12)

where f, g ∈ L2([0, ρ]). Therefore, substituting (3.10) into (3.4c) and applying the weighted inner product
yields

An =
1〈

J0

(
βn

r
ρ

)
, J0

(
βn

r
ρ

)〉
∫ ρ

0

rJ0

(
βn
r

ρ

)
dr =

2

βnJ1(βn)
. (3.13)

Therefore, we have

Qρ(x, τ) =

∞∑

n=1

2

βnJ1(βn)
e−(βn/ρ)

2τJ0

(
βn

‖x‖
ρ

)
= Q0

(
x/ρ, τ/ρ2

)
. (3.14)

We now introduce the boundary layers Ωδ and U±
δ,j with width δ ≪ 1 defined as

Ωδ = {x ∈ Ω\Ua : dist(x, ∂Ω\∂Ua) < δ} , (3.15a)

U+
j,δ = {x ∈ Ω\Ua : dist(x, ∂Uj) < δ} , (3.15b)

U−
j,δ = {x ∈ Uj : dist(x, ∂Uj) < δ} . (3.15c)

We can simulate the dynamics of the Brownian particle when Xt /∈ Ωδ,U±
j,δ by first computing

ρ = min {dist(Xt, ∂Ω\∂Ua), dist(Xt, ∂U1), . . . , dist(Xt, ∂UN )} . (3.16)

We then uniformly sample a number from the interval θ ∈ [0, 2π) and set

Xt+Tρ
= Xt +∆Xt. (3.17)

where

∆Xt = (ρ cos(θ), ρ sin(θ))
T
. (3.18)

Next, we sample the random variable Tρ by first sampling a standard uniform random variable U and using
the equations

T1 = F−1
1 (U), Tρ = ρ2T1. (3.19)

In practice, this is executed by storing an array of pre-computed values of F1 with a temporal resolution
of δt using a truncated version of equation (3.14). After sampling U using a standard random number
generator, we apply a binary search algorithm to find the array element closest to U . After sampling Tρ, we
let t→ t+ Tρ and repeat this process until the particle enters one of the boundary layers. If Xt ∈ Uj\U−

j,δ,
we let

ρ = dist(Xt, ∂Uj) (3.20)

and compute Tρ and Xt+Tρ
using equations (3.17), (3.18), and (3.19) as was done previously.
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3.2. Skorokhod integrals and boundary local times

The dynamics of the particle in the boundary layers must be altered in order to simulate particle-
boundary interactions and compute the boundary local times. Once the particle enters a boundary layer,
we set ρ = 2δ and then update the particle’s position and time as we did before but now there is a non-zero
probability that the particle crosses a trap or domain boundary. In the event that the particle crosses a
boundary, the particle is projected onto the boundary along the normal vector. Furthermore, we need a
local time representation that generates accurate estimates using only the boundary-collision data generated
from this simulated event. Such a representation can be obtained using the Skorokhod integral formulation
of the local time [39].

Let {Yt}t≥0 be a diffusion process on a bounded domain D, ψ(x, t) a real-valued non-negative function
on ∂D × [0,∞), and λ a partition of the interval [t1, t2] given by

λ : t1 = τ0 < τ1 < · · · < τn = t2 (3.21)

Also, we define the size of the partition as

d(λ) = max
0≤j≤n−1

[τj+1 − τj ] (3.22)

Now consider the Riemann sum

I(λ, ψ) =

n−1∑

j=0

√
τj+1 − τj max

s∈λj

[I∂D(Ys)ψ(Ys, s)] (3.23)

If there exits a random variable V(ψ) such that

lim
d(λ)→0

E

[
‖I(λ, ψ)− V(ψ)‖2

]
= 0, (3.24)

then ψ is a Skorokhod integrable function and the Skorokhod integral is denoted as

V(ψ) =
∫ t2

t1

ψ(Yτ , τ)
√
dτ . (3.25)

It can be shown that when ψ(Yt, t) =
√
π/2, we have that

L∂D
t =

√
π

2

∫ t

0

I∂D(Yτ )
√
dτ . (3.26)

where L∂D
t is the boundary local time for the diffusion process {Yt}t≥0 associated with the boundary ∂D.

It follows from equations (3.26) and (3.23) that the local times associated with the trap boundaries ∂Uj can
be expressed as

L
(j)
T = D

√
π

2

∫ T

0

I∂Uj
(Xτ )

√
dτ

≈ δD
√
2π

N (T )∑

k=1

√
T (k)
1 I∂Uj

(
X

tk−1+ρ2
k
T

(k)
1

)
, j = 1, . . . , N. (3.27)

where T (k)
1 and ρk are the random sample of T1 and radius of the kth WOS iteration respectively and N (T )

is the number of WOS iterations performed before t > T .
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Algorithm 1 Simulation of SNOBM

1: Let M be the region in which the particle is diffusing. That is, M = Ω\Ua or M = Uj for some

j = 1, . . . , N . Set M = Ω\Ua, t = 0, X0 = x ∈ M, and A
(j)
0 = 0 for all j = 1, . . . , N . Also, generate a

random sample Â1, . . . , ÂN of the occupation time thresholds Âj ∼ Exp(γ), j = 1, . . . , N .

2: Set L
(j)
t = 0 for all j = 1, . . . , N and generate a sample L̂1, . . . , L̂N of the local time thresholds L̂j ∼

Exp(κj), j = 1, . . . , N .
3: If Xt ∈ Ωδ ∪ U±

j,δ, then set the WOS radius as ρ = 2δ. Otherwise, compute ρ using equation (3.16) if
M = Ω\Ua or equation (3.20) if M = Uj for some j = 1, . . . , N .

4: Generate a random sample of Tρ using equations (3.19) and compute Xt+Tρ
using equations (3.17) and

(3.18). If Xt+Tρ
/∈ M, project Xt+Tρ

to the nearest boundary point using the normal vector.
5: Calculate the occupation times using

A
(j)
t+Tρ

= A
(j)
t + IUj

(Xt)Tρ, j = 1, . . . , N.

If A
(k)
t+Tρ

≥ Âk for some k = 1, . . . , N , then terminate the simulation and record

T = t+ Tρ −A
(k)
t+Tρ

+ Âk

as the FPT and Uk as the absorbing trap. Otherwise, proceed to step 6.
6: Calculate the local times using

L
(j)
t+Tρ

= L
(j)
t + I∂Uj

(
Xt+Tρ

)√π

2
Tρ, j = 1, . . . , N.

If L
(k)
t+Tρ

≥ L̂k for some k = 1, . . . , N , proceed to step 7, otherwise proceed to step 8.

7: Generate a sample of Bk. If Bk = 0 and M = Ω\Ua, then set M = Uk. If Bk = 1 and M = Uk, then
set M = Ω\Ua. Let t→ t+ Tρ and return to step 2.

8: Let t → t+ Tρ and return to step 3.

3.3. Summary of the algorithm

The basic steps of the stochastic simulation algorithm are summarized in Algorithm 1. The MFPT and
splitting probabilities can then be estimated using the equations

T̂ =
1

M

M∑

i=1

T (i), (3.28a)

π̂k =
1

M

M∑

i=1

IUk
(XT (i)) , k = 1, . . . , N (3.28b)

respectively where M is the number of simulated trajectories and T (i) is the FPT of the ith trajectory.
We remark that Algorithm 1 could be modified to implement the local time method described in Ref. [1]
by setting ρ = ∆x when ∆x < dist (Xt, ∂Uj) < ǫ and setting ρ = 2∆x when dist (Xt, ∂Uj) < ∆x where
∆x = ǫ/3. The time between WOS iterations when the particle is in a boundary layer is estimated using the
equation ∆t = ρ2/4D which is based on the mean-squared-displacement formula for 2-D Brownian motion.
The local time is computed using representation (2.36) and the equation

L
(j)
T ≈ D

ǫ

∫ T

0

IU±

j,δ
(Xt)dt ≈

1

4Dǫ

N (T )∑

k=2

ρ2kIU±

j,δ
(Xtk−1

). (3.29)

When the particle is outside the boundary layers, the trajectory is simulated as it was in algorithm (1).
13



4. Numerical results

In this section, we test the accuracy and convergence properties of the algorithm developed in section
3. The parameters that effect the accuracy of the simulation are the boundary layer width, the number of
realizations M , and the temporal resolution, δt, used when inverting the exit time CDF. Since the greatest
source of error in the SNOBM simulations is the local time computations, we first evaluate the accuracy
of the local time calculations independently of the rest of the algorithm. We proceed by solving for the
MFPT to absorption of a Brownian particle in a disk with a partially reactive boundary. Next, we test the
efficacy of the full SNOBM simulations by comparing the results to equation (2.33). Finally, we demonstrate
the algorithm’s ability to solve narrow capture problems with semi-permeable partially absorbing traps by
comparing it to the analytical solutions obtained using matched asymptotic and Green’s function methods.
All Monte Carlo algorithms were implemented as GPU kernels and executed on a NVIDIA Titan Volta GPU.
The GPU kernels were written using the Numba Python module which pre-compiles a restricted subset of
python code into CUDA GPU kernels.

4.1. Boundary Local Time Calculations

Consider a Brownian particle diffusing in the unit disk S = {x ∈ R
2 : ‖x‖ ≤ 1} where ∂S acts as a

partially reactive surface with reactivity κ. The Laplace transform of the probability density satisfies the
following Robin BVP [42]:

D∇2
x
p̃(x, s|y)− sp̃(x, s|y) = −δ(x− y), ‖x‖ < 1, (4.1a)

−D∇xp̃(x, s|y) · n = κp̃(x, s|y), ‖x‖ = 1 (4.1b)

The BVP (4.1) can be solved exactly using circular symmetry and the Green’s function of the modified
Helmholtz equation. Applying the relationship

T (y) =
∂

∂s

∫

∂S

D∇p̃(x, s|y) · ndx
∣∣∣∣
s=0

(4.2)

yields the following equation for the MFPT

T (y) =
1− ‖y‖2

4D
+

1

2κ
. (4.3)

In figure 3(a), we compare the accuracy of our local time algorithm and that of the algorithm developed by
Zhou et al. in [1]. We see that the relative error of our local time calculations monotonically decreases with
the number of realizations used in the Monte Carlo simulation and we are able to achieve a relative error less
than 0.5%. Counterintuitively, the error of the algorithm in Ref. [1]increases for sufficiently large number of
realizations and converges to a relative error just under 9%. This behavior indicates that the our algorithm
is representing the boundary-particle interactions with much greater accuracy than the alternative method.
Furthermore, we see from figure (3(b)) that our algorithm performs better for all values of δ ∈ [0.005, 0.1].

4.2. Full SNOBM Simulations

We now analyze the accuracy of the full SNOBM simulations by comparing the Monte Carlo approxi-
mation of the MFPT (3.28) with the exact MFPT (2.33) for a Brownian particle diffusing in the unit disk
with a single circular trap centered at the origin. In Fig. 4(a), we plot the exact MFPT as a function of the
boundary reactivity κ. We also mark the Monte Carlo estimates of the MFPT for a subset of the κ-values.
For δ = 2.5 × 10−3, M = 10−7, and δt = 0.01, the relative error of the Monte Carlo estimates is less than
0.25% even when R ≪ 1. In Fig.??(b) we plot the relative error of the Monte Carlo estimates against the
parametersM and δ. We see that the simulated MFPTs are within 0.5% of the true values for M ≥ 5× 104

when δ = 2.5× 10−3. Additionally, the Monte Carlo estimates achieve relative errors of less than 1% when
δ ≤ 0.005. Note that there is a slight increase in error when we decrease δ from 2.5× 10−3 to 10−3. This is
likely due to the fact that the variance of the Monte Carlo estimates increases as δ decreases and the fact
that the probability of the simulated trajectory reaching the boundary layer gets too small.
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Figure 3: Plots of the Monte Carlo estimated relative error with respect to the exact MFPT of equation (4.3) as a function
of (a) the number of Brownian motion realizations (M) for δt = 0.01, and (b) the boundary layer width δ for M = 106, with
κ = 0.1 and D = 1. Algorithm (i) is our own algorithm based on the Skorokhod integral representation of the local time, see
equation (3.27), whereas algorithm II is the one used in Ref. [1].
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Figure 4: (a) Plots of MFPT given by equation (2.33) as a function of the permeability κ for various values of the radius R

with γ = 1.0, D0 = D1 = 1.0, α = 0.25, δ = 2.5× 10−3, M = 107, and x0 = (0.75, 0)T . Additionally, estimates of the MFPT
using (3.28) for κ = 0.1, 0.25, 0.75 are provided with relative error calculations. (b) Plots of the relative error of (3.28) with
respect to equation (2.33) as a function of the number of realizations M with δ = 2.5× 10−3 (solid curve) and the boundary
layer width δ with M = 106 (dashed curve). The other parameter values are κ = 0.25, γ = 1, α = 0.25, D0 = D1 = 1,
X0 = (0.75, 0)T , and R = 0.25.

4.3. A 2D Narrow Capture Problem

As our final example, we apply the SNOBM algorithm to the unit disk Ω containing three traps whose

centers are located at x1 =
(√

2/4,
√
2/4
)T

, x2 =
(
−
√
2/4,

√
2/4
)T

, and x3 = (0,−1/2)
T
, see Fig. 5(a).

The MFPT and splitting probability BVPs are too complex to solve exactly, so we use asymptotic analysis
to obtain approximate solutions, under the assumptions that the area of each trap is O(ǫ2), κj = O(ǫ−1),
and γ = O(ǫ−2) where 0 < ǫ≪ 1. The details of the asymptotic analysis are presented in the appendix.

In Fig. 5(b,c), we compare the MFPTs and splitting probabilities obtained using the Monte Carlo
estimates (3.28) and the asymptotic approximations (A.7) and (A.21). We see that for ǫ = 0.075, the
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Figure 5: Unit disk containing three small traps. (a) Basic trap configuration with centers at xj , j = 1, 2, 3. The particle
starts at the point x0. (b) Plots of the MFPT given by equation (A.21) for various κ′ values where κ′

j = κ′ for all j = 1, 2, 3.
The other parameter values are Dj = D = 1, ǫ = 0.075, ρj = 1, α1 = 0.75, α2 = 0.25, and α3 = 0.5. Additionally, Monte
Carlo estimates of the MFPT using equation (3.28a) are provided with relative error calculations for γ′ = 0.005, 0.01, 0.1,
δ = 2.5 × 10−3 and M = 107. (c) Corresponding plots of the splitting probabilities given by equation (A.7) with κ′ = 0.1.
Monte Carlo estimates of the MFPT using equation (3.28b) are provided with relative error calculations for γ′ = 0.005, 0.05, 0.1
with δ = 2.5 × 10−3 and M = 107. (d) Corresponding plot of the percent error of equation (A.21) with respect to equation
(3.28a) as a function of ǫ for κ′ = 0.1, γ′ = 0.01, and M = 106.

asymptotic results for both the MFPT and splitting probabilities deviate from the Monte Carlo simulations
by less than 1%. Furthermore, Fig. 5(d) indicates that we can achieve errors under 3% for all ǫ ≤ 0.2.
These results show that our Monte Carlo algorithm provides a useful numerical approach to validating
narrow capture asymptotic solutions and exploring parameter regimes in which the asymptotic solutions
break down.

5. Conclusion

In this paper, we developed a Monte Carlo algorithm for solving SNOBM and computing the MFPT and
splitting probabilities for reaction-diffusion processes involving semi-permeable partially absorbing traps.
The numerical methods were shown to have high accuracy when compared to solutions obtained using BVP
methods and matched asymptotic analysis. Furthermore, the method we developed to compute boundary
local times significantly out performs previous methods for multi-dimensional domains. This indicates that
our algorithm has applications beyond simulating SNOBM. For example, single particle reaction-diffusion
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processes with generalized partially reactive surfaces involving non-Markovian absorption processes [35] could
be simulated by adapting the methods presented here. Additionally, the solutions to elliptic and parabolic
Neumann boundary value problems can be represented as Brownian functionals involving boundary local
time integrals [1, 45]. Therefore, our local time algorithm could be integrated into a Monte Carlo PDE
solver. Traditional numerical methods for solving PDEs require one to partition the domain into a grid and
estimate the solution at each grid point even if the solution only needs to be evaluated at a small subset of
points. Also, the time complexity of standard numerical solvers scale exponentially with the dimension of
the PDE making them inefficient for high dimensional BVPs. Monte Carlo based numerical methods solve
both of these limitations by leveraging the stochastic representation of the solution and the parallelizability
of Monte Carlo simulations. Finally, we note that one can extend our methods to 3-D reaction-diffusion
processes by making two modifications. First, both polar and azimuthal angles needed to be sampled for
each WOS iteration to compute the particle position. That is, equation (3.17) becomes

∆X = (ρ sin(φ) cos(θ), ρ sin(φ) sin(θ), ρ cos(φ))
T

(5.1)

where φ and θ are uniformly sampled from the intervals [0, π] and [0, 2π) respectively. Second, the solution
to the survival probability BVP (3.4) becomes

Qρ(x, t) =

∞∑

n=1

2(−1)n+1

nπr
sin

(
nπ

r

ρ

)
e−(nπ/ρ)2t. (5.2)

A. Matched asymptotic analysis

Consider the Brownian particle described in section 2. We define the narrow capture problem for multiple
semi-permeable partially absorbing traps as follows: Each trap is assumed to have an area |Uj | ∼ ǫ2|Ω|
with Uj → xj ∈ Ω uniformly as ǫ → 0. The traps are also assumed to be well separated such that
dist(xj , ∂Ω) = O(1) and ‖xj − xi‖ = O(1) for all i, j = 1, . . . , N and j 6= i. For concreteness, we will take
each trap to be a disk of radius rj = ǫρj. Thus, Uj = {x ∈ Ω : ‖x−xj‖ ≤ ǫρj}. In order to maintain effective
absorption in the limit ǫ → 0, we take γ = γ′/ǫ2 and κj = κ′j/ǫ where γ′ and κ′j are O(1) constants. In
this section, we solve the BVPs (2.27) and (2.28) for the narrow capture problem using matched asymptotic
analysis and Green’s function methods along the lines of [43].

A.1. Splitting Probabilities

Consider the asymptotic expansions

φk(x) ∼ φ
(0)
k (x) + ǫφ

(1)
k (x) +O(ǫ2), Φk(y) ∼ Φ

(0)
k (y) + ǫΦ

(1)
k (y) +O(ǫ2) (A.1)

where Φk(y) = πk(xj + ǫy) is the inner solution with the stretch coordinate y = ǫ−1 (x− xj) and φk is the
outer solution which satsifes

∇2φ
(n)
k (x) = 0, x ∈ Ω\{x1, . . . ,xN}, (A.2a)

∇φ(n)k (x) · n0 = 0, x ∈ ∂Ω, (A.2b)

φk ∼ Φk, x → xj . (A.2c)

Since the trap regions and the boundary are well separated, we can assume Φ
(n)
k (y) is circularly symmetric.

Therefore, we have that

∂2Φ
(n)
k

∂r2
+

1

r

∂Φ
(n)
k

∂r
= 0, r > ρj , (A.3a)

∂2Φ
(n)
k

∂r2
+

1

r

∂Φ
(n)
k

∂r
− γ′

Dj
Φ

(n)
k = − γ′

Dj
δk,j , r < ρj, (A.3b)

αjD
∂Φ

(n)
k

∂r

∣∣∣∣∣
r=ρ+

j

= (1− αj)Dj
∂Φ

(n)
k

∂r

∣∣∣∣∣
r=ρ−

j

= κ′jαj(1− αj)
[
Φ

(n)
k (ρ+j )− Φ

(n)
k (ρ−j )

]
(A.3c)
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It follows that the general solution to the O(1) equation is given by

Φ
(0)
k (r) =

{
C0 + C1 ln (r/ρj) , r > ρj

δk,j + C2I0

(√
γ′/Djr

)
, r < ρj

(A.4)

where I0 is the modified Bessel Function of order zero and C0, C1, and C2 are arbitrary constants. Substi-
tuting (A.4) into (A.3c) and solving for C0, C1, and C2 yields

Φ
(0)
k (x) =

{
δk,j +Ak,j(ν) + νAk,j(ν)

[
Cj + ln

(
ρ−1
j ‖x− xj‖

)]
, ‖x− xj‖ > ǫρj ,

δk,j + νAk,j(ν)BjI0

(√
γ′/Dj‖x− xj‖/ǫ

)
, ‖x− xj‖ < ǫρj

(A.5)

where ν = −1/ ln(ǫ), Ak,j(ν) are coefficients determined by the match condition (A.2c), and

Cj =
D

ρj(1− αj)

[
1

κ′j
+

αj√
γ′Dj

I0

(√
γ′/Djρj

)

I1

(√
γ′/Djρj

)


 , (A.6a)

Bj =
αD

ρj(1− αj)
√
γ′DjI1

(√
γ′/Djρj

) (A.6b)

Equation (A.5) suggests the follwing ansatz for the outer solution

φ
(0)
k (x) = χk − 2πν

N∑

j=1

Ak,j(ν)G(x,xj) (A.7)

where χk is an arbitrary constant and G(x,xj) is the the 2D Neumann Green’s function which satisfies

∇2
x
G(x,y) =

1

|Ω| − δ(x− y), x,y ∈ Ω, (A.8a)

∇xG(x,y) · n0 = 0, x ∈ ∂Ω, y ∈ Ω (A.8b)
∫

Ω

G(x,y)dx = 0, (A.8c)

G(x,y) = − 1

2π
log ‖x− y‖+R(x,y). (A.8d)

Here, R(x,y) is the regular part of the Green’s function. The solution to (A.8) is uniquely defined and an
exact formula can be obtained when Ω is a disc with radius R (appendix C). Applying the match condition
(A.2c) near the ith trap yields

χk − 2πνAk,i(ν)R(xi,xi)− 2πν
∑

j 6=i

Ak,j(ν)G(xi,xj) = δk,i +Ak,i(ν) + νAk,i(ν)Ci. (A.9)

Therefore, we have that

Ak,i(ν) =

N∑

j=1

H
−1
ij χj (A.10)

where

H = I + νD + 2πνG, (A.11)
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I is the N ×N identity matrix,

Gij =

{
G(xi,xj), i 6= j,

R(xi,xi), i = j,
χi =

{
χk, i 6= k,

χk − 1, i = k,
(A.12)

and D = diag(C1, . . . , CN ). Note that

∇2φ
(0)
k = 2πν

N∑

j=1

Ak,j(ν)δ(x− xj)−
2πν

|Ω|

N∑

j=1

Ak,j(ν). (A.13)

Equation (A.2) requires that

N∑

j=1

Ak,j(ν) = 0. (A.14)

Therefore, summing equation (A.10) with respect to i and solving for χk gives

χk =

∑N
i=1 H

−1
ik∑N

j=1

∑N
i=1 H

−1
ij

(A.15)

A.2. Mean First Passage Time

Consider the asymptotic expansions

z(x) ∼ z(0)(x) + ǫz(1)(x) +O(ǫ2), Z(y) ∼ Z(0)(y) + ǫZ(1)(y) +O(ǫ2) (A.16)

where Z(y) = T (xj + ǫy) and z(x) are the inner and outer solutions of (2.28) respectively. The outer
solution satisfies

∇2z(n)(x) = −δn,0
D

, x ∈ Ω\{x1, . . . ,xN}, (A.17a)

∇z(n)(x) · n0 = 0, x ∈ ∂Ω, (A.17b)

z ∼ Z, x → xj (A.17c)

and the inner solution satisfies

∂2Z(n)

∂r2
+

1

r

∂Z(n)

∂r
= −δn,2

D
, r > ρj, (A.18a)

∂2Z(n)

∂r2
+

1

r

∂Z(n)

∂r
− γ′Z(n) = −δn,2

Dj
, r < ρj , (A.18b)

αjD
∂Z(n)

∂r

∣∣∣∣
r=ρ+

j

= (1− αj)Dj
∂Z(n)

∂r

∣∣∣∣
r=ρ−

j

= κ′jαj(1 − αj)
[
Z(n)(ρ+j )−Z(n)(ρ−j )

]
(A.18c)

Therefore, we have that

Z(0)(r) =

{
C0 + C1 ln(r/ρj), r > ρj

C2I0

(√
γ′/Djr

)
, r < ρj

(A.19)

Substituting (A.19) into (A.18c) and solving for C0, C1, and C2 yields

Z(0)(x) =

{
Fj(ν) + νFj(ν)

[
Cj + ln

(
ρ−1
j ‖x− xj‖

)]
, ‖x− xj‖ > ǫρj ,

νFj(ν)BjI0

(√
γ′/Dj‖x− xj‖/ǫ

)
, ‖x− xj‖ < ǫρj

(A.20)
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where Fj(ν) are coefficients determined by the match condition (A.17c). The outer solution takes the form

z(0)(x) = ξ − 2πν
N∑

j=1

Fj(ν)G(x,xj) (A.21)

where ξ is an arbitrary constant. Applying the match condition (A.17c) near the ith trap yields

ξ − 2πνFi(ν)R(xi,xi)− 2πν
∑

j 6=i

Fj(ν)G(xi,xj) = Fi(ν) + νFi(ν)Ci. (A.22)

Therefore, we have that

Fi(ν) = ξ
N∑

j=1

H
−1
ij (A.23)

Observe that

∇2z(0) = 2πν

N∑

j=1

Fj(ν)δ(x − xj)−
2πν

|Ω|

N∑

j=1

Fj(ν). (A.24)

Equation (A.17) requires that

N∑

j=1

Fj(ν) =
|Ω|

2πνD
(A.25)

Therefore, summing equation (A.10) with respect to i and solving for ξ gives

ξ =
|Ω|

2πνD




N∑

i=1

N∑

j=1

H
−1
ij



−1

. (A.26)

A.3. The Neumann Green’s Function in a Disk

Here, we calculate the Neumann Green’s function in a disk with an arbitrary radius. An analogous
calculation for the 3D case can be found here [46].

Let Ω be a disc with radius R. The solution to (A.8) can be decomposed as

G(x,y) = Λ− 1

2π
log ‖x− y‖+ 1

4π

[
‖x‖2 + ‖y‖2

]
+

1

2π
µ(x,y) (A.27)

where Λ is a constant determined by condition (A.8c) and

∇2
x
µ(x,y) = 0, x,y ∈ Ω, (A.28a)

D∇xµ(x,y) · n0 =

[
x− y

‖x− y‖2 − π

|Ω|x
]
· n0 ≡ Γ(x,y), x ∈ ∂Ω, y ∈ Ω. (A.28b)

With out loss of generality, we can take y to be on the x-axis. Writing (A.28) in terms of polar coordinates
and assuming that µ(r, θ) = R(r)Θ(θ) yields the eigenvalue problem

d2Θ

dθ2
= λΘ, θ ∈ (−π, π), (A.29a)

Θ(π)−Θ(−π) = dΘ

dθ

∣∣∣∣
θ=π

− dΘ

dθ

∣∣∣∣
θ=−π

= 0 (A.29b)
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and the differential equation

d2R
dr2

+
1

r

dR
dr

+ λR = 0, R(r) <∞, r ∈ [0, R] (A.30)

Therefore, we have that

Θn(θ) = cos(nθ), λn = −n2, n = 0, 1, 2, . . . . (A.31)

and

Rn(r) = Anr
n (A.32)

where An are coefficients determined by the boundary condition (A.28b). The general solution to (A.28)
can be written as

µ(r, θ) = A0 +

∞∑

n=1

Anr
n cos(nθ). (A.33)

Note that A0 is arbitrary so we can set A0 = 0. Substituting (A.33) into (A.28b) and using the orthogonality
of the eigenfunctions Θn gives

An =
1

πnRn−1

∫ π

−π

(R+ ‖y‖ cos θ) cos(nθ)
R2 + ‖y‖2 − 2‖y‖R cos θ

dθ =
1

n

(‖y‖
R2

)n

(A.34)

It follows that

µ(x,y) =

∞∑

n=1

cos(nθ)

n

(‖y‖‖x‖
R2

)n

. (A.35)

Using the fact that

∞∑

n=1

zn

n
= log

(
1

1− z

)
, |z| < 1, (A.36)

and setting

α =
‖x‖‖y‖
R2

eiθ, (A.37)

we can write

µ(x,y) =
1

2

∞∑

n=1

αn

n
+

1

2

∞∑

n=1

(α∗)n

n

=
1

2
log

(
1

|α|2 − (α+ α∗) + 1

)

= − log

√
1− 2(x · y)

R2
+

‖x‖2‖y‖2
R4

(A.38)

Substituting (A.38) into (A.27), setting y = 0, and integrating over Ω with respect to x yields

0 =

∫

Ω

G(x,0)dx =
R2

2

[
3

4
− log(R)

]
+ πR2Λ (A.39)

Thus,

Λ =
1

2π

[
log(R)− 3

4

]
. (A.40)
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