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Type-II Dirac semimetals exhibit a unique Fermi surface topology, which allows them to host
novel topological superconductivity (TSC). We reveal a novel inter-orbital superconducting state,
corresponding to the B1u and B2u pairings under the D4h point group. Intriguingly, we find that
both first- and second-order TSC coexist in this novel state. It is induced by a dominant inter-orbital
attraction and possesses the surface helical Majorana cones and hinge Majorana flat band, spanning
the entire z-directed hinge Brillouin zone. Further investigation uncovers that these higher-order
hinge modes are robust against the C4z symmetry-breaking perturbation. The novel TSC state can
be expected in transition metal dichalcogenides.

Introduction.— Majorana fermions, quasiparticle ex-
citation in topological superconductors, are known for
their non-Abelian statistics [1–5] and potential applica-
tion in fault-tolerant quantum computing [6–10]. Their
unique properties have generated significant interest in
realizing Majoranas in various topological materials [11–
18], including Dirac semimetals (DSMs) [19–21]. Re-
cently, a class of superconducting [22–30] transition metal
dichalcogenides, XTe2 (X = Pd, Ni, Ir), has been re-
ported to be type-II DSMs [31–35]. As the Lorentz-
invariance-violating velocity tilting the Dirac cone from
type I to type II, the Fermi surface (FS) experiences
a Lifshitz transition from a closed sphere to an open
pocket [36]. This transition provides distinct Fermi sur-
face and thus makes type-II DSMs have potential for re-
alizing novel topological superconductivity (TSC) differ-
ent from other topological materials, which is lacking of
investigations.

Higher-order topology, characterized by the presence
of localized states (or charges) at (d − m)-dimensional
(m ⩾ 2) boundaries in a d-dimensional material, has ex-
panded the classification of topological phases of mat-
ter [37–45]. The second-order topology in two-dimension
(2D) has the quadruple moment and filling anomaly in
a squared geometry [38, 46–55]. Besides, higher-order
TSC [56], which is the combination of higher-order topol-
ogy and superconductivity, is an intriguing field of re-
search [57–74]. Some realistic models have been proposed
in intrinsic materials [75, 76], by proximity effect [77] and
with magnetic configurations [78]. However, the higher-
order TSC in type-II DSMs remains unexplored.

In this letter, we reveal a novel topological supercon-
ducting state in a type-II DSM, which has a unique Majo-
rana flat band on the hinge [Fig. 1(b)]. By examining the
interplay between intra- and inter-orbital interactions, we
unveil the superconducting phase diagram for the type-
II DSM. We find that when the inter-orbital attraction
prevails, an unconventional odd-parity superconducting
pairing is favored, resulting in a novel TSC state. It

FIG. 1. (a-b) Schematic plot of hinge Majorana flat bands
(red lines) in superconducting type-I (a) and type-II (b) DSMs
with dominated inter-orbital interactions. Fermi surfaces of
the normal state are schematically plotted as yellow pockets.
Superconducting Dirac points (red or blue dots) remain for
the type-I, while they annihilate in pairs (depicted by dashed
lines) and a full gap opens, resulting in a novel TSC state for
the type-II. The hinge Majorana states are indicated by red
solid lines.

possesses both first- and second-order topology. Corre-
spondingly, numerical simulations show the appearance
of surface Majorana cones and hinge Majorana flat band.
Furthermore, we investigate the stability of the hinge Ma-
jorana modes against symmetry-breaking perturbations
and the superconducting nodal structures.
Model Hamiltonian.— We consider a superconduct-

ing pairing in a type-II DSM of a tetragonal lattice
with D4h symmetry and the corresponding two-orbital
Bogoliubov-de Gennes (BdG) Hamiltonian reads,

HBdG(k) =

(
H0(k)− µ D

D† µ−H∗
0 (−k)

)
,

H0(k) ={tI cos kz + ta (cos kx + cos ky)−m}σzs0
+ tII cos kzσ0s0 + η sin kxσxsz − η sin kyσys0

+ α sin kz (cos ky − cos kx)σxsx

+ β sin kz sin kx sin kyσxsy.
(1)

ar
X

iv
:2

30
3.

11
72

9v
3 

 [
co

nd
-m

at
.s

up
r-

co
n]

  2
9 

Ja
n 

20
24



2

The 4× 4 Hamiltonian H0 of the normal state describes
a typical DSM on the basis of total angular momenta
J = {3/2, 1/2} with C4z eigenvalues {e±i 3

4π, e±i 1
4π} at

Γ [79, 80], featuring a pair of Dirac points on the kz axis.
The charge-conjugate operator is C = τxK. τ , σ and s
are Pauli matrices act on particle-hole, orbital and spin
subspaces, respectively. m is the onsite energy difference
between the two orbitals. tI, ta, tII are hopping ampli-
tudes, and η, α, β are parameters related to spin-orbit
coupling. The system has time reversal (T ), inversion
(P), fourfold rotation (C4z) and mirror (Mx) symme-
tries.

If |m− 2ta| < |tI|, this model hosts a pair of Dirac
points, located at kD = (0, 0,±k0), with k0 > 0 defined
by k0 = acos[(m − 2ta)/tI]. The presence of a finite tII
introduces tilting in the dispersion around these Dirac
points. If |tII|>|tI|, Dirac cones are significantly tilted
and become of type-II. Otherwise, they are of type-I. In
the kz = 0, π planes, an odd (even) number of PT -pairs
of FS sheets appear in type-II (type-I) DSMs (Fig. 1).
This distinction in FS geometry is crucial to the hybrid
TSC explored in type-II DSMs.

Superconducting pairing channels.— We study all
possible k-independent pairing potentials and analyze
their stability in the type-II DSM model [81–83]. We
now consider the following short-range density-density
interaction in our model,

Hint(x) = −U [n21(x) + n22(x)]− 2V n1(x)n2(x), (2)

where U and V describe intra- and inter-orbital interac-
tions, respectively. There are six pairing terms satisfy-
ing the Fermionic anticommutation relation (D = −DT ).
Their irreducible representations and symmetry proper-
ties are listed in TABLE I. Among them, the A1g pairing
channel is of even-parity and intra-orbital, while other
pairing channels (B1u, B2u and Eu) are of odd-parity
and inter-orbital.

We solve the linearized gap equation in the mean-field
approximation [Section A of the Supplementary Mate-
rial (SM)] to obtain critical temperatures for the pairing
channels. The obtained U-V phase diagram is presented
in Fig. 2(a). The conventional A1g pairing, ∆1a/1b is fa-
vored when the intra-orbital interaction U is dominant

Pairing channel Matrix Irrep. P C4z Mz Mx

c1↑c1↓ + c2↑c2↓ D1a = ∆1aσ0sy A1g
+ + + +

c1↑c1↓ − c2↑c2↓ D1b = ∆1bσzsy + + + +
c1↑c2↑ + c1↓c2↓ D2 = ∆2σys0 B1u − − − −
c1↑c2↑ − c1↓c2↓ D3 = ∆3σysz B2u − − − +
c1↑c2↓ − c1↓c2↑ D4a = ∆4aσxsy Eu

− + +
c1↑c2↓ + c1↓c2↑ D4b = ∆4bσysx − + −

TABLE I. Classification of all k-independent pairing poten-
tials and their symmetry properties of the two-orbital U-V
model according to the representations of D4h point group.

normal 
phase

FIG. 2. (a) Phase diagram of the superconducting pairing
channels. In the green region, the conventional A1g pair-
ing, ∆1 is favored when the intra-orbital interaction U dom-
inates. In the red region, type-II DSMs favor the topologi-
cal superconducting B1u,2u pairing channels, ∆2,3 when the
inter-orbital interaction V is sufficiently dominant. If the su-
perconducting transition temperature falls below the thresh-
old of 5 × 10−3, the superconductivity is considered absent,
and this state is identified as the normal phase (white region).
(b) Critical temperatures of various superconducting pairings
as a function of the inter-orbital interaction V with a fixed
intra-orbital interaction U = tI. The critical temperature of
the Eu pairing remains consistently low and the B1u/2u pair-
ing is favored for V > 1.6tI. The adopted parameters are
m = 4, tII = 1.5, ta = 2, η = 1.8, α = 1.2, β = 2, µ = 0, in
the unit of tI.

(green area). However, with a dominant inter-orbital in-
teraction V (red area), the superconducting B1u/2u pair-
ing channels ∆2/∆3 are favored. These pairing states can
also be promoted by electron-phonon coupling together
with weak electronic correlations [18].

In Fig. 2(b), we plot the critical temperatures of dif-
ferent superconducting pairing channels as a function
of the inter-orbital interaction V (U = tI). As V in-
creases, the critical temperatures of ∆2 and ∆3 pairing
rise sharply for V > 1.3tI, surpassing the A1g channel at
V = 1.6tI. These pairings become dominant at a larger V
and their close transition temperatures suggest the pos-
sibility of their coexistence. The phase difference ∆ϕ
between them is determined by the Josephson couplings
in the free energy. Owing to their distinct symmetries,
the first order Josephson coupling vanishes and the sec-
ond order Josephson coupling dictates a phase difference
of ∆ϕ = ±π/2 to minimize the free energy. Hereafter,
we consider the following pairing function,

D = i∆2σys0 +∆3σysz, (3)

which allows us to discuss the TSC of both B1u and B2u

channels in a unified framework.
First-order TSC and helical Majorana surface states

for kz = 0, π planes.— Due to the odd-parity pairing
nature, PDPT=−D, the topological invariant is deter-
mined by the number of FS pairs (Kramers degeneracy)
of the normal state [83–85]. Here in our model, for the T -
invariant kz = 0, π plane, in the type-II DSM region, an
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FIG. 3. The bulk, edge and hinge dispersions of the BdG
Hamiltonians of DSMs. (a,b) Bulk BdG dispersions of the
type-I DSM without (a) and with (b) finite pairing potential
D in Eq. (3). The BdG Dirac points remain. (c,d) Bulk
BdG dispersions of the type-II DSM without (c) and with (d)
pairing D. The BdG Dirac points annihilate when pairing
potential is turned on, resulting in a novel full-gap TSC state.
Dashed lines in (a,c) imply the hole part of the normal states.
The red and blue indicate the different pairs of bands with the
BdG C̃4z eigenvalues (λξ = ξe±iπ

4 , ξ = ±), respectively. The
surface (e) and hinge (f) dispersions of the novel TSC state.
In (e), the surface Majorana states at Γ′ and Z′ are dipicted
by red dots. Two helical Majorana cones are obtained on
the (100) surface. In (f), surprisingly, a Majorana flat band
(highlighted in orange) spanns the entire hinge Brillouin zone
and connects the projections of the surface helical Majorana
cones. The inset shows real-space wave function distribution
of the hinge modes for the kz = π/4 plane with four corner
MZMs localized around the four corners. In both (e) and (f),
the lattice Hamiltonian in the Eq. (1) is adopted with pairing
potenrial Eq. (3), (∆2,∆3) = (1.2, 0.2).

odd number of pairs of FS sheets that enclose T -invariant
momenta results in a nontrivial Z2 topology of the DIII
class [86]. This makes the kz = 0, π plane of a type-
II DSM become a first-order T -invariant 2D topological
superconductor. Consequently, with open boundary con-
ditions, surface Majorana states at the Γ′ and Z ′ emerge
on (100) surface, as illustrated in Fig. 3(e).

Second-order TSC and the hinge Majorana flat
bands.— For those 2D kz-planes other than 0 or π,
time-reversal symmetry is broken and edge states become
gapped, trivializing the first-order topology. However, we

find that they exhibit the second-order topology, charac-
terized by corner Majorana zero modes (MZMs). These
corner MZMs of different kz planes assemble to form an
intact Majorana flat band at each z-directed hinge of a
squared rod geometry. The hinge Majorana flat band
penetrates through the entire hinge Brillouin zone and
link the projections of the surface helical Majorana cones
at kz = 0, π points, as shown in Fig. 3(f). The second-
order topology is characterized by using the nested Wil-
son loop method, as detailed in Section D of the SM.

Stability of Majorana hinge modes.— The novel TSC
state can be understood from the low-energy analysis.
Starting from the 8×8 HBdG(k) in Eq. (1), we extract a
4×4 low-energy continuum Hamiltonian for each kz plane
as following (see Section B of the SM for details):

Hkz-plane(k∥) =

(
−M(k∥, kz)I2×2 A2×2

A†
2×2 M(k∥, kz)I2×2

)
,

with A2×2 =

(
−∆−k− S(k∥, kz)
S(k∥, kz) ∆+k+

)
.

(4)

Here M(k∥, kz) = −(tII − tI) cos kz +
1
2 (

η2

tI cos kz
− ta)k

2
∥,

∆± = η∆2±i∆3

tI cos kz
, k± = kx ± iky and k∥ = (kx, ky). Here

we take m = 2ta to avoid complexity in the deriva-
tion. This continuum Hamiltonian is a spinful px+ipy-
like model [87], decorated by an additional T -breaking
term S(k∥, kz) = − sin kz

[
γ2(k

2
x − k2y) + 2γ3kxky

]
, with

γ2 = α∆2

(tI+tII) cos kz
and γ3 = β∆3

(tI+tII) cos kz
. For T -invariant

kz = 0, π plane, S(k∥, kz) = 0 and Eq. (4) gives rise to
the T -protected first-order TSC. For the kz ̸= 0, π plane,
S(k∥, kz) ̸= 0 and the edge states of the 2D model are
gapped. The gaps strongly depends on the direction of
the edge and thus are anisotropic. To visualize this, we
first notice that an edge termination can be labeled by
the angle θ in a dish geometry in Fig. 4(a). By imposing
open boundary condition on Eq. (4) under the local co-
ordinate, we obtain the effective edge Hamiltonian with
the angle θ (see Section C of SM) [88, 89]:

Hedge
θ (k2) = |∆|k2σ̄z +meff(θ)σ̄y. (5)

σ̄ are Pauli matrices acting on the two low-energy edge
states. k2 is the momentum along the edge and |∆| =√
∆+∆−. The edge gap term is meff(θ) ∝ α∆2 cos 2θ +

β∆3 sin 2θ. Notably, the angular anisotropy of meff(θ)
enables the existence of four mass-sign flipping domain
walls of edges, where the corner MZMs exist.

Specifically, the fourfold rotation operator on the edge
is Cedge

4z (θ) = −iσ̄z and the mass term in Eq. (5) satisfies

Cedge
4z (θ)meff(θ)σ̄yC

edge†
4z (θ) = meff(θ + π/2)σ̄y. There-

fore, one must have meff(θ + π/2) = −meff(θ), which
means that the fourfold rotation enforces the existence
of mass domains at the corresponding corners and lead-
ing to the emergence of corner MZMs.
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FIG. 4. (a) Schematic plot of a circular geometry with an
arbitrary edge labeled by angle θ (purple tangent line). In
the red (blue) region, the effective edge mass meff(θ) is pos-
itive (negative). At the black hollow dots, meff(θ) vanishes
and undergoes a sign change. A C4z-symmetry-breaking per-
turbation moves these points toward each other, altering the
blue region’s size as depicted by black arrows, until they an-
nihilate at the edges with θ = 0, π or θ = π

2
, 3π

2
. (b) Evo-

lution of the x- and y-edge gaps of the kz = π/4 plane with
the C4z-symmetry-breaking perturbation δ. The yellow re-
gion indicates the topologically nontrivial phase where x- and
y-edge gaps have opposite signs, leading to corner Majorana
zero modes.

Unconventional superconductivity is always accompa-
nied with other symmetry-breaking orders, such as ne-
maticity, spin or charge density wave, etc [28, 29]. We
study the stability of the corner MZMs under the C4z-
breaking perturbation by phenomenologically introduc-
ing a symmetry-breaking term δ sin kzσxsx to H0(k) in
Eq. (1). Considering ∆3 = 0, this results in an additional
mass term mδ ∝ δ∆2 sin kz to the edge dispersion of
Eq. (5). The C4z-breaking δ, preserving the mirror sym-
metriesMx andMy, allow two pairs of the corner MZMs
[green dots in Fig. 4(a)] to move towards and finally an-
nihilate with each other at x = 0 or y = 0. The corner
MZMs are still topologically protected at the boundaries
between different mass regions. The additional C4z sym-
metry does nothing but pins the corner MZMs on x = ±y
lines. Fig. 4(b) shows energy gaps of x- and y-edges for
kz = π/4 plane as a function of δ (in the unit of ∆2).
Yellow shaded region shows the higher-order nontrivial
region with the existence of corner MZMs. The mass
term meff(θ) ∝ α∆2 cos 2θ + β∆3 sin 2θ indicates that
the nontrivial region linearly depends on the spin-orbit
coupling strength (α and β). Consequently, enhancing
the spin-orbit coupling can broaden the stability range
of hinge Majorana modes.

Superconducting nodal structure.— In the bulk BdG
dispersion, there is parameter region that superconduct-
ing Dirac points (SC DPs) appear. The SC DPs can be
characterized by the eigenvalues of the generalized four-
fold rotation C̃4z, acting on the full BdG space. For a gap
function of Eq. (3) with C4zDC

T
4z = −D, the fourfold ro-

tation is represented by C̃4z = diag{C4z,−C∗
4z}. On the

C̃4z-invariant line ΓZ = (0, 0, kz), the BdG Hamiltonian

commutes with C̃4z. Due to the presence of the PT sym-
metry, all the bands are doubly degenerate and have a
pair of C̃4z eigenvalues (λ+ = e±iπ

4 or λ− = −e±iπ
4 ). The

particle-hole symmetry related bands are of the different
pairs, resulting in a C̃4z-symmetry protected SC DP at
the Fermi level. We defined Q = +1 (resp. Q = −1) for
the SC DP formed by the BdG bands of the positively-
sloped λ+ (resp. λ−) pair and the negatively-sloped λ−
(resp. λ+) pair. One can conclude that only the opposite-
Q SC DPs can annihilate.

As shown in Fig. 3(a), for a type-I DSM, along the
Γ-Z line in the BdG band dispersion in weak coupling
limit (D = 0), there are two SC DPs with identical Q
numbers [19]. They are stable after turning on the pair-
ing potential [Fig. 3(b)]. Tiny hinge Majorana states
are found between the projection of the bulk SC DPs
in Fig. 1(a) [71]. However, in Fig. 3(c) in weak cou-
pling limit, the Q numbers of two adjacent SC DPs are
opposite in a type-II DSM. Upon turning on the super-
conducting pairing [Fig. 3(d)], the two SC DPs can meet
and annihilate with each other, resulting in a full BdG
gap, which allows the existence of the novel TSC state
with intact hinge Majorana flat bands spanning the en-
tire hinge Brillouin zones.

Discussion.— In summary, we propose a novel TSC
state in a type-II DSM, induced by the dominate inter-
orbital attraction. This novel state has an unconven-
tional odd-parity superconducting pairing, giving rise the
novel TSC, which is characterized by the coexistence of
surface Majorana cones and hinge Majorana flat bands.
In XTe2, the type-II Dirac points are also described un-
der the basis |J = 3/2, 1/2⟩ [33, 34]. Although the lat-
tice is hexagonal with the point group D3d, the effective
continuum model of XTe2 is identical to that of our D4h-
symmetric model, implying that the above results are still
expected. In particular, the Dirac cones in NiTe2/IrTe2
are very close to the Fermi level [33–35]. Moreover, stud-
ies in Refs. [90–92] indicate that in a superconductor
junction, the Tc of an odd-parity superconductor can be
enhanced by up to 1.5 times. These XTe2 materials are
promising platforms for exploring the novel TSC state
and the hinge Majorana flat bands in type-II DSMs.
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SUPPLEMENTARY MATERIAL

A. Linearized gap equation of the possible pairing channels

In this section, we are going to demonstrate the linearized gap equation method to obtain the critical temperatures
of the possible pairing channels. First recall the main Hamiltonian of type-II Dirac semimetal (DSM) in the main
text and define some abbreviations,

H0(k) = tII cos kzσ0s0 + {tI cos kz + ta (cos kx + cos ky)−m}σzs0 + η sin kxσxsz − η sin kyσys0

+ α sin kz (cos ky − cos kx)σxsx + β sin kz sin kx sin kyσxsy

≡ −µII(k)Γ0 + a(k)Γ1 + b(k)Γ2 + c(k)Γ3 + d(k)Γ4 + e(k)Γ5

(S1)

Γ0 is 4×4 identity and Γ1 = σz ⊗ s0, Γ2 = σx⊗ sz, Γ3 = σy ⊗ s0, Γ4 = σx⊗ sx, Γ5 = σx⊗ sy, Γij = [Γi,Γj ] /2i. σ and
s are Pauli matrices describing the orbital and spin degrees of freedom, respectively. The system has time reversal
(T ), inversion (P), mirror (Mz) and fourfold rotation (C4z) symmetries as below,

T = −isyK, P = σz, Mz = −isz, C4z = exp [i(π/4)(2 + σz)⊗ sz] . (S2)

The bands energy dispersion is E±(k) = ±E0(k) − µII(k) with E0 =
√
a2 + b2 + c2 + d2 + e2. It is clear that the

parameter associate with the identical term, µII(k) = −tII cos kz, can be regarded as a k-dependent chemical potential.
Considering the following short-range density-density interaction,

Hint(x) = −U [n21(x) + n22(x)]− 2V n1(x)n2(x) (S3)

where U and V are intra- and inter-orbital interaction strength. nσ = nσ↑ + nσ↓ and σ = 1, 2 denotes orbitals with
total orbital angular momentum 1 and 0, respectively. For our two-orbital model, in the mean-field level, there are
six possible pairing potentials that satisfy the Fermi-Dirac statistics. Expressed in the combinations of two Pauli
matrices, they are D1a = ∆1aσ0sy, D1b = ∆1bσzsy, D2 = ∆2σys0, D3 = ∆3σysz, D4a = ∆4aσxsy, D4b = ∆4bσysx.
Here, ∆1a,1b, ∆2, ∆3 and ∆4a,4b are of A1g, B1u, B2u and Eu pairing channels.

Applying the linearized gap equation to possible pairing channels, we have for the A1g channel,∣∣∣∣ Uχ1a − 1 Uχ1ab

Uχ1ab Uχ1b − 1

∣∣∣∣ = 0, (S4)

and for other channels (B1u, B2u, Eg)

V χj = 1, (S5)

with j = 2, 3, 4a, 4b. Here, χj ’s are finite temperature superconducting susceptibilities in different pairing channels.
By defining the single-particle normal-state Green function G0(k, iωn) =

∑
m=± Pm(k)/{iωn − [mE0(k) − µII(k)]},

with the projection operator P+(−) onto the higher (lower) energy bands,

P±(k) =
1

2
(1± H0(k) + µII(k)

E0(k)
), (S6)

the superconducting susceptibility is written as,

χj =
1

2Nβc

∑
k

∑
iωn

Tr{M∆G0(k, iωn)M∆′GT
0 (−k,−iωn)}

=
1

N

∑
m=±

∑
k

Fm
j (k)

tanh 1
2βc[mE0(k)− µII(k)]

2[mE0(k)− µII(k)]
.

(S7)

Here,M∆ is the matrix part of the pairing potential and βc = 1/kBTc. Note that type-II Dirac semimetals are different
from type-I ones that they have both electron and hole pockets centering around the center and the boundary of the
Brillouin zone, respectively contributed by higher and lower energy bands. This gives rise to the summation m = ±
in Eq. (S7). F±

j (k) are the form factors and is given by F±
1a(k) = 1, −F−

1ab(k) = F+
1ab(k) =

a(k)
E0(k)

, F±
1b(k) =

a2(k)
E2

0(k)
,
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F±
2 (k) = b2(k)+c2(k)+d2(k)

E2
0(k)

, F±
3 (k) = b2(k)+c2(k)+e2(k)

E2
0(k)

, F±
4a(k) =

b2(k)+d2(k)+e2(k)
E2

0(k)
and F±

4b(k) =
c2(k)+d2(k)+e2(k)

E2
0(k)

. From

the form factors, it is obvious that χ2,3 > χ4a,4b since d2(k) and e2(k) are k3 terms, so that the Eu channel will not
dominant for any choices of U and V. Around Fermi surface, take E0(k) ≈ µII(k), and in the U-V phase diagram, the
phase boundary between D1 and D2,3 is approximately given by [82],

V

U
=

∫
FS±

dk
µ2
II(k) + a2(k)

µ2
II(k)− a2(k)

. (S8)

For type-I DSM, the phase boundary is approximitely V/U ≈ 2.1 [82]. For type-II Dirac semimetal, at the limit
tII ≫ tI and thus µ2

II(k) ≫ a2(k), the B1u/B2u region will be broaden to V/U ≈ 1. The critical temperatures of
different pairing channels can be solved numerically using Eq. (S4, S5).

Additionally, From the form factors, we note that F±
2,3 vanishes at kx = ky = 0, which are the polar points of the

Fermi surfaces. Therefore, these k points do not participate in pairing and they will become gapless nodal points in
BdG band dispersion if the pairing is weak. However, as we shall see, these nodal points have different monopole
charges and thus will annihilate each other to give rise to a fullgap superconductor.

B. Low-energy analysis

In this section, we are going to extract a low-energy Hamiltonian around the Fermi surfaces to describe the hybrid-
order topological superconductivity (i.e., the coexistence of first- and second-order topological superconductivity). For
simplicity, we would investigate each kz-fixed plane individually. With fixed kz, the continuous 2D-plane Hamiltonian
is,

H2D(k∥) =

(
H2D

0 (k∥)− µ D
D† µ−H2D∗

0 (−k∥)

)
,

H2D
0 (k∥) = t̃IIΓ0 + t̃IΓ1 −

ta
2
(k2x + k2y)Γ1

+ η(kxΓ2 − kyΓ3) +
1

2
α̃(k2x − k2y)Γ4 + β̃kxkyΓ5,

t̃II,I = tII,I cos kz, α̃ = α sin kz, β̃ = β sin kz,

(S9)

where, k∥ = (kx, ky)
T . Here we take m = 2ta to avoid complexity in the derivation. We now take t̃I,II > 0 without loss

of generality. In a system with helical texture, the low energy downfolding using helical basis ψk = (c↑k+ e
iθkc↓k)/

√
2

yields effective typical topological superconductor model [11, 12]. Here in our model, the Fermi surfaces of the normal
state have helical orbit-momentum locking, as shown in Fig. S1(a). When orbit-momentum locking is strong enough
(η2 > t̃I|ta|) and assuming weak pairing assumption (kz ≃ 0,±π), a pair of Kramers degenerate FS sheets can be
very well described by a low-energy dwonfolding by apply unitary transformation U(k∥) ≡ (Ψk, σxΨ

∗
−k). Here, Ψk

are the four low-energy BdG bands near the Fermi surface and σxΨ
∗
−k are high-energy BdG bands. However, such

transformation in our model is more complicated, and it reads:

Ψk =
(
φk −isyφ∗

−k τxφ
∗
−k −iτxsyφk

)
,

φk =
(
Ak 0 Bk 0 0 0 0 0

)T
/
√

Nk.
(S10)

Here, Bk = 2t̃I − tak
2
∥ +

√
(−2t̃I + tak2

∥)
2 + 4η2k2

∥ and Ak = −2η(kx + iky), with the normalization factor Nk. One

can see that Ak represents the helicity of the orbit-momentum locking. τ is Pauli matrix describing the particle-hole
degree of freedom. Note that −isyφ∗

−k is the time-reversal (TR) counterpart of φk and τxφ
∗
−k is the charge-conjugate

counterpart of φk. Now, the effective Hamiltonian is

Heff(k∥) = U†H2D(k∥)U =

(
Hl(k∥) Hs(k∥)
H†

s (k∥) Hh(k∥)

)
.

Hl(k∥) =


−M + Tk2

∥ 0 −∆̃−k− 0

0 −M + Tk2
∥ 0 ∆̃+k+

−∆̃+k+ 0 M − Tk2
∥ 0

0 ∆̃−k− 0 M − Tk2
∥


(S11)
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FIG. S1. (a) Orbital texture on Fermi surface with fixed-kz planes for spin-up (left) and spin-down (right) sectors. Arrows on
Fermi surfaces indicate the orbit-momentum texture (⟨σx⟩ , ⟨σy⟩). (b) Schematic plot of a circular geometry with arbitrary edge
L(θ) (purple tangent line). In the red (blue) region, the effective edge mass meff(θ) is positive (negative). The black hollow
dots denote the corner Majorana zero modes. Against C4z instability, they will move along the circle and finally annihilate at
the edges L(θ = 0, π) or L(θ = π

2
, 3π

2
), as indicated by the black arrows.

Here, Hl(k∥) is the effective Hamiltonian in low-energy space, with M = t̃I − t̃II, T =
(
ta − η2/t̃I

)
/2, ∆̃± =

η(∆2± i∆3)/t̃I and k± = kx± iky. Low-energy space is spanned by τ̃ ⊗ s̃, respectively describing pseudo-particle-hole
and -spin degrees of freedom. The low-energy physics is clearly a TR-invariant px+ipy-like model [87], originating
from both orbital texture and inter-orbital pairing. By Fu-Kane criterion [93], edge-localized states always exist for
there is one pair of FS sheets in a type-II DSM. For the TR-invaiant plane (kz = 0 or π), nontrivial Z2 phase ensures
such localized states to be helical Majorana states.

For kz ̸= 0 or π planes, however, due to the lack of time reversal symmetry that square to −1, the SOC term will
gap out the edge states. More specifically, one can perform a higher-order perturbation by introducing scattering
with high-energy bands Hh through Green’s function G(k∥, ω) = (ω −Heff)

−1. The correction to Hl is H
′
l(k∥, ω) =

Hs (ω −Hh)
−1
H†

s . Choose ω = 0 as an approximation, the corrected low-energy bands becomes,

Hkz-plane(k∥) = Hl(k∥) +H ′
l(k∥, 0). (S12)

H ′
l(k∥, 0) = −

[
γ1(k

2
x − k2y) + 2γ2kxky

]
Γ4 is anti-diagonal, with γ1 = α̃∆2/(t̃I + t̃II) and γ2 = β̃∆3/(t̃I + t̃II). One can

see that the k-independent pairing D enters into the low-energy bands mediating through SOC as an inherited pairing
H ′

l(k∥, 0), i.e., an effective pairing inherits the functional distribution of the SOC term, and becomes distributed. In-
terestingly, B1u and B2u pairing channels enter the low-energy bands separately through α and β terms. Additionally,
it can be seen from Eq. (S12) that the pairing potential vanishes on Γ-Z, and it will leave two nodes on the Fermi
surface ungapped at weak pairing limit. However, as discussed in the main text, the nodes are of opposite monopole
charges and will vanish eventually when increasing pairing strength. This is consistent with the form factors (Eq. S7)
obtained from the linearized gap equation.

C. Theory of edge states

To understand the second-order topological superconductivity, we deduce an theory of edge states from the low-
energy effective Hamiltonian, Eq. (S12). We first notice that any edge termination of a 2D silce can be described as a
tangent line of the unit circle geometry [88, 89], as shown in Fig. S1(b). An arbitrary edge L(θ) can be uniquely labeled

by its unit normal vector defined as nL = (cos θ, sin θ)
T
. To solve edge dispersion for L(θ), we apply Euler rotation

around z axis RZ(−θ) to local coordinates, i.e., k′ ≡ (k1, k2)
T

= RZ(−θ) (kx, ky)T . Noticing that k1 = nL · k∥,
now one can solve edge theory on arbitrary L(θ) by imposing open boundary conditions on Hkz-plane(k

′) along the
k1 direction. However, Hkz-plane(k

′) generally has a complicated form in k′. Therefore, after the local coordinate

rotation, we simultaneously apply a unitary transformation Ũ(θ) = e−iω∆Γ̃23/2e−iθΓ̃23/2 on Hkz-plane(k
′) such that

H̃kz-plane(k
′, θ) = Ũ†(θ)Hkz-plane(k

′)Ũ(θ) = h0 + h1 has a simple form
(
to O(k21, k2)

)
,

h0(k1) = (−M + Tk21)Γ̃
′
1 − |∆|k1Γ̃′

2,

h1(k
′, θ) = −|∆|k2Γ̃′

3 −m(θ)k21Γ̃
′
4.

(S13)
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Here, |∆|eiω∆ ≡ η(∆2 + i∆3)/t̃I , m(θ)=γ1 cos 2θ + γ2 sin 2θ. Now we solve for the zero mode equation of h0 and
consider h1 as a perturbation to extract the edge state dispersion of L(θ).

Replacing k1 → −i∂x1 yields the zero mode equation h0(−i∂x1)ψ(x1) = 0. With the boundary conditions ψ(x1=0) =
ψ(x1=−∞) = 0, two exponentially localized solutions ψ1,2 are found near x1=0:

ψi = N sin (λ2x1) e
λ1x1eik2x2ϕi, i = 1, 2, (S14)

where the eigen constants are

λ1 = −|∆|
2T

, λ2 =

√
4MT − |∆|2

2T
, (S15)

with N = 2
√
−M |∆|/(4MT − |∆|2) the normalization factor. The spinor part ϕi are eigenstates of Γ12 with eigen-

value +1:

ϕ1 = ( 0 i 0 1 )T , ϕ2 = ( −i 0 1 0 )T . (S16)

Treating h1 as a perturbation, the surperconducting edge dispersion for any boundary L(θ) is described by (HL)ij =∫ 0

−∞ dx1
∫ +∞
−∞ dx2ψ

†
ih1ψj , thus

Hedge
θ (k2) = |∆|k2σ̄z +meff(θ)σ̄y, (S17)

meff(θ) =
2(t̃II − t̃I)(α̃∆2 cos 2θ + β̃∆3 sin 2θ)

(t̃II + t̃I)(ta − η2/t̃I)
. (S18)

σ̄ is in the sapce spanned by ϕ1,2. The fourfold rotation operator on the edge is Cedge
4z (θ) = −iσ̄z. As a check, it

acts on the matrix part of the edge mass term as Cedge
4z (θ)σ̄yC

edge†
4z (θ) = −σ̄y, and thus for the scalar part there is

meff(θ + π/2) = −meff(θ). Therefore, the sign flip of the edge mass term between L(θ) and L(θ + π/2) is protected
by the fourfold rotation.

To consider the stability of second-order Majorana zero modes, the phenomenologically C4z-breaking term δ sin kzΓ4

adding to H0(k) (Eq. (S1)) endows a constant tensor mδσ̄y to the edge dispersion Hedge
θ (k2), which explicitly is that

mδ = 2δ∆2
η2(t̃2I − t̃2II)− 2t̃2I (tat̃I − η2)

t̃2I (t̃I + t̃II)2(ta − η2/t̃I)
sin kz. (S19)

Coupling to the anisotropic mass term meff(θ), mδ endows an extra constant gap for any edge L(θ), which pushes the
second-order Majorana zero modes to annihilate each other at the edges L(θ = 0, π) or L(θ = π

2 ,
3π
2 ).

D. Topological characterization with nested Wilson loop

In this section, we discuss the topological characterization of the hinge Majorana states in our model using the
concept of nested Wilson loop [46]. A full BdG Hamiltonian is diagonalized,

HBdG(k) =
∑
µ,k

γ†µkEµkγµk, (S20)

where γ†µk =
∑

α u
α
µkc

†
αk, α = 1, 2, ..., Norb. Norb is the number of orbitals. To calculate the Wilson loop along kx

direction, we can construct the overlap matrix Fx(ky, kz) using the occupied bands,

Fmn
x,kj

x
(ky, kz) =

∑
α

uα∗m,kjuαn,kj+1 (S21)

where kjx = 2πj/Nx and m,n = 1, 2, ..., Nocc, with Nocc is the number of occupied bands. Define k′ ≡ (ky, kz), hence,

Wx(k
′) =

N−1∏
j=0

Fx,kj
x
(k′). (S22)
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𝑝𝑥𝑦  double degenerate
𝑝𝑥𝑦  single degenerate
𝑄𝑐

  

 
 
 
 

FIG. S2. (a, b) Energy dispersion in a wire geometry along kz with open boundary along both x and y. (c, d) Eigenvalues of
Wilson loop operator of all occupied BdG bands of HBdG(k) (Eq. (1) in the main text) along kx. (e, f) Dots: Eigenvalues of
nested Wilson loop operator of all occupied wannier bands in (c, d) along ky. Lines: corner charge Qc. D1 and D2 are the
location of Superconducting Dirac points. (a-c) are for type-I DSMs. (d-f) are for type-II DSMs. In the nested Wilson loop
calculation, the gapless kz-planes in (b, e) have been taken out. Note that here we have set the B2u pairing channel to be zero,
∆3 = 0.

Extracting the phase part, define a Wannier Hamiltonian Wx(k
′) = eiHWx (k

′) and diagonalize it, HWx(k
′) =

2π
∑Nocc

n=1 ξ
†
n,k′νnx (k

′)ξn,k′ , with ξ†n(k
′) =

∑Nocc

m=1 ũ
m
n,k′γ

†
m,k′ . In the following Wannier band subsapces, ξ†n(k

′) =∑Norb

α=1 w
α
nk′c

†
αk′ , with components wα

nk′ =
∑Nocc

m=1 ũ
m
n,k′uαm,k′ , the nested Wilson loop is similarly defined by constructed

F̃mn
xy,kj

y
(kz) =

∑
α

wα∗
m,k′jwα

n,k′j+1 (S23)

where kjy = 2πj/Ny and m,n = 1, 2, ..., NP. In our case, NP = 2. And

Wxy(kz) =

Ny−1∏
j=0

F̃xy,kj
y
(kz). (S24)

Thus the final Berry phase of nested Wilson loop pxy is obtained by diagonalize Wxy(kz) =
∑NP

n=1 ρ
†
n,kz

ei2πp
n
xy(kz)ρn,kz

.
From nested Wilson loop, the equivalent “corner charge” can be characterized as Qc =

∑
n p

n
xy mod 1.

In Fig. S2, we have plotted the hinge states, eigenvalue of (nested) Wilson loop and corner charge for type-I (a-c)
and type-II (d-f) DSMs.

In type-I DSMs, It is shown that the hinge Majorana states appear, linking the projection of two bulk SC DPs
(k = (0, 0, D1,2)). Accordingly, taking out two SC DPs, the eigenvalue of Wilson loop vx in ky-kz plane shows a
full gap, except (ky, kz) = (0, 0) point, at which the pumping indicate a set of mirror-symmetry protected Majorana
surface modes discussed in Ref. [19]. Meanwhile, the corner charge is characterized by the nested Wilson loop, showing
the nontrivial Wannier charge center Qc = 0.5 between two bulk SC DPs.
In type-II DSMs, on the contrary, the bulk SC DPs are annihilating each other and creating a full bulk gap.

Therefore, the intact hinge Majorana flat bands extends across the whole hinge Brillouin zone, linking the projection
of the surface helical Majorana states. Correspondingly, the eigenvalue of Wilson loop vx shows Z2 pumpings at
(ky, kz) = (0, 0/π) and is gapped out elsewhere. Meanwhile, taking out two ill-defined points (kz = 0, π), each
kz-plane shows an nontrivial corner charge Qc = 0.5, consisting to the hinge Majorana states.
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