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The question of macroscopic occupation and spontaneous emergence of coherence for exciton
ensembles has gained renewed attention due to the rise of van der Waals heterostructures made
of atomically thin semiconductors. The hosted interlayer excitons exhibit nanosecond lifetimes,
long enough to allow for excitonic thermalization in time. Several experimental studies reported
signatures of macroscopic occupation effects at elevated exciton densities. With respect to theory,
excitons are composite particles formed by fermionic constituents, and a general theoretical argument
for a bosonic thermalization of an exciton gas beyond the linear regime is still missing. Here, we
derive an equation for the phonon mediated thermalization at densities above the classical limit, and
identify which conditions favor the thermalization of fermionic or bosonic character, respectively. In
cases where acoustic, quasielastic phonon scattering dominates the dynamics, our theory suggests
that transition metal dichalcogenide (TMDC) excitons might be bosonic enough to show bosonic
thermalization behaviour and decreasing dephasing for increasing exciton densities. This can be
interpreted as a signature of an emerging coherence in the exciton ground state, and agrees well
with the experimentally observed features, such as a decreasing linewidth for increasing densities.

INTRODUCTION

Excitons in semiconductors were predicted to show
macroscopic occupation effects and Bose-Einstein like
condensation already in the 1960s [1–3], only a few
decades after the prediction of condensation effects as
a consequence of the Bose-Einstein statistics in 1924 [4].
Excitons are compound quasiparticles formed by an elec-
tron in the conduction band and a hole in the valence
band, and thus have effective masses in the range of the
electron mass, which is significantly less than the cold
Rubidium atoms that where first used to examine con-
densation phenomena of bosonic particle ensembles [5, 6].
This sparked hope to find spontaneous coherence and
condensation effects at significantly higher temperatures
for such excitonic quasiparticles [7, 8].

Short excitonic lifetimes however made this search ex-
perimentally challenging in many semiconductor setups,
and instead, interest shifted to similiar phenomena in
cavity systems with exciton-polaritons, hybrid particles
with even lower effective masses, which are more bosonic
in nature compared to bare excitons due to the photon
properties. To date, spontaneous coherence and con-
densation have been realized on different experimental
platforms for exciton-polaritons [9–16]. For pure exci-
tons, with their significantly larger effective masses, and
due to the fact that they are built solely from fermions,
the question of experimental feasibility of such effects re-
mains controversial. There are claims of respective signa-

tures for pure excitons in literature, e.g. in GaAs Quan-
tum Wells [17–20], in semimetals [21] and in quantum
hall systems [22, 23]. More recently, macroscopic occu-
pation effects are also being discussed in van der Waals
heterostructures of TMDCs [24–29]. An extensive re-
view on the current literature of excitonic and other non-
equilibrium steady state condensation phenomena was
published recently [30].

There are also quite a few theoretical works on such
effects in excitonic systems, e.g. the quantum kinetic ap-
proach by the Haug group [31–33], and also a plethora of
other theory works on excitons and exciton-polaritons,
e.g. [34–41]. To our understanding, they all share one
key assumption, which may be encoded in different ways,
be it by applying Gross-Pitaevskii approaches or Bo-
goliubov assumptions: They take for granted the pure
bosonic nature of excitons and apply a bosonic com-
mutator for the particles - a necessary condition for all
these approaches [42]. This assumption is challenged in
this work: Excitons are directly approached as composite
particles constituting of fermionic carriers. It has been
succesfully shown in combined theory-experiment efforts
that their thermalization follows the classical Maxwell-
Boltzmann statistics in the dilute limit [43–45], however,
their fermionic substructure cannot be neglected at ele-
vated densities [46–51]. In this manuscript, we present
a first decisive step towards the question of the ther-
malization of excitons at elevated densities by providing
the first non-negligible nonlinear contribution to exciton-
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FIG. 1. Overview of the different nonlinear effects in the excitonic thermalization process. a) the nonlinearity ∂tNQ

∣∣
bos

leads

to stimulated scattering, similar to pure bosonic particles. b) The fermionic correction term ∂tNQ

∣∣
ferm

leads to a repulsion, since
the electrons (and holes) show Pauli blocking. Many excitons contribute to the bleaching at a given momentum, illustrated
by the summation in the lower panel. c) The exchange correction term ∂tNQ

∣∣
exc

is of attractive nature. It is due to a
carrier exchange during the scattering process. d) Exemplary steady state distribution of excitons in a MoSe2 monolayer
encapsulated in hBN at a lattice temperature of 30 K at a density of n̄ = 1012 cm−2 (black). The colored lines show the
individual contributions of the different nonlinear terms (a-c) in Eq. (1). The classical, linear thermalization is shown in gray.

phonon scattering. By performing the calculation in the
electron-hole picture, we are able to capture the interplay
of bosonic and fermionic effects up to the second order
in exciton density.

For the evaluation of the theory, we focus on atomically
thin transition metal dichalgonides (TMDCs), which ex-
hibit reduced screening and host excitons with large bind-
ing energies of hundreds of meV [52–54] and thus form
paradigmatic semiconductor models. Also, several re-
ports on the physics of those excitons at elevated den-
sities in TMDCs were published recently [55–58]. Since
TMDC excitons are often considered a promising candi-
date for effects of spontaneous emergence of coherence
and the like, the respective material parameters are used
in the numerical calculations in this work, in order to
illustrate our general findings in the light of a realistic
experimental setting.

We explore the possible parameter space and evalu-
ate if fermionic or bosonic contributions dominate the
thermalization, revealing that the fermionic substructure
leads to more repulsion in the ground state with increas-
ing exciton Bohr radius a0, with increasing temperature
and exciton mass M , i.e. with decreasing thermal wave-
length λth. This repulsion counteracts bosonic stimu-
lated scattering towards the ground state. Besides, the
energy of the involved phonons mediating the thermal-
ization is decisive. According to our theory, quasielastic
scattering with acoustic phonons assists a more bosonic
behaviour, while condensation-like effects are less proba-
ble in systems where inelastic, optical phonon scattering
dominates the dynamics. (Our definition of (in)elastic
phonon scattering is given in Sec. S2 in the SI). For domi-
nant acoustic phonons, we find decreasing dephasing with
increasing exciton density, which is a signature of growing
coherence and is reflected in good qualitative agreement
also by the decreasing linewidth of the lowest interlayer

exciton PL signal in a respective experiment on a MoSe2-
WSe2 heterostack [27, 28].

EXCITONIC BOLTZMANN SCATTERING
EQUATION

We derived an equation within the Heisenberg equation
of motion framework, for the exciton occupation Nν

Q =∑
qq′(ϕνq)∗ϕνq′〈v†q+αQcq−βQc

†
q′−βQvq′+αQ〉, where Q ac-

counts for the excitonic center-of-mass momentum, ν for
the excitonic Rydberg state, ϕνq for the wavefunction of
the exciton gained from numerically solving the Wan-
nier equation [59]. The fermionic anihilation (creation)

operators c
(†)
q and v

(†)
q account for carriers in conduc-

tion and valence band, respectively, and the abbrevia-
tions α = me

M and β = mh

M relate electron and hole mass
to the exciton mass M . The equation is derived from a
Hamiltonian which contains the free exciton motion as
well as electron-phonon coupling, and Coulomb interac-
tion to account for the binding of carriers as excitons.
A detailed derivation is given in Sec. S1 in the supple-
mentary. We treat the appearing hierarchy problem in
Born-Markov approximation and apply the unit opera-
tor technique to project the fermionic expectation values
onto excitonic ones [46, 48, 49]. The resulting excitonic
Boltzmann scattering equation reads

∂tN
ν
Q = ∂tN

ν
Q

∣∣∣
class

+ ∂tN
ν
Q

∣∣∣
bos

+ ∂tN
ν
Q

∣∣∣
ferm

+ ∂tN
ν
Q

∣∣∣
exc
.

(1)

The first term in Eq. (1) accounts for the linear con-
tribution

∂tN
ν
Q

∣∣∣
class

=
2π

~
∑
Q′λ

(
Wλν

Q′QN
λ
Q′ −W νλ

QQ′Nν
Q

)
, (2)
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FIG. 2. a) Phase diagram of the excitonic thermalization beyond the classical limit as a function of temperature and excitonic
Bohr radius for exciton masses of M = M0. Points on the 10K line indicate the parameters of exemplary equilibrium plots in
Fig. S1 in the SI. b) Phase diagram when only acoustic phonons are present, and c) when only optical phonons are present.

which thermalizes to the classical Maxwell-Boltzmann
distribution, and is valid for dilute exciton ensembles,
which behave like classical gases [43, 45, 60]. W νλ

QQ′ ac-
counts for the scattering matrix, which contain the se-
lection rules for the scattering, see Eq. (S17) in the SI.
For elevated densities, the following nonlinearities be-
come important in the same order of the exciton density
n̄ = 1

A

∑
Qν N

ν
Q:

The second term in Eq. (1) accounts for bosonic stim-
ulated scattering, cp. Fig. 1(a), which also occurs for
excitons as pure bosons [33]

∂tN
ν
Q

∣∣∣
bos

=
2π

~
∑
Q′λ

ΓB,νλQQ′ N
λ
Q′Nν

Q. (3)

The term ΓB,νλQQ′ accounts for the respective scattering
matrix, see Eq. (S18) in the SI.

Due to the fermionic electron-hole substructure of the
excitons, a term of repulsive character occurs which
accounts for the Pauli blocking of individual carriers,
cp. Fig. 1(b). Thus, the third term in Eq. (1) accounts
for Fermi repulsion

∂tN
ν
Q

∣∣∣
ferm

=
2π

~
∑

Q′Kλν′

(
ΓF,νλ,ν

′

Q′Q,KN
λ
Q′ − ΓF,λν,ν

′

QQ′,KN
ν
Q

)
Nν′

K .

(4)

We find a scattering tensor ΓF,λν,ν
′

QQ′,K , as written in
Eq. (S19) in the SI. Interestingly, Pauli repulsion for ex-
citons is given as a convolution over all excitonic states
which orginates from their fermionic substructure. The
fourth term arises from exchanging fermionic carriers
during the scattering, cp. Fig. 1(c)

∂tN
ν
Q

∣∣∣
exc

=
2π

~
∑

KK′λ′ν′

ΓE,νλ
′ν′

Q,K,K′N
λ′

K′Nν′

K . (5)

Again, the respective scattering tensor ΓE,νλ
′ν′

Q,K,K′ is given
in Eq. (S20) in the SI.

All in all, Eq. (1) constitues a very general result which
allows to study the phonon mediated thermalization be-
haviour in a semiconductor exciton gas of arbitrary di-
mension, including for the first time consistently bosonic

and fermionic corrections beyond the classical low den-
sity limit. In the next section we evaluate the excitonic
thermalization from Eq. (1), and identify Bohr radius a0,
thermal wavelength λth and the character of the phonon
modes as the key parameters deciding the respective com-
petition of bosonic and fermionic behaviour.

EXCITONIC STEADY STATES

Our numerical evaluation takes into account only the
lowest excitonic ν = 1s state. The exciton wavefunction
ϕq is obtained by solving the Wannier equation [59], and
for the discussion we extract an effective Bohr radius a0
by fitting it with a 2d-model ϕq ∝ (4 + a20q

2)−
3
2 [61].

However, the full numerically obtained ϕq is used to
compute the scattering matrices in Eq. (1). We per-
form calculations for different thermal wavelengths λth =

~√
2MkBT

, dependent on the effective exciton mass M and

the lattice temperature T . We take the four phononic
modes into account that typically dominate the scat-
tering dynamics of monolayer TMDCs [44, 45, 60, 62],
namely the acoustic LA and TA modes and the optical
A′ and TO modes, for details on the considered phonon
modes and all used parameters see supplement Sec. S2.
In order to examine the whole parameter space as thor-
oughly as possible, we additionally examine scenarios for
only optical and only acoustic phonon scattering pro-
cesses, since, for instance, in van der Waals heterostruc-
tures, the question which phonon modes dominate the
scattering is much less understood than in the monolayer.

We have carefully checked for the chosen parameter
space that the system equilibrates completely indepen-
dent of any arbitrarily set initial conditions to a Maxwell-
Boltzmann distribution in the linear regime (zero den-
sity limit). Depending on the temperature T , the mass
M and the Bohr radius a0, there is a certain density
limit, where we start to observe deviations in the steady
state distribution from the linear case. At this point,
the classical approximation, Eq. (2) breaks down, and
we have to take into account the next order correc-
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tion, expressed as the small parameter η = n̄a20 (see
also [46, 48]), i.e. the nonlinear contributions with N2

Q,

namely ∂tNQ

∣∣
bos

,∂tNQ

∣∣
ferm

and ∂tNQ

∣∣
exc

become impor-
tant in Eq. (1). In Fig. 1(a-c) we illustrate the physics
connected to the different nonlinearities.

Fig. 1(d) is a plot of the calculated equilibrium dis-
tribution of the exciton occupation NQ as a function of

the kinetic energy EQ = ~2Q2

2M . We assume a mono-
layer MoSe2 in hBN encapsulation, with a typical Bohr
radius of approximately aB ≈ 2 nm [63], and a lattice
temperature of T = 30 K. For clear visibility, we plot the
distribution for an exciton density of n̄ = 1012 cm−2.

For comparison with the full solution and the different
contributions of Eq. (1), Fig. 1(d) shows the equilibrium
distribution of the linear, classical Maxwell-Boltzmann
equation (in gray). Besides, we examine the three non-
linear contributions from Eq. (1) individually, and plot
the results in the same graph to understand how they
contribute to the overall equilibration dynamics. For the
bosonic nonlinearity, ∂tNQ

∣∣
bos

, the stimulated scatter-
ing to the ground state leads to a respective deviation
from the linear exciton distribution, with more occupa-
tion of the states with very small or zero momentum (blue
curve). In contrast to that, the fermionic, repulsive con-
tributions, ∂tNQ

∣∣
ferm

, show deviations in the opposite
direction, which can be understood by the Pauli block-
ing of the individual carriers building the excitons as a
composite particle, preventing a high occupation of the
lowest states (red curve). The exchange term, ∂tNQ

∣∣
exc

,
is also attractive, as it also leads to higher occupation
of low energy states compared to the linear distribution
(pink line). Finally, in black we plot the equilibrium
distribution obtained from the full equation. Clearly, in
the considered parameter regime, the fermionic character
is dominant and thus the equilibrated distribution of the
full Eq. (1) shows deviations from the linear case towards
a more fermionic thermalization behaviour.

Having understood the individual role of all contribu-
tions to Eq. (1), we now perform broad parameter scans.
To evaluate whether excitons behave more bosonic or
fermionic for a given parameter set, we determine the dif-
ference of the nonlinear steady state with the Boltzmann
limit, for densities n̄ where the full equation starts to de-
viate from the linear approximation. This procedure is
justified since all contributions appear monotonous with
the exciton density. If a distribution is amplified at Q = 0
compared to the classical distribution, we identify this
as bosonic behavior, in contrast, a decreasing NQ=0 is
identified as fermionic (see supplement Fig. S1 for illus-
tration). Fig. 2(a) exhibits the calculated phase diagram
of the thermalization behaviour directly above the clas-
sical density limit as a function of Bohr radius a0 and
temperature T . We note that it can also be plotted over
the thermal wavelength λth, which additionally takes the
effective exciton mass M into account (see supplemen-
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FIG. 3. Dephasing of the Q = 0 mode, Eq. (6), at T = 4K as
a function of exciton density. a) For optical+acoustic modes
we see an increase of the dephasing. b) For only acoustic
phonon modes, we see a decrease. c) Experimental data:
FWHM of the PL signal of the lowest interlayer exciton in
a MoSe2-WSe2 Heterostack, plotted over the estimated exci-
ton density, for details see SI and [27, 28].

tary Fig. S2). We find that smaller Bohr radii a0 favor
bosonic behaviour, which is intuitive, since more local-
ized excitons are less probable to repulse each other by
Pauli blocking effects. Lower temperatures T lead to
larger thermal wavelengths λth, which compensate even
larger Bohr radii, making bosonic thermalization possi-
ble for excitons with slightly larger Bohr radii for very
low temperatures. However, for realistic values in current
experiments, e.g. for typical monolayer TMDC excitons
with Bohr radii around a0 ≈ 2 nm, our theory suggests a
fermionic thermalization behaviour, at least when both
optical and acoustic phonons are active.

Figs. 2(b,c) also show calculated phase diagrams, but
unlike in (a), for scattering with only acoustic or only
optical phonons, respectively. It is evident that acoustic
phonons favor bosonic thermalization behaviour, while
the activation of optical phonons prevent it. In order to
understand this result, two ingredients are needed: (i)
Compared to acoustic phonons, optical phonons exhibit
higher coupling strengths, which in the nonlinear case
means that as soon as they are present, they will dom-
inate the thermalization. (ii) Optical phonons provide
comparably high energies for the scattering, in the range
of 30 meV [62] compared to acoustic modes, exhibiting
only few meV.

First we discuss the bosonic stimulated scattering,
Eq. (3): For optical phonons, the bosonic character of the
scattering dynamics, the inscattering contribution NQ′ ,
is small compared to NQ≈0, due to the comparably large
optical phonon energies. In contrast, the more elastic,
acoustic phonon scattering process leads to much smaller
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difference in momentum between the excitonic scattering
partners and thus supports large inscattering rates from
significantly more occupied NQ′ into NQ≈0.

Second, we discuss the counteracting fermionic block-
ing of scattering into low Q excitonic modes, Eq. (4):
Here, the inscattering is independent of NQ′ , as it in-
stead depends on a full sum over all NK, not selected
by energy conservation of the exciton-phonon scattering
process, cp. Eq. (S19) in the SI. In short: the bosonic
stimulated scattering has to rely on the selection rules of
the given phonon process, while the fermionic blocking
is caused by all excitons independent of those selection
rules.

DEPHASING

One important experimental signature of degenerate
bose gases in non-equilibrium systems are decreasing
dephasing rates with increasing particle density, due
to the spontaneous formation of coherence in the sys-
tem [10, 30]. The dephasing of the spontaneously build-
ing up exciton-dipole density 〈P0〉, can be directly com-
puted from a given steady state distribution limt→∞NQ,
(see supplementary Sec. S5 for details):

γ0 = π
∑
Q′

(
W0Q′ − ΓB0Q′NQ′ +

∑
K

ΓF0Q′,KNK

)
. (6)

With the dephasing γ0 we introduce another observ-
able, which however is directly connected to the occupa-
tion NQ: if the occupation behaves bosonic, this always
leads to decreasing dephasing with increasing density.
Fig. 3(a,b) shows decreasing steady state dephasing for
increasing exciton densities, once only acoustic phonons
are present. This result is in very good qualitative agree-
ment with recent experiments, where the FWHM of the
PL signal is decreasing with increasing pump fluence
for an interlayer exciton in a MoSe2-WSe2-Heterostack,
cp. Fig. 3(c). For experimental details cp. [27, 28] and
Sec. S6 in the SI.

CONCLUSION

We investigated the exciton phonon kinetics above the
classical zero density limit, starting directly from the
electron hole picture of excitons, taking the next order
in η = n̄a20 into account, by going beyond the bosonic
commutator relation for excitons as composite particles.
We observe qualitative deviations from a purely bosonic
behaviour, and show that for typical Bohr radii of around
2 nm for TMDC excitons, the compound particles cannot
be considered bosonic and thus, according to our the-
ory, are not likely to show macroscopic occupation of
the ground state. For significantly smaller Bohr radii,

however, or when optical phonon modes are suppressed,
our theory predicts that excitons do show a bosonic be-
haviour, as the stimulated scattering in this regime would
overcompensate the weaker Pauli blocking. This suggests
that a decreasing linewidth in the PL signal of the en-
ergetically lowest excitons might point towards an emer-
gence of coherence in the corresponding exciton ensem-
bles.
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[32] L. Bányai, P. Gartner, O. M. Schmitt, and H. Haug,
Physical Review B 61, 8823 (2000).

[33] O. Schmitt, D. T. Thoai, L. Bányai, P. Gartner, and
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