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#### Abstract

In 1-bit matrix completion, the aim is to estimate an underlying low-rank matrix from a partial set of binary observations. We propose a novel method for 1-bit matrix completion called MMGN. Our method is based on the majorization-minimization (MM) principle, which converts the original optimization problem into a sequence of standard low-rank matrix completion problems. We solve each of these sub-problems by a factorization approach that explicitly enforces the assumed low-rank structure and then apply a Gauss-Newton method. Using simulations and a real data example, we illustrate that in comparison to existing 1-bit matrix completion methods, MMGN outputs comparable if not more accurate estimates. In addition, it is often significantly faster, and less sensitive to the spikiness of the underlying matrix. In comparison with three standard generic optimization approaches that directly minimize the original objective, MMGN also exhibits a clear computational advantage, especially when the fraction of observed entries is small.
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## 1 Introduction

In this work, we consider the following 1-bit matrix completion problem: Let $\Theta^{*} \in \mathbb{R}^{m \times n}$ be an unknown matrix of exact rank $r^{*}$. The observed data are a subset $\Omega \subset[m] \times[n]$ and a binary matrix $\mathbf{Y}$ whose entries are given by $y_{i j}=0$ if $(i, j) \notin \Omega$, whereas the observed entries are independent draws as follows,

$$
y_{i j}=\left\{\begin{array}{ll}
+1 & \text { with probability } \Phi\left(\theta_{i j}^{*}\right),  \tag{1}\\
-1 & \text { with probability } 1-\Phi\left(\theta_{i j}^{*}\right),
\end{array} \quad \text { for }(i, j) \in \Omega\right.
$$

where $\theta_{i j}^{*}$ is the $i j$-th entry of $\Theta^{*}$ and $\Phi: \mathbb{R} \rightarrow[0,1]$ is a known cumulative distribution function (CDF). Given the function $\Phi$ and the matrix $\mathbf{Y}$, the goal of 1-bit matrix completion is to estimate the underlying matrix $\boldsymbol{\Theta}^{*}$, see for example Davenport et al. (2014).

This problem is a variant of the classic matrix completion problem, in which one directly observes the entries $\theta_{i j}^{*}$ for $(i, j) \in \Omega$. In some applications, one can only observe a stochastic value $y_{i j}$ that is non-linearly related to the underlying value $\theta_{i j}^{*}$. For example, in the Netflix challenge (Koren et al., 2009), the goal was to predict the missing entries of a rating matrix whose observed entries were integers ranging from one to five. In the simplest model for recommendation systems, user responses take on only one of two values: "like" or "dislike", leading to a 1-bit matrix completion problem. Additional applications involving completion of partially observed binary matrices include quantum state tomography (Gross et al., 2010) and link prediction in network analysis (Liben-Nowell and Kleinberg, 2003).

Given the partially observed binary matrix $\mathbf{Y}$ and an assumed target rank $r$, perhaps the most natural approach to estimate $\boldsymbol{\Theta}^{*}$ is by maximizing the likelihood function, or equivalently minimizing the negative $\log$-likelihood $\ell(\boldsymbol{\Theta})$ under a rank- $r$ constraint,

$$
\begin{equation*}
\underset{\boldsymbol{\Theta} \in \mathbb{R}^{m \times n}}{\operatorname{minimize}} \ell(\boldsymbol{\Theta}) \quad \text { subject to } \quad \operatorname{rank}(\boldsymbol{\Theta}) \leq r \tag{2}
\end{equation*}
$$

Specifically, under the generative model $(1), \ell(\boldsymbol{\Theta})$ is given by

$$
\begin{equation*}
\ell(\boldsymbol{\Theta})=-\sum_{(i, j) \in \Omega}\left\{\delta_{i j} \log \Phi\left(\theta_{i j}\right)+\left(1-\delta_{i j}\right) \log \left[1-\Phi\left(\theta_{i j}\right)\right]\right\} \tag{3}
\end{equation*}
$$

where $\delta_{i j}=\frac{1}{2}\left(1+y_{i j}\right)$ are rescalings of the observed entries.

### 1.1 Prior Work

Several authors derived algorithms as well as theoretical guarantees for the above 1-bit matrix completion problem. To ensure the 1-bit matrix completion problem is well-posed, assumptions are needed on the underlying matrix $\Theta^{*}$ and on the subset $\Omega$ of observed entries. First, the entries of $\boldsymbol{\Theta}^{*}$ cannot be too large in magnitude, so that the observed entries provide sufficient information on the underlying values of $\Theta^{*}$. Second, the rank of $\boldsymbol{\Theta}^{*}$, or a proxy thereof, also cannot be too large. Finally, the matrix needs to be delocalized, and cannot be too spiky. Here, we adopt the notion of matrix spikiness from Negahban and Wainwright (2012). For a non-zero matrix $\Theta \in \mathbb{R}^{m \times n}$, its spikiness ratio $s(\boldsymbol{\Theta})$ is defined as $s(\boldsymbol{\Theta})=\sqrt{m n}\|\boldsymbol{\Theta}\|_{\infty} /\|\boldsymbol{\Theta}\|_{\mathrm{F}}$ where $\|\boldsymbol{\Theta}\|_{\infty}=\max _{i j}\left|\theta_{i, j}\right|$ and $\|\boldsymbol{\Theta}\|_{\mathrm{F}}$ is its Frobenius norm. By definition, the spikiness ratio satisfies $1 \leq s(\boldsymbol{\Theta}) \leq \sqrt{m n}$. In general, a lower value of $s\left(\boldsymbol{\Theta}^{*}\right)$ yields an easier 1-bit matrix completion problem.

Additionally, the set $\Omega$ of observed entries needs to be well spread-out. Several previous works assumed that $\Omega$ is distributed uniformly at random. Then if $|\Omega|$ is sufficiently large and the above assumptions on $\boldsymbol{\Theta}^{*}$ hold, it becomes possible to accurately estimate $\boldsymbol{\Theta}^{*}$, see for example Bhaskar and Javanmard (2015), Davenport et al. (2014), and Cai and Zhou (2013).

Instead of the original problem (2), some works minimized (3) subject to a constraint on the rank and an additional constraint on $\|\boldsymbol{\Theta}\|_{\infty}$ (Bhaskar and Javanmard, 2015; Ni and Gu, 2016). Other works employed a constraint on a convex relaxation of the rank in conjunction with the constraint on $\|\boldsymbol{\Theta}\|_{\infty}$. For example, Davenport et al. (2014) replaced the nonconvex rank constraint with a constraint on the trace norm $\|\boldsymbol{\Theta}\|_{*}$. They minimized the negative log-likelihood (3) under two constraints $\|\boldsymbol{\Theta}\|_{*} \leq \alpha \beta \sqrt{m n}$ and $\|\boldsymbol{\Theta}\|_{\infty} \leq \alpha$, where $\alpha$ and $\beta$ are two tuning parameters. Instead of the trace norm, Cai and Zhou (2013) employed the max-norm (Linial et al., 2007) as a convex relaxation of the rank. They minimized the objective (3) under the two constraints $\|\Theta\|_{\max } \leq \alpha \beta$ and $\|\Theta\|_{\infty} \leq \alpha$, where $\|\boldsymbol{\Theta}\|_{\max }=\min _{\boldsymbol{\Theta}=\mathbf{U} \mathbf{V}^{\top}}\left\{\|\mathbf{U}\|_{2, \infty},\|\mathbf{V}\|_{2, \infty}\right\}$ and $\|\mathbf{U}\|_{2, \infty}$ is the largest $l_{2}$-norm of the rows in $\mathbf{U}$.

Most algorithms for these prior works, however, are non-trivial to implement or computationally intensive. Bhaskar and Javanmard (2015) employ a log-barrier penalty to approximate the infinity norm constraint in combination with a cross-validation procedure to determine how to scale the penalty. The algorithm in Davenport et al. (2014), at each
iteration, runs an inner ADMM algorithm to compute the projection onto the intersection of an infinity norm ball and nuclear norm ball. The algorithm in Cai and Zhou (2013), at each iteration, requires projection onto a max-norm constraint which involves solving a nonconvex optimization problem iteratively in conjunction with a rank selection step. Hence some of these methods do not scale well to large matrices and are prohibitively slow. As illustrated later on in Section 4, publicly available implementations may take hours to complete medium-sized matrices.

### 1.2 Our Contributions

The main contribution of this work is the derivation of a simple and computationally fast approach to minimize (2). Our iterative method, denoted Majorization-Minimization Gauss-Newton (MMGN), relies on a majorization-minimization strategy. This leads to solving a sequence of standard simpler matrix completion problems. We approximately solve these problems by a single Gauss-Newton step, each of which requires solving a least squares problem. Hence, our method is simple to implement, requiring only standard linear algebra tools. MMGN is typically at least an order of magnitude faster than existing 1-bit matrix completion methods while achieving comparable or even superior estimation accuracy. In addition, MMGN is faster than generic optimization methods that minimize the original objective (2), including gradient descent, quasi-Newton methods, and manifold optimization. Beyond its computational advantages, MMGN's performance degrades more slowly as the spikiness of the underlying matrix increases compared to alternative methods. In our simulations, as we increased the spikiness of the underlying matrix, the estimation error of other methods increased significantly, whereas MMGN still was able to provide relatively accurate reconstructions.

### 1.3 Notation and Organization

We denote vectors by boldface lowercase letters and matrices by boldface capital letters, e.g., $\mathbf{a} \in \mathbb{R}^{n}$ and $\mathbf{A} \in \mathbb{R}^{m \times n}$. We denote the entries of a vector $\mathbf{a}$ and matrix $\mathbf{A}$ by $a_{i}$ and $a_{i j}$, respectively. The rank of a matrix $\mathbf{A}$ is denoted by $\operatorname{rank}(\mathbf{A})$, its Moore-Penrose pseudo inverse by $\mathbf{A}^{\dagger}$, and its column-major vectorization, i.e., the vector obtained by stacking the columns of $\mathbf{A}$ one after the other, by $\operatorname{vec}(\mathbf{A})$. We will use the following semi-norm
of a matrix $\mathbf{A}$, denoted by $\|\mathbf{A}\|_{F(\Omega)}=\sqrt{\sum_{(i, j) \in \Omega} a_{i j}^{2}}$, where $\Omega$ is a subset of $\mathbf{A}$ 's indices. Similarly, for a vector $\mathbf{a}$, we denote $\|\mathbf{a}\|_{\Omega}=\sqrt{\sum_{i \in \Omega} a_{i}^{2}}$, where $\Omega$ is a subset of a's indices. For two matrices $\mathbf{A}$ and $\mathbf{B}$ of the same size, we denote the Hadamard product as $\mathbf{A} \circ \mathbf{B}$, namely $(\mathbf{A} \circ \mathbf{B})_{i j}=a_{i j} b_{i j}$. Similarly, the element-wise quotient of $\mathbf{A}$ and $\mathbf{B}$ is $\mathbf{A} \oslash \mathbf{B}$, namely $(\mathbf{A} \oslash \mathbf{B})_{i j}=a_{i j} / b_{i j}$. For a set $S$, we denote its cardinality as $|S|$. Finally, for any univariate function $\Phi: \mathbb{R} \rightarrow \mathbb{R}$, we denote the matrix obtained by applying $\Phi$ entry-wise to $\mathbf{A}$ by $\Phi(\mathbf{A})$.

The rest of the paper is organized as follows. Section 2 introduces the MMGN method. In Section 3 we discuss several related problems and approaches similar to ours to solve them. Section 4 presents an empirical evaluation of MMGN with simulations and a real data example. Section 5 concludes with a discussion.

## 2 The MMGN Method

We first present an overview of our approach. Given a target rank $r$, our strategy for solving the nonconvex problem (2) is based on the majorization-minimization (MM) principle. Concretely, we replace the objective function $\ell(\boldsymbol{\Theta})$ with a simpler surrogate function, called a majorization. As we show below, minimizing our majorization leads to a standard lowrank matrix completion problem. Hence, MMGN solves a sequence of optimization problems of the form

$$
\begin{equation*}
\underset{\boldsymbol{\Theta} \in \mathbb{R}^{m \times n}}{\operatorname{minimize}}\|\boldsymbol{\Theta}-\tilde{\mathbf{Y}}\|_{\mathrm{F}(\Omega)}^{2} \quad \text { subject to } \quad \operatorname{rank}(\boldsymbol{\Theta}) \leq r \tag{4}
\end{equation*}
$$

where the matrix $\tilde{\mathbf{Y}}$ depends on the observed matrix $\mathbf{Y}$ and on the current estimate $\tilde{\boldsymbol{\Theta}}$.
We solve (4) by a factorization approach, expressing $\boldsymbol{\Theta}=\mathbf{U} \mathbf{V}^{\top}$ where $\mathbf{U} \in \mathbb{R}^{m \times r}$ and $\mathbf{V} \in \mathbb{R}^{n \times r}$. Therefore, we rewrite (4) as the following equivalent unconstrained problem

$$
\begin{equation*}
\operatorname{minimize}_{\mathbf{U} \in \mathbb{R}^{m \times r}, \mathbf{V} \in \mathbb{R}^{n \times r}}\left\|\mathbf{U V}^{\top}-\tilde{\mathbf{Y}}\right\|_{\mathrm{F}(\Omega)}^{2} \tag{5}
\end{equation*}
$$

Finally, we solve (5) using a modified Gauss-Newton algorithm introduced by Zilber and Nadler (2022).

### 2.1 The Majorization-Minimization Principle

The MM principle (De Leeuw, 1994; Heiser, 1995; Lange et al., 2000; Hunter and Lange, 2004; Lange, 2016) converts the minimization of a challenging function $\ell(\boldsymbol{\Theta})$ into a sequence of simpler optimization problems. We approximate $\ell(\boldsymbol{\Theta})$ by a surrogate function or majorization $g(\boldsymbol{\Theta} \mid \tilde{\boldsymbol{\Theta}})$ anchored at the current estimate $\tilde{\boldsymbol{\Theta}}$. The majorization $g(\boldsymbol{\Theta} \mid \tilde{\boldsymbol{\Theta}})$ needs to satisfy two conditions: (i) a tangency condition $g(\tilde{\boldsymbol{\Theta}} \mid \tilde{\boldsymbol{\Theta}})=\ell(\tilde{\boldsymbol{\Theta}})$ for all $\tilde{\boldsymbol{\Theta}}$ and (ii) a domination condition $g(\boldsymbol{\Theta} \mid \tilde{\boldsymbol{\Theta}}) \geq \ell(\boldsymbol{\Theta})$ for all $\boldsymbol{\Theta}$. The associated MM algorithm is defined by the iterates

$$
\begin{equation*}
\boldsymbol{\Theta}_{t+1}=\underset{\boldsymbol{\Theta}}{\arg \min } g\left(\boldsymbol{\Theta} \mid \boldsymbol{\Theta}_{t}\right), \quad t=0,1, \ldots \tag{6}
\end{equation*}
$$

The tangency and domination conditions imply that

$$
\ell\left(\boldsymbol{\Theta}_{t+1}\right) \leq g\left(\boldsymbol{\Theta}_{t+1} \mid \boldsymbol{\Theta}_{t}\right) \leq g\left(\boldsymbol{\Theta}_{t} \mid \boldsymbol{\Theta}_{t}\right)=\ell\left(\boldsymbol{\Theta}_{t}\right)
$$

In other words, the objective function values of the MM iterates decrease monotonically. Finding the global minimizer of $g\left(\boldsymbol{\Theta} \mid \boldsymbol{\Theta}_{t}\right)$ is not necessary to ensure the descent property. Therefore, one can inexactly solve (6) and still guarantee a monotonic decrease of the objective. A key component for the success of the MM principle is the construction of a surrogate function that is easy to minimize.

Recall that we seek to minimize the negative log-likelihood of the 1-bit matrix completion problem (3), which we restate here for convenience:

$$
\ell(\boldsymbol{\Theta})=-\sum_{(i, j) \in \Omega}\left\{\delta_{i j} \log \Phi\left(\theta_{i j}\right)+\left(1-\delta_{i j}\right) \log \left[1-\Phi\left(\theta_{i j}\right)\right]\right\}
$$

where $\delta_{i j}=\frac{1}{2}\left(1+y_{i j}\right) \in\{0,1\}$. To derive our majorization, we assume the $\operatorname{CDF} \Phi(\theta)$ in (3) satisfies the following two conditions.

A1. The function $\log \Phi(\theta)$ is $L$-Lipschitz differentiable.
A2. The density function $\phi(\theta)=\Phi^{\prime}(\theta)$ is symmetric around zero. This implies that $\Phi(\theta)=1-\Phi(-\theta)$.

The following proposition describes a quadratic majorization under the above assumptions.

Proposition 2.1. Let $\Phi(\theta)$ be a CDF that satisfies assumptions A1 and A2. The following is a majorization of $\ell(\boldsymbol{\Theta})$ at $\tilde{\boldsymbol{\Theta}}$

$$
\begin{equation*}
g(\boldsymbol{\Theta} \mid \tilde{\boldsymbol{\Theta}})=\frac{L}{2}\|\boldsymbol{\Theta}-\tilde{\mathbf{Y}}\|_{F(\Omega)}^{2}+c(\tilde{\boldsymbol{\Theta}}) \tag{7}
\end{equation*}
$$

where $c(\tilde{\boldsymbol{\Theta}})$ depends on $\tilde{\boldsymbol{\Theta}}$ but not on $\boldsymbol{\Theta}$, and

$$
\begin{equation*}
\tilde{\mathbf{Y}}=\tilde{\boldsymbol{\Theta}}+\frac{1}{L}(\mathbf{Y} \circ \phi(\tilde{\boldsymbol{\Theta}})) \oslash \Phi(\mathbf{Y} \circ \tilde{\boldsymbol{\Theta}}) \tag{8}
\end{equation*}
$$

Two popular CDFs in 1-bit matrix completion are $\Phi(x)=1 /\left(1+e^{-x / \sigma}\right)$ and $\Phi(x)=$ $\frac{1}{\sqrt{2 \pi \sigma^{2}}} \int_{-\infty}^{x} \exp \left(-\frac{w^{2}}{2 \sigma^{2}}\right) d w$, which correspond to logistic and Gaussian random variables, respectively. Both satisfy assumptions A1 and A2. Hence, by Proposition 2.1 we obtain the following specific quadratic majorizations.

Corollary 2.1. The logistic model with $\Phi=1 /\left(1+e^{-x / \sigma}\right)$ satisfies assumptions $A 1$ and A2 with Lipschitz constant $L=\frac{1}{4 \sigma^{2}}$. Hence, a majorization is given by Eq. (7) with

$$
\tilde{\mathbf{Y}}=\tilde{\Theta}+4 \sigma \mathbf{Y} \circ \Phi(-\mathbf{Y} \circ \tilde{\boldsymbol{\Theta}})
$$

Corollary 2.2. The probit model with $\Phi=\frac{1}{\sqrt{2 \pi \sigma^{2}}} \int_{-\infty}^{x} \exp \left(-\frac{w^{2}}{2 \sigma^{2}}\right) d w$ satisfies assumptions A1 and A2 with Lipschitz constant $L=\frac{1}{\sigma^{2}}$. Hence, a majorization is given by Eq. (7) with

$$
\tilde{\mathbf{Y}}=\tilde{\boldsymbol{\Theta}}+\sigma^{2} \mathbf{Y} \circ \phi(\tilde{\boldsymbol{\Theta}}) \oslash \Phi(\mathbf{Y} \circ \tilde{\boldsymbol{\Theta}}) .
$$

Proofs of Proposition 2.1, Corollary 2.1, and Corollary 2.2 are in the supplementary materials. Combined with the low-rank constraint, these corollaries indicate that both the logistic and probit models lead to MM updates that require solving a standard low-rank matrix completion problem.

$$
\begin{equation*}
\operatorname{minimize}_{\boldsymbol{\Theta} \in \mathbb{R}^{m \times n}}\|\boldsymbol{\Theta}-\tilde{\mathbf{Y}}\|_{\mathrm{F}(\Omega)}^{2} \quad \text { subject to } \quad \operatorname{rank}(\boldsymbol{\Theta}) \leq r \tag{9}
\end{equation*}
$$

We denote the solution to the problem (9) by $\boldsymbol{\Theta}_{\mathrm{MM}}$. We next review how we approximately solve the non-convex problem (9) by a Gauss-Newton strategy.

### 2.2 Inexact Majorization-Minimization via Gauss-Newton

Let $g(\boldsymbol{\Theta} \mid \tilde{\boldsymbol{\Theta}})$ be a quadratic majorization of the form (7) with $\tilde{\mathbf{Y}}$ defined in (8), where $\tilde{\boldsymbol{\Theta}}$ is the current estimate of $\boldsymbol{\Theta}$. It is useful to express $g(\boldsymbol{\Theta} \mid \tilde{\boldsymbol{\Theta}})$ in terms of the difference $\boldsymbol{\Theta}-\tilde{\boldsymbol{\Theta}}$. The MM-update in (9) can then be written as

$$
\begin{equation*}
\Theta_{\mathrm{MM}}=\underset{\operatorname{rank}(\boldsymbol{\Theta}) \leq r}{\arg \min } g(\boldsymbol{\Theta} \mid \tilde{\boldsymbol{\Theta}})=\underset{\operatorname{rank}(\boldsymbol{\Theta}) \leq r}{\arg \min }\|\boldsymbol{\Theta}-\tilde{\boldsymbol{\Theta}}-\mathbf{X}\|_{\mathrm{F}(\Omega)}^{2}, \tag{10}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{X}=\tilde{\mathbf{Y}}-\tilde{\boldsymbol{\Theta}}=\frac{1}{L} \mathbf{Y} \circ \phi(\tilde{\boldsymbol{\Theta}}) \oslash \Phi(\mathbf{Y} \circ \tilde{\boldsymbol{\Theta}}) \tag{11}
\end{equation*}
$$

We solve (10) by the following factorization approach. We express $\tilde{\boldsymbol{\Theta}}$ and $\boldsymbol{\Theta}$ as the products of two rank-r factor matrices with

$$
\tilde{\Theta}=\tilde{\mathbf{U}} \tilde{\mathbf{V}}^{\top} \quad \text { and } \quad \Theta=(\tilde{\mathbf{U}}+\Delta \mathbf{U})(\tilde{\mathbf{V}}+\Delta \mathbf{V})^{\top}
$$

The variables $\tilde{\mathbf{U}} \in \mathbb{R}^{m \times r}$ and $\tilde{\mathbf{V}} \in \mathbb{R}^{n \times r}$ are the factor matrices corresponding to the current estimate $\tilde{\boldsymbol{\Theta}}$, whereas $\Delta \mathbf{U} \in \mathbb{R}^{m \times r}$ and $\Delta \mathbf{V} \in \mathbb{R}^{n \times r}$ are their updates. Therefore, problem (10) can be written in terms of the new variables $(\Delta \mathbf{U}, \Delta \mathbf{V})$ as

$$
\begin{equation*}
\underset{\Delta \mathbf{U}, \Delta \mathbf{V}}{\operatorname{minimize}}\left\|\mathbf{X}-\tilde{\mathbf{U}} \Delta \mathbf{V}^{\top}-\Delta \mathbf{U} \tilde{\mathbf{V}}^{\top}-\Delta \mathbf{U} \Delta \mathbf{V}^{\top}\right\|_{\mathrm{F}(\Omega)}^{2} \tag{12}
\end{equation*}
$$

The optimization problem in (12) is a nonlinear least squares problem. Motivated by Zilber and Nadler (2022), we neglect the second order term $\Delta \mathbf{U} \Delta \mathbf{V}^{\boldsymbol{\top}}$. We thus compute the solution $\left(\Delta \mathbf{U}^{*}, \Delta \mathbf{V}^{*}\right)$ to

$$
\begin{equation*}
\underset{\Delta \mathbf{U}, \Delta \mathbf{V}}{\operatorname{minimize}}\left\|\mathbf{X}-\tilde{\mathbf{U}} \Delta \mathbf{V}^{\boldsymbol{\top}}-\Delta \mathbf{U} \tilde{\mathbf{V}}^{\top}\right\|_{\mathbf{F}(\Omega)}^{2} \tag{13}
\end{equation*}
$$

Approximating the nonlinear least squares problem with the linear least squares problem in (13) corresponds to taking a single Gauss-Newton iteration. This approach produces following inexact solution of (10), denoted $\hat{\boldsymbol{\Theta}}_{\mathrm{MM}}$,

$$
\begin{equation*}
\hat{\boldsymbol{\Theta}}_{\mathrm{MM}}=\left(\tilde{\mathbf{U}}+\Delta \mathbf{U}^{*}\right)\left(\tilde{\mathbf{V}}+\Delta \mathbf{V}^{*}\right)^{\top} \tag{14}
\end{equation*}
$$

We address three important details about our approach. The first is that the linear least squares problem in (13) has infinitely many solutions. For example, suppose that $\left(\Delta \mathbf{U}^{*}, \Delta \mathbf{V}^{*}\right)$ is a solution to (13), then $\left(\Delta \mathbf{U}^{*}+\tilde{\mathbf{U}} \mathbf{R}, \Delta \mathbf{V}^{*}-\tilde{\mathbf{V}} \mathbf{R}^{\boldsymbol{\top}}\right)$ is also a solution to (13) for any $\mathbf{R} \in \mathbb{R}^{r \times r}$. Here we adopt the strategy used by Bauch et al. (2021) and Zilber and Nadler (2022) and select the least $l_{2}$-norm solution to the problem, namely ( $\Delta \mathbf{U}^{*}, \Delta \mathbf{V}^{*}$ ) with smallest value of $\left\|\Delta \mathbf{U}^{*}\right\|_{\mathrm{F}}^{2}+\left\|\Delta \mathbf{V}^{*}\right\|_{\mathrm{F}}^{2}$ among all ( $\Delta \mathbf{U}^{*}, \Delta \mathbf{V}^{*}$ ) that solve (13). This solution can be computed efficiently using the LSQR algorithm (Paige and Saunders, 1982) or the conjugate gradients method (Hestenes et al., 1952; Kammerer and Nashed, 1972) applied to the normal equations.

The second detail is that the update in (14) may not necessarily lead to a decrease in the objective function. The Gauss-Newton method is an instance of the steepest descent algorithm, and consequently the solution $\left(\Delta \mathbf{U}^{*}, \Delta \mathbf{V}^{*}\right)$ corresponds to a descent direction. The update in (14), however, corresponds to a full Gauss-Newton step which may not necessarily decrease the value of the original objective function in (10). To overcome this potential problem, if the $\hat{\boldsymbol{\Theta}}_{\mathrm{MM}}$ in (14) does not decrease the original objective, we apply the Armijo backtracking line search to select a suitable stepsize instead of applying a full Gauss-Newton step (Nocedal and Wright, 2006, Chapter 3). The Armijo backtracking line search requires computing the updated factor matrices and the objective value, which costs $\mathcal{O}(|\Omega| r)$ flops. In our experience, however, the backtracking line search is seldom triggered in practice. Details on this and a discussion on the convergence of MMGN are in the supplementary materials.

The third detail is that there is no need to globally minimize the majorization (10). Motivated by computational considerations, we inexactly solve the MM optimization problem by taking a single Gauss-Newton step. This differs from the approach of Zilber and Nadler (2022), which solves (13) using multiple iteration steps and is thus more computationally intensive. Inexact minimization is a standard approach in cases where exact minimization requires an iterative solver. See, for example, the split-feasibility algorithm in Xu et al. (2018), which also employed a single Gauss-Newton step. Under suitable regularity conditions, little is lost by a single-step MM-gradient approach. Not only does it avoid potentially expensive inner iterations within outer MM iterations, but it often exhibits the same local convergence rate as exact minimization (Hunter and Lange, 2004). Algorithm 1 presents the complete MMGN algorithm.

```
Algorithm 1 MMGN
Input: \(\Omega, \mathbf{Y}\), target rank \(r\), tolerance tol
    Initialize \(\mathbf{U}_{0}, \mathbf{V}_{0}\), set \(t=0\), rel \(=\mathrm{INF}\)
    while rel > tol do
        Construct \(\mathbf{X}_{t}\) in (11) as \(\triangleright\) Majorization
    \(\mathbf{X}_{t}=\frac{1}{L} \mathbf{Y} \circ \phi\left(\mathbf{U}_{t} \mathbf{V}_{t}^{\boldsymbol{\top}}\right) \oslash \Phi\left(\mathbf{Y} \circ\left(\mathbf{U}_{t} \mathbf{V}_{t}^{\boldsymbol{\top}}\right)\right)\).
        Compute the least \(l_{2}\)-norm solution \(\left(\Delta \mathbf{U}^{*}, \Delta \mathbf{V}^{*}\right)\) to \(\quad \triangleright\) Single MM-gradient step
        \(\underset{\Delta \mathbf{U}, \Delta \mathbf{V}}{\operatorname{minimize}}\left\|\mathbf{X}_{t}-\mathbf{U}_{t} \Delta \mathbf{V}^{\boldsymbol{\top}}-\Delta \mathbf{U V}_{t}^{\top}\right\|_{\mathrm{F}(\Omega)}^{2}\).
```

    5: Update factor matrices
        \(\left[\begin{array}{l}\mathbf{U}_{t+1} \\ \mathbf{V}_{t+1}\end{array}\right]=\left[\begin{array}{l}\mathbf{U}_{t} \\ \mathbf{V}_{t}\end{array}\right]+\alpha_{t}\left[\begin{array}{l}\Delta \mathbf{U}^{*} \\ \Delta \mathbf{V}^{*}\end{array}\right]\),
    where $\alpha_{t}$ is the stepsize chosen by Armijo backtracking line search.
6: Compute the relative change in the log-likelihood

$$
\mathrm{rel}=\frac{\left|\ell\left(\mathbf{U}_{t+1} \mathbf{V}_{t+1}^{\top}\right)-\ell\left(\mathbf{U}_{t} \mathbf{V}_{t}^{\top}\right)\right|}{\left|\ell\left(\mathbf{U}_{t} \mathbf{V}_{t}^{\top}\right)\right|}
$$

7: $\quad t=t+1$.
end while
return $\hat{\boldsymbol{\Theta}}=\mathbf{U}_{t} \mathbf{V}_{t}^{\top}$.

## 3 Related Problems

The 1-bit matrix completion problem considered in this work as well as our approach to solving it are related to several other problems, as we outline below.

Logistic PCA In logistic PCA, the entries of a binary data matrix $\mathbf{Y} \in\{-1,1\}^{m \times n}$ are modeled as independent draws $y_{i j} \sim \operatorname{Bernoulli}\left(\Phi\left(\theta_{i j}^{*}\right)\right)$ for $(i, j) \in[m] \times[n]$, where $\boldsymbol{\Theta}^{*} \in \mathbb{R}^{m \times n}$ is rank-r (Collins et al., 2001; Schein et al., 2003). Logistic PCA shares the same modeling assumptions with 1-bit matrix completion but differs in two ways. First, as its name suggests, 1-bit matrix completion only observes part of the data matrix, while logistic PCA assumes all matrix entries are observed. Second, logistic PCA and 1-bit matrix completion have somewhat different goals. The main purpose of the former is dimension reduction, while the latter is prediction of the most likely values at the unobserved entries.

Maximum likelihood algorithms (Collins et al., 2001; Schein et al., 2003; De Leeuw,
2006) have been developed for logistic PCA, which share the same objective function (3). These approaches parameterize $\boldsymbol{\Theta}$ with an explicit low-rank factorization, i.e., $\boldsymbol{\Theta}=\mathbf{W H}^{\top}$. In particular, De Leeuw (2006) developed a majorization-minimization (MM) algorithm for logistic PCA, which employed the same majorization of the objective (3) as in our work. At each MM iteration, the corresponding rank-constrained least squares problem was solved using a weighted singular value decomposition (SVD). In principle, his approach may be adapted to the 1-bit matrix completion problem. However, as the simulations in the supplementary materials demonstrate, when the number of observed entries is small, our method is substantially faster.

Binary matrix factorization The goal of binary matrix factorization (BMF) is to recover a latent low-rank matrix of probabilities from a binary matrix that is typically fully observed (Bingham et al., 2009; Kabán and Bingham, 2008; Lumbreras et al., 2020; Magron and Févotte, 2022). In the BMF problem, the entries are independent draws from a Bernoulli distribution, i.e., $y_{i j} \sim \operatorname{Bernoulli}\left(\left[\mathbf{W H}^{\top}\right]_{i j}\right)$ where $\mathbf{W} \in \mathbb{R}^{m \times r}$ and $\mathbf{H} \in \mathbb{R}^{n \times r}$. That is, BMF assumes an identity link function, i.e., $\Phi(t)=t$. This is in contrast to employing a distribution function $\Phi$ for the link as in 1-bit matrix completion. In BMF, to guarantee that the entries of $\mathbf{W} \mathbf{H}^{\top}$ are probabilities, additional constraints must be imposed on the factors matrices, e.g., the rows of $\mathbf{W}$ are assumed to be stochastic and the entries of $\mathbf{H}$ binary.

One of the main uses of BMF is dimensionality reduction for exploratory analysis. The identity link is employed because it produces factor matrices with better interpretability. The additional constraints accompanying the identity link, however, lead to a more complicated computational task. Despite having a somewhat different goal, BMF methods could be used to solve the 1-bit matrix completion problem. Simulations in the supplementary materials show that MMGN is typically more accurate and faster than the state-of-the-art BMF method NBMF-MM (Magron and Févotte, 2022).

Link prediction in network analysis In an unweighted undirected network, links between nodes are represented through a binary adjacency matrix. This binary adjacency matrix may only be partially observed. A fundamental task in network analysis is to predict whether a link is present at a corresponding unobserved entry in the adjacency matrix
(Liben-Nowell and Kleinberg, 2003). A variety of link prediction methods have been developed, among which the generative model-based methods (Miller et al., 2009; Zhou, 2015a,b) share similarities with 1-bit matrix completion. To model the binary link $y_{i j}$ between nodes $i$ and $j$ for a network consisting of $n$ nodes, they assume $y_{i j} \sim \operatorname{Bernoulli}\left(\Phi\left(\left[\mathbf{Z W} \mathbf{Z}^{\boldsymbol{\top}}\right]_{i j}\right)\right)$ where $\mathbf{Z} \in \mathbb{R}^{n \times k}, \mathbf{W} \in \mathbb{R}^{k \times k}$, and $\Phi$ is a link function. Assumptions on $\mathbf{Z}, \mathbf{W}$, and $\Phi$ vary across different methods. Miller et al. (2009) assumed $\mathbf{Z}$ to be a binary latent feature matrix. Zhou (2015a,b) assumed a Bernoulli-Poisson link $\Phi(x)=1-e^{-x}$, which implies that if the binary observation $y_{i j}=0$, then the latent mean parameter $\left[\mathbf{X W Z} \mathbf{Z}^{\top}\right]_{i j}=0$. Thus, a key difference between link prediction and 1-bit matrix completion is that for some observed matrix entries, there is no uncertainty in the underlying latent mean parameter matrix.

## 4 Numerical Studies

We compared MMGN ${ }^{1}$ to two 1-bit matrix completion methods, TraceNorm (Davenport et al., 2014) and MaxNorm (Cai and Zhou, 2013), on simulated data as well as a real data example. We used the computationally more efficient version of TraceNorm that omits the infinity norm constraint $\|\Theta\|_{\infty} \leq \alpha$. Although Davenport et al. (2014) required the constraint to establish their error bound, they observed that omitting it did not significantly affect the estimation performance and simplified the optimization problem. The methods in Bhaskar and Javanmard (2015) and Ni and Gu (2016) have no publicly available code and consequently were not included in our comparisons. We used MATLAB implementations of TraceNorm and MaxNorm provided by their authors.

In addition, the original problem (2) can be solved by generic optimization approaches. Thus, we also compared MMGN to three general schemes: gradient descent (GD) with backtracking line search as in MMGN, limited-memory BFGS (LBFGS), and Manopt (Boumal et al., 2014) for optimization on the Riemannian manifold of fixed-rank matrices. Details on the implementations appear in the supplementary materials.

[^0]
### 4.1 Simulation Settings

Rank estimation. In practice, we need to estimate the rank from the data. In all simulations, we used the following validation approach to estimate the rank. Given a candidate set of $K$ ranks $\left\{r_{1}, \cdots, r_{K}\right\}$, we randomly split the observations into a training set ( $80 \%$ ) and a validation set ( $20 \%$ ). For each candidate rank $r_{k}$, we computed an estimate $\hat{\boldsymbol{\Theta}}_{k}$ using the training set and then calculated the likelihood at $\hat{\boldsymbol{\Theta}}_{k}$ on the validation set. We selected the candidate rank that produced the greatest likelihood among all $K$ candidates as our estimated rank $r$. Even with a given rank $r$, TraceNorm and MaxNorm could output a matrix with a higher rank. Consequently, we computed a truncated rank- $r$ SVD on their outputs to return a rank-r matrix.

Performance evaluation. We evaluated the methods with the following three metrics.

1) The relative error $\left\|\hat{\boldsymbol{\Theta}}-\boldsymbol{\Theta}^{*}\right\|_{\mathrm{F}}^{2} /\left\|\boldsymbol{\Theta}^{*}\right\|_{\mathrm{F}}^{2}$.
2) The Hellinger distance between the distribution $\Phi(\hat{\boldsymbol{\Theta}})$ and the true distribution $\Phi\left(\boldsymbol{\Theta}^{*}\right)$. Following Davenport et al. (2014) and Cai and Zhou (2013), we define the Hellinger distance between two matrices $\mathbf{P}, \mathbf{Q} \in[0,1]^{m \times n}$ as

$$
d_{H}^{2}(\mathbf{P}, \mathbf{Q})=\frac{1}{m n} \sum_{i, j} d_{H}^{2}\left(\mathbf{P}_{i j}, \mathbf{Q}_{i j}\right)
$$

where $d_{H}^{2}(p, q)=(\sqrt{p}-\sqrt{q})^{2}+(\sqrt{1-p}-\sqrt{1-q})^{2}$ for $p, q \in[0,1]$. The Hellinger distance $d_{H}^{2}(p, q)$ is a standard metric between two probability distributions. The Hellinger distance between two distributions is nonnegative and is zero when the two distributions are identical. It provides a different perspective on estimation accuracy compared to relative error as we will see later at the end of Section 4.3.
3) The runtime in seconds.

Data generation. In our simulations, we considered two types of low-rank underlying matrices: non-spiky and spiky. We generate matrices of each type as follows.

- Non-spiky. To generate a non-spiky matrix $\boldsymbol{\Theta}^{*} \in \mathbb{R}^{m \times n}$ of rank $r^{*}$, we constructed $\mathbf{U}^{*} \in \mathbb{R}^{m \times r^{*}}, \mathbf{V}^{*} \in \mathbb{R}^{n \times r^{*}}$ with independent and identically distributed (i.i.d.) entries from a uniform distribution on $[-0.5,0.5]$. We set $\boldsymbol{\Theta}^{*}=\mathbf{U}^{*} \mathbf{V}^{* \top}$ and scaled it so that
$\left\|\Theta^{*}\right\|_{\infty}=1$. This data generation procedure is the same as in Davenport et al. (2014) and Cai and Zhou (2013).
- Spiky. Here, we constructed $\mathbf{U}^{*} \in \mathbb{R}^{m \times r^{*}}, \mathbf{V}^{*} \in \mathbb{R}^{n \times r^{*}}$ with i.i.d. entries from the $t$-distribution with $\nu$ degrees of freedom. We set $\boldsymbol{\Theta}^{*}=\mathbf{U}^{*} \mathbf{V}^{* T}$, without rescaling. A smaller value of $\nu$ yields a heavier-tailed distribution, resulting in a spikier matrix.

For each simulation, we first generated an underlying matrix $\Theta^{*}$ and then the binary matrix Y according to model (1). We randomly selected the set of indices $\Omega$ from a uniform distribution with a user-defined observation fraction $\rho$, namely $\rho=\frac{|\Omega|}{m n}$. We ran 20 replicates for each setting and reported the median of the three performance metrics for each method.

### 4.2 Non-spiky Matrices

We first compared the performance of different methods when the underlying matrix is nonspiky. We considered the probit noise model. We varied problem parameters, including the noise level $\sigma$, the observation fraction $\rho$, the matrix dimension $n$, and the true rank $r$.

### 4.2.1 Varying the noise level

As discussed in Davenport et al. (2014), the noise level $\sigma$ is a crucial parameter in 1bit matrix completion. As $\sigma$ tends to zero, the problem becomes ill-posed, as two different positive values for $\theta_{i j}^{*}$ yield the same value $y_{i j}=1$. The first simulation shows the sensitivity of different methods to the noise level $\sigma$. We varied $\sigma$ from $10^{-1.25}$ to $10^{0.25}$ over equally spaced values on a log-linear grid. We set the matrix dimension $m=n=1000$ and rank $r^{*}=1$. The generated underlying matrices can be considered non-spiky, as their average spikiness ratio $s\left(\boldsymbol{\Theta}^{*}\right)$ is 3.02 with a standard deviation of 0.07 . For each method, we estimated its rank $r$ from $\{1,2,3,4,5\}$ by the validation procedure described in Section 4.1.

Figure 1 shows the median over 20 replicates of the relative errors, Hellinger distances, and runtimes (in seconds) of all methods with an observation fraction $\rho=0.3$. The left panel shows that all methods produced poor relative errors when the noise level is either too low or too high. This corroborates the results in Davenport et al. (2014) and Cai and Zhou (2013). MaxNorm performed slightly better than the other methods when the noise


Figure 1: Probit model: Median over 20 replicates of relative error, Hellinger distance, and runtime versus noise level $\sigma$ for a non-spiky underlying matrix of size $m \times n=1000 \times 1000$ and rank $r^{*}=1$ at observation fraction $\rho=0.3$.
level was extremely low or high. TraceNorm suffered from the highest relative error over a wide range of noise levels. MMGN and the three generic schemes for solving problem (2) achieved comparable errors when the noise level $\sigma \geq 10^{-0.75}$. The middle panel shows that the Hellinger distance of TraceNorm was significantly larger than those of the other methods, except for $\sigma=10^{-1.25}$ where the Hellinger distance of LBFGS was even larger. As seen in the left and middle panels of Figure 1, the relative errors and Hellinger distances disagreed in their assessments of the methods. The two metrics capture different average errors. We will discuss these differences later. The right panel shows that runtimes of all methods decreased as the noise level grew, and MMGN ran the fastest among all compared methods. MaxNorm was more than 20 times slower than all the other methods over a wide range of noise levels. In light of this, in all subsequent simulations we supplied MaxNorm with the true rank $r^{*}$ instead of estimating it using the validation procedure.

### 4.2.2 Varying the observation fraction

In the second simulation, we investigated the performance of different methods as a function of the observation fraction $\rho \in\{0.2,0.3, \ldots, 1\}$. The underlying matrices were the same as in the simulations in Section 4.2.1. We considered the probit model with a noise level $\sigma=1$. We estimated the rank $r$ from $\{1,2,3,4,5\}$ by the validation procedure described in Section 4.1 for all methods except for MaxNorm which was provided with the true rank $r^{*}$.

Figure 2 shows simulation results of all compared methods. As expected, the relative


Figure 2: Probit model $(\sigma=1)$ : Median over 20 replicates of relative error, Hellinger distance, and runtime versus observation fraction $\rho$ for a non-spiky underlying matrix of size $m \times n=1000 \times 1000$ and rank $r^{*}=1$. The relative errors and Hellinger distances of MMGN, LBFGS, GD, and Manopt overlapped in the left and middle panels, respectively.
errors as well as the Hellinger distances of all methods decreased as the observation fraction $\rho$ increased. MMGN behaved comparably with MaxNorm and consistently outperformed TraceNorm. Compared to the three generic schemes, GD, LBFGS, and Manopt, MMGN achieved similar estimation performance while running more than five times faster as seen in the right panel of Figure 2. Moreover, MMGN required substantially less time to achieve comparable estimation accuracy with MaxNorm even when MaxNorm enjoyed the advantage of employing the true rank $r^{*}$.

### 4.2.3 Varying the matrix dimension

We now compare the performance of different methods under different matrix dimensions. The underlying matrices were square with dimension $n \in\{1000,1500,2000,2500,3000\}$ for simplicity. All underlying matrices had rank $r^{*}=5$. The average spikiness ratios of the generated underlying matrices were $\{4.61,4.81,5.04,5.09,5.19,5.22\}$ for the corresponding values of $n$. We considered the probit model with $\sigma=0.18$ and fixed the observation fraction $\rho=0.8$. For all methods other than MaxNorm which was given the true rank $r^{*}$, we employed the validation approach to estimate the rank $r$ from a candidate set $\{3,4,5,6,7\}$. The results are shown in Figure 3.

Overall, all methods exhibited comparable accuracies that improved as the matrix dimension $n$ grew, with TraceNorm's accuracy being slightly worse than the others. The right panel of Figure 3 shows MMGN's computational advantage over all the other methods. MMGN
was up to hundreds of times faster than TraceNorm and MaxNorm. In addition, it typically ran two to ten times faster than the three generic schemes for solving the optimization problem (2).


Figure 3: Probit model ( $\sigma=0.18$ ): Median over 20 replicates of relative error, Hellinger distance, and runtime versus matrix dimension $n$ for a square non-spiky underlying matrix of rank $r^{*}=5$ with observation fraction $\rho=0.8$.

### 4.2.4 Varying the matrix rank

In the last simulation under the non-spiky case, we examined how the performance of each method scales with the rank of the underlying matrix. We fixed the size of $\boldsymbol{\Theta}^{*}$ at $m=n=1000$ and generated matrices of rank $r^{*} \in\{3,5,8,10\}$. The average spikiness ratios of the generated underlying matrices for the corresponding values of $r^{*}$ were $\{4.54,4.81,5.03,4.97\}$. We considered the probit model with a noise level $\sigma=0.18$ and set the observation fraction $\rho=0.8$. For all methods except for MaxNorm, we estimated the rank $r$ from $\{1,2, \cdots, 12\}$ using the validation procedure in Section 4.1.

Figure 4 displays the performance of different methods under varying rank $r^{*}$. As expected, as $r^{*}$ increased, the estimation error of each method increased since the number of parameters to be estimated increased. All methods behaved comparably in estimation accuracy, with the Hellinger distance of TraceNorm slightly worse than the other methods across different ranks. MMGN enjoyed the fastest runtime among all the compared methods. Recall that we provided the true rank $r^{*}$ for MaxNorm, thus its computational speed would be even longer if the rank were selected by validation.

To evaluate the rank estimation procedure and illustrate how different methods perform given different estimated ranks, we reran the above simulation with the true rank $r^{*}=5$


Figure 4: Probit model ( $\sigma=0.18$ ): Median over 20 replicates of relative error, Hellinger distance, and runtime versus true rank $r^{*}$ for a non-spiky underlying matrix of size $m \times n=$ $1000 \times 1000$ and observation fraction $\rho=0.8$.


Figure 5: Probit model ( $\sigma=0.18$ ): Median over 20 replicates of relative error (using the training set), log-likelihood (on the testing set), and runtime versus estimated rank $\hat{r}$ for a non-spiky underlying matrix of size $m \times n=1000 \times 1000$, true rank $r^{*}=5$, and observation fraction $\rho=0.8$.
and reported the relative error using the training set, the likelihood on the testing set, and the runtime of each method when given an estimated rank $\hat{r}$ from the set $\{1,2, \cdots, 12\}$. Note that MaxNorm was not included since we ran it without the rank estimation procedure. As shown in Figure 5, all methods achieved the highest log-likelihood as well as the lowest estimation error at the true rank $r^{*}=5$. In other words, they selected the correct rank by the procedure. As shown in the right panel of Figure 5, MMGN, GD, LBFGS, and Manopt required longer runtimes when given a rank higher than the true rank. This explains why the runtimes of the four methods in Figure 4 decreased as the true rank $r^{*}$ increased. With a fixed set of $\hat{r} \in\{1,2, \cdots, 12\}$, as $r^{*}$ increased from 3 to 10 , the number of values of $\hat{r}$ that were higher than $r^{*}$ decreased, which led to shorter overall runtime.

### 4.3 Spiky Matrices

We now consider 1-bit matrix completion with spiky underlying matrices, which has not been investigated in the literature. We generated spiky matrices as described in Section 4.1. Specifically, we considered a square matrix $\Theta^{*} \in \mathbb{R}^{m \times n}$ with $m=n=1000$ and rank $r^{*}=1$. We set the degrees of freedom $\nu$ to 10,5 , and 4 to generate underlying matrices at low, intermediate, and high spikiness levels. The corresponding average spikiness ratios (with standard deviation in the parenthesis) over 20 replicates are 17.57 (2.02), 33.16 (4.94), and 47.19 (5.65), respectively. We considered the probit model with a noise level $\sigma=2$. At each spikiness level, we varied the observation fraction $\rho$ over $\{0.2,0.3, \cdots, 1\}$. We estimated the rank $r$ from $\{1,2,3,4,5\}$ using the validation procedure for MMGN, TraceNorm, GD, LBFGS and Manopt but provided the true rank for MaxNorm.

Figure 6 shows results under the three spikiness levels. The top panel shows that at the low spikiness level, MMGN and the three generic schemes consistently achieved higher accuracy, in recovering both the underlying matrix $\boldsymbol{\Theta}^{*}$ and the distribution matrix $\Phi\left(\boldsymbol{\Theta}^{*}\right)$, than TraceNorm and MaxNorm over a wide range of values of $\rho$. MaxNorm achieved smaller errors in comparison to TraceNorm when $\rho<0.8$ but larger errors at higher observation fractions when $\rho \geq 0.8$. However, MaxNorm recovered the underlying distribution more accurately than TraceNorm, as shown in the top middle panel of Figure 6.

As the spikiness level grew, all methods suffered from lower estimation accuracy, but MMGN and the three generic schemes performed better than TraceNorm and MaxNorm in estimating $\boldsymbol{\Theta}^{*}$. MaxNorm, MMGN, and the three generic schemes achieved comparable Hellinger distances and significantly outperformed TraceNorm at intermediate and high spikiness levels. Among all compared methods, TraceNorm was the most sensitive to the spikiness level.

An interesting phenomenon is that for all methods except for TraceNorm, their errors in estimating $\boldsymbol{\Theta}^{*}$ became relatively insensitive to $\rho$ as the spikiness level increased. The relative errors were dominated by errors in the large-magnitude entries, and errors in these large-magnitude entries were hardly affected by $\rho$. These methods produced accurate estimates for the majority of low-magnitude entries, even when $\rho$ was small. Therefore, increasing $\rho$ did not lead to significant improvement in their estimation errors. In contrast, TraceNorm required a large value of $\rho$ to produce good estimates for low-magnitude entries.


Figure 6: Probit model $(\sigma=2)$ : Median over 20 replicates of relative error, Hellinger distance, and runtime versus observation fraction $\rho$ at low (top), intermediate (middle), and high (bottom) spikiness levels for an underlying matrix of size $m \times n=1000 \times 1000$ and rank $r^{*}=1$. Average spikiness ratios are 17.57 (top), 33.16 (middle), and 47.19 (bottom).


Figure 7: Estimation performance of different methods versus underlying matrix entry values $\theta_{i j}$ and probabilities $\Phi\left(\theta_{i j}\right)$ for a spiky underlying matrix of size $m \times n=1000 \times 1000$, rank $r^{*}=1$, and spikiness ratio $s=19.55$.

As a result, we saw a more noticeable decrease in its estimation error as $\rho$ grew. We present a detailed example to elaborate on this phenomenon in the supplementary materials.

The right panel of each row in Figure 6 shows the computational advantage of MMGN when dealing with spiky matrices at different spikiness levels. It ran dozens of times faster than TraceNorm and MaxNorm. Compared to the three generic schemes for the optimization problem (2), MMGN ran typically two to ten times faster. Only LBFGS exhibited runtimes comparable with MMGN but only when the observation fraction $\rho$ was close to one.

The simulations so far investigated metrics of overall accuracy defined as the average of the squared errors over all entries of the matrix. However, a more careful inspection reveals that the methods perform differently depending on the magnitude of entries of the underlying matrix $\boldsymbol{\Theta}^{*}$. To better understand this more fine-grained behavior, we studied the errors conditioned on the underlying values $\theta_{i j}^{*}$, for a matrix $\Theta^{*}$ with a low spikiness ratio.

Specifically, we considered an underlying matrix $\boldsymbol{\Theta}^{*}$ of size $m \times n=1000 \times 1000$, rank $r^{*}=1$, and spikiness ratio $s=19.55$. The observation fraction $\rho=0.8$. The resulting overall relative errors for MMGN, TraceNorm, and MaxNorm were $1.84 \times 10^{-2}, 4.93 \times 10^{-2}$, and $5.6 \times 10^{-2}$. The corresponding Hellinger distances were $6.30 \times 10^{-4}, 1.10 \times 10^{-3}$, and $9.55 \times 10^{-4}$, respectively. We divided entries of $\Theta^{*}$ into Value-Ranges that $\theta_{i j}^{*}$ took on. These Value-Ranges have corresponding Probability-Ranges. For instance, ValueRange $(-\infty,-2.5]$ corresponds to Probability-Range $(0,0.1]$ since $\lim _{\theta \rightarrow \infty} \Phi(\theta)=0$ and $\Phi(-2.5) \approx 0.1$ under the considered probit model with $\sigma=2$.

Figure 7 shows the performance of each method over the different Value- and Probability-

Ranges. TraceNorm and MaxNorm yielded accurate estimates for small-magnitude entries of $\boldsymbol{\Theta}^{*}$ (absolute values less than or equal to 2.5) but poorer estimates for large-magnitude entries. MaxNorm suffered from much larger errors in estimating large-magnitude entries, leading to an overall relative error larger than TraceNorm. However, MaxNorm accurately estimated small-magnitude entries leading to accurate recoveries of the corresponding $\Phi\left(\theta_{i j}^{*}\right)$ and a smaller Hellinger distance. This discrepancy is caused by the nonlinear transformation from $\theta_{i j}^{*}$ to $\Phi\left(\theta_{i j}^{*}\right)$. For example, $\Phi(0.5)-\Phi(0.4) \approx 0.019$, while $\Phi(3.6)-\Phi(3.5) \approx 0.004$. In other words, the recovered distribution is more sensitive to the accuracy of the recovered $\hat{\theta}_{i j}$ in small-magnitude groups. In comparison, MMGN achieved the highest accuracy across different Value-Ranges, leading to the best overall performance. Figure 7 provides a more detailed picture of how MMGN outperformed TraceNorm and MaxNorm. Moreover, this explains why the trends in estimating $\boldsymbol{\Theta}^{*}$ do not mirror the trends in estimating $\Phi\left(\boldsymbol{\Theta}^{*}\right)$ seen in Figures 1 and 6.

### 4.4 Real Data Example

We applied MMGN to the MovieLens (1M) data set ${ }^{2}$, which is larger but otherwise similar to the MovieLens (100K) real data example in Davenport et al. (2014). It contains 1,000,209 movie ratings from 6,040 users on 3,952 movies, with each rating on a scale from 1 to 5 . The resulting observation fraction is 0.04 . Following Davenport et al. (2014), we converted all ratings to binary observations by comparing each rating to the average rating over all movies. Ratings above the average were encoded as +1 and -1 otherwise. As in Davenport et al. (2014), we considered the logistic model with the noise level $\sigma=1$ and used $95 \%$ of the ratings as the training set to estimate $\boldsymbol{\Theta}^{*}$. The performance was evaluated on the remaining $5 \%$ of ratings by checking whether or not the estimate of $\boldsymbol{\Theta}^{*}$ correctly predicts the sign of the ratings (above or below the average rating). As in our simulations, we compared the performance of MMGN to TraceNorm, MaxNorm, GD, LBFGS, and Manopt. We followed Davenport et al. (2014) and treated $\alpha \beta$ as a single parameter in TraceNorm. We assigned $\alpha \beta$ ten values equally spaced on a logarithmic scale between $10^{-0.5}$ to 10 . We ran MMGN and the three generic schemes with a candidate rank $r$ ranging from 1 to 10 . For MaxNorm, $\beta$ is set to be $\sqrt{r}$, where again $r$ ranged from 1 to 10 , and $\alpha$ is chosen such that $\alpha \beta$ takes the same value as $\alpha \beta$ for TraceNorm. As in Davenport et al. (2014), we

[^1]Table 1: Performance of different methods on MovieLens (1M) data

| Method | MMGN | GD | LBFGS | Manopt | TraceNorm | MaxNorm |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Accuracy (\%) | 74.2 | 74.4 | 74.0 | 74.1 | 75.0 | 74.0 |
| Time (seconds) | $6.7 \mathrm{e}+2$ | $3.36 \mathrm{e}+3$ | $2.25 \mathrm{e}+04$ | $4.08 \mathrm{e}+03$ | $1.20 \mathrm{e}+4$ | $6.41 \mathrm{e}+4$ |

selected parameter values for each method that led to the best prediction performance on the separate validation set.

Table 1 summarizes the median prediction accuracies and runtimes of the compared methods over 20 replicates. All methods achieved comparable prediction accuracies, but MMGN was more than an order of magnitude faster than the two existing 1-bit matrix completion methods and at least five-fold faster than the three generic schemes. This example highlights the computational advantage of MMGN in dealing with large sparse (very few observations) data sets from real-world problems.

### 4.5 Additional Comparisons

As mentioned above, 1-bit matrix completion can be viewed as a logistic PCA problem but with only partially observed entries. In particular, one could solve the 1-bit objective by a logistic-PCA scheme that is able to handle missing data. Indeed, De Leeuw (2006) proposed such a scheme, denoted logisticPCA. Thus, we compared MMGM to logisticPCA. Interestingly, this scheme is also based on MM. The difference between the two algorithms lies in how they solve the rank-constrained least squares problem. The per-iteration computation in logisticPCA is dominated by a rank- $r$ truncated SVD. The implementation we used for logisticPCA is based on ARPACK which requires $r$ rounds of the Lanczos method for a total cost of $O(m n r)$ flops; each round of the Lanczos method costs $O(m n)$ flops, due to matrix-vector multiplies involving an $m$-by- $n$ matrix (Lehoucq et al., 1998). In contrast, MMGN adopts a single Gauss-Newton step to approximate the rank-constrained least squares problem by a sparse least square problem whose computational cost is $\mathcal{O}(|\Omega| r)$. A detailed breakdown of this cost is provided in the supplementary materials. In simulations, which can be found in the supplementary materials, logisticPCA typically achieved accuracies comparable with MMGN but ran two to ten times slower than MMGN, especially in the more challenging cases where the observation fraction is small.

We also compared MMGN to the nonnegative binary matrix factorization (NBMF-MM)
method proposed by Magron and Févotte (2022). NBMF-MM is the state-of-the-art method for BMF, displaying computational advantages over competing BMF methods (Kabán and Bingham, 2008; Bingham et al., 2009; Lumbreras et al., 2020), as discussed in Magron and Févotte (2022). Given a target rank of $r$, the per-iteration computational cost of NBMF-MM is $\mathcal{O}(m n r)$ flops. In simulations, which can be found in the supplementary materials, MMGN was more accurate than NBMF-MM, while running typically dozens of times faster.

We also compared MMGN with a 1-bit tensor completion (1BitTC) method (Wang and Li, 2020) viewing our matrix as a three-way tensor with the third mode having dimension one. While several methods were proposed for binary tensor completion (Li et al., 2018; Aidini et al., 2018; Ghadermarzy et al., 2018; Wang and Li, 2020), we focused on 1BitTC since, to the best of our knowledge, it has the best error rates, as well as publicly available code. Since 1BitTC works with tensors, it is expected to be much slower than methods that work directly with matrices. As shown in the supplementary materials, in addition to being slower, 1BitTC produced higher errors under many scenarios compared with MMGN.

## 5 Summary and Discussion

In this paper, we proposed MMGN, a novel fast and accurate algorithm for solving the optimization problem. Our algorithm employs the MM principle to convert the original challenging problem (2) into a sequence of standard low-rank matrix completion problems. For each MM update, we apply a factorization strategy to incorporate the low-rank structure, resulting in a nonlinear least squares problem. We then apply a modified Gauss-Newton scheme to compute an inexact MM update by solving a linear least squares problem. Hence, in comparison to previous works, our method is relatively simple and can easily scale to large matrices. In comparison to two established 1-bit matrix completion methods, TraceNorm (Davenport et al., 2014) and MaxNorm (Cai and Zhou, 2013), and three generic schemes for solving the original optimization problem (2), MMGN typically achieved comparable and sometimes lower errors while often being significantly faster.

Our work raises several interesting directions for further research. On the practical side, it is of interest to extend MMGN to other quantization models, such as movie ratings between 1 and 5 . On the theoretical side, an open problem is to prove that under suitable assumptions, and possibly starting from a sufficiently accurate initial guess, MMGN indeed
converges to the maximum likelihood solution.

## Supplementary Materials

Title: Supplementary Materials for "A Majorization-Minimization Gauss-Newton Method for 1-Bit Matrix Completion". (.pdf file)
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