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ABSTRACT

In this article, we obtain the exact solutions for bound states of tilted anisotropic Dirac materials un-
der the action of external electric and magnetic fields with translational symmetry. In order to solve
the eigenvalue equation that arises from the effective Hamiltonian of these materials, we describe
an algorithm that allow us to decouple the differential equations that are obtained for the spinor
components.
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1 Introduction

Graphene was experimentally isolated by Geim and Novoselov in 2004 [1] and since then, due to its electric properties
such as the integer quantum Hall effect, plenty of experimental and theoretical research has been focused on to dis-
cover materials with similar or improved electronic properties [2–11]. Some of these materials are borophene, Weyl
semimetals, dichalcogenides, the organic conductor α-(BEDT-TTF)2I3 among others. It is known that the charge car-
riers in such materials behave as massless chiral quasiparticles with a linear dispersion relation at low energies, leading
to a description in terms of a Dirac-like effective Hamiltonian.

In general, the lattice structure of these materials is not as simple as that of graphene. As a result, tilted anisotropic
Dirac cones are presented in their band structure so that the electronic and transport properties are valley dependent.
As happens with graphene, these materials could be used in the design of electronic devices. For that reason, the study
of the interaction between their electrons and external fields becomes relevant in order to find a way to confine the
charged particles taking into account the valley dependency.

In this article, we will consider the interaction of electrons in anisotropic Dirac materials with external magnetic and
electric fields whose strength varies along the x axis on the plane of the sample (x − y). This physical configuration
is similar to the one addressed for monolayer graphene and allows us to make use of the translation invariance to find
the Landau levels and their corresponding eigenfunctions [12, 13].

This paper is organized as follows: in section 2 we will introduce the effective Hamiltonian that describes tilted
anisotropic Dirac materials under the action of external electric and magnetic fields and present the corresponding
eigenvalue problem when a translational symmetry is assumed. Section 3 contains the algorithm that allows us to find
the eigenstates in terms of the eigenvectors and eigenvalues of a 2 × 2 matrix. In section 4 we study some examples
of magnetic and electric fields to provide an exactly solvable problem through the method developed and we present a
discussion of the results. Our conclusions are contained in section 5
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2 The model

At low energies, the Dirac materials that exhibit tilted cones are described by the effective Hamiltonian in natural units
(ℏ = e = c = 1)

H0 = ν (vxpxσx + vypyσy + vtpyσ0) , (1)
being ν = ±1 the valley index (when ν = 1, we will refer to valley K, while ν = −1, to valley K’), vx and vy are the
anisotropic Fermi velocities and vt is a term of velocity that arises from the tilting of the Dirac cones, σx,y denote the
Pauli matrices and σ0 is the 2 × 2 identity matrix. In general, velocities vx, vy and vt depend on the material under
study.

Considering now the interaction with a magnetic field B⃗ perpendicular to the surface of the material (x− y plane) and
an in-plane electric field E⃗ , then the Hamiltonian in Eq. (1) is modified by the minimal coupling rule as

H = ν [vx(px +Ax(x, y))σx + vy(py +Ay(x, y))σy + vt(py +Ay(x, y))σ0]− ϕ(x, y)σ0, (2)

where Ai(x, y) (i = x, y) represents the components of the vector potential A⃗(x, y) and ϕ(x, y) denotes the scalar
potential, such that B⃗ = ∇× A⃗(x, y) and E⃗ = −∇ϕ(x, y). It is important to note that for both Hamiltonians in Eqs.
(1) and (2), the probability and current densities are given by

ρ(x, y, t) = Ψ†Ψ, J⃗ (x, y, t) = Ψ†j⃗Ψ, (3)

being Ψ = Ψ(x, y, t) an arbitrary state while the components of j⃗ turning out to be

jx = νvxσx, jy = ν (vyσy + vtσ0) . (4)

We have to remark that both potentials in Eq. (2) only depend on the coordinates in the plane. Next, we will discuss
the eigenvalue problem for the above Hamiltonian giving some considerations about applied external fields.

2.1 The eigenvalue problem

Let us start by defining the following quantities in order to solve the eigenvalue problem:

xc =

√
vy
vx
x, pcx =

√
vx
vy
px, yc =

√
vx
vy
y, pcy =

√
vy
vx
py,

Ac
x(xc, yc) =

√
vx
vy

Ax(x, y), Ac
y(xc, yc) =

√
vy
vx

Ay(x, y), ϕc(xc, yc) =

√
vy
vx
ϕ(x, y). (5)

Using the above expressions, the effective Hamiltonian in Eq. (2) reads as

H = νvF

[
σ⃗ ·
(
p⃗c + A⃗c(xc, yc)

)
+
vt
vy

(
pcy +Ac

y(xc, yc)−
ν

vt
ϕc(xc, yc)

)
σ0

]
, (6)

where vF represents the geometric mean of vx, vy [14, 15]. The changes proposed in Eq. (5) preserve the canonical
commutation relation between position and momentum operators. In addition, if the material does not present tilted
cones and there is no electric field, the quantities in Eq. (5) give us the advantage of working in new coordinates for
which the material can be described, in an effective way, as an isotropic one as it happens with graphene [12]. On
the other hand, if the strength of the fields varies only in a fixed direction, namely x, then the vector potential can
be represented in the Landau gauge as A⃗ = Ay(x)êy , such that B⃗ = A′

y(x)êz , while the scalar one ϕ(x, y) = ϕ(x)

implies that E⃗ = −ϕ′(x)êx. Thus, for stationary states, the time-independent eigenvalue equation reads as

(H− Eσ0)Ψ (x, y) = 0. (7)

Due to the assumptions about the electric and magnetic fields made previously, [H, py] =
[
H, pcy

]
= 0 holds. Hence,

the eigenfunctions can be written as
Ψ(x, y) = eikcycΨ̄ (xc) , (8)

where Ψ̄ (xc) = (ψ+ (xc) , iψ
− (xc))

T. Note that the product kcyc has to be equal to kyy, where ky is the wavenumber
in y direction and therefore kc = (

√
vy/vx)ky . By substituting Eq. (8) into Eq. (7) and taking into account that

pcy = −id/dxc, the eigenvalue equation lead us to the following matrix system[
−i d

dxc
σx +

(
kc +Ac

y(xc)
)
σy +

(
vt
vy

Ac
y(xc)−

ν

vy
ϕc(xc)− Ē

)
σ0

]
Ψ̄ (xc) = 0, (9)
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where Ē = (νE − vtky)/vF. By considering an invertible change of variable z = z(xc), such that Ac
y(xc) = Āc

y(z)

and ϕc(xc) = ϕ̄c(z) for some functions ϕ̄c and Āc
y , and multiplying by iσx to the left-hand side of Eq. (9), we get

g(z)
dΘ̄ (z)

dz
= [iF1(z)σx + F2(z)σz] Θ̄ (z) , (10)

being Θ̄ (z) a new two-component spinor that complies with Θ̄ (z) = Ψ̄ (xc) and

g(z) =
dz

dxc
, F1(z) =

(
Ē +

ν

vy
ϕ̄c(z)−

vt
vy

Āc
y(z)

)
, F2(z) = (kc + Āc

y(z)). (11)

Notice that, due to the explicit appearance of σx in Eq. (10), the components of the spinor Θ̄ (z) satisfy a coupled
system of differential equations. On the other hand, although the equality Ψ̄ (xc) = Θ̄ (z) fulfills, the spinors are not
functionally the same. This fact must be taken into account when the normalization process is performed to ensure
that ∫ ∞

−∞
|Ψ(x, y) |2dx = 1. (12)

As a consequence, the other spinors comply with the following relationship√
vx
vy

∫ ∞

−∞
|Ψ̄ (xc) |2dxc =

√
vx
vy

∫ z+

z−

|Θ̄ (z) |2

g(z)
dz = 1, (13)

with z± = z(±∞). Next, we will describe an algorithm that allows us to decouple the system given in Eq. (10), and
that guarantees square-integrability of the solution, obtaining in that way the eigenvalues and eigenfunctions of the
Hamiltonian H.

3 The matrix K

In order to find the eigenfunctions of the Hamiltonian (6), we propose the following procedure that starts by applying
the operator g(z) d/dz on both sides of Eq. (10). After some algebra, we get

(Dz +K) Θ̄ (z) = 0, (14)

where Dz is a differential operator and K is a 2× 2 matrix given by

Dz = g2(z)
d2

dz2
+ F2

1(z)− F2
2(z), K =

(−a2(z) −ia1(z)

−ia1(z) a2(z)

)
, (15)

being aj(z) ≡ F′
j(z)g(z) − Fj(z)g

′(z) with j = 1, 2. Here f ′(z) denotes the derivative with respect to z. Let
us note that the new system of differential Eqs. in (14) maintains the coupling between the entries of spinor Θ̄(z).
Nevertheless, if the matrix K is considered constant, then we can use an auxiliary spinor Φ̄(z) in the following way:

Θ̄ (z) = S

ϕ+(z)

iϕ−(z)

 = SΦ̄ (z) , (16)

where S = (v⃗1, v⃗2) is a 2× 2 matrix whose column vectors v⃗j correspond to the eigenvectors of K, i.e., Kv⃗j = λj v⃗j
for j = 1, 2, and λj being the corresponding eigenvalues. By plugging the Eq. (16) into (14) and multiplying by S−1

on the left-hand side, it turns out to be (
DzS−1S+ S−1KS

)
Φ̄ (z) = 0. (17)

Since the columns of matrix S are constructed from the eigenvectors of matrix K, the similarity transformation S−1KS
leads to

(Dz +M) Φ̄ (z) = 0, (18)
where M ≡ S−1KS is the diagonal matrix given by

M =

(
λ1 0

0 λ2

)
. (19)
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In this way, the Eq. (14) is transformed into two eigenvalue equations where the operator Dz acts on the auxiliary
functions ϕ±(z). Explicitly:

Dzϕ
+(z) = −λ1ϕ+(z),

Dzϕ
−(z) = −λ2ϕ−(z), (20)

Here, we must remark on the following points:

• To satisfy the normalization condition, it is necessary to require that the auxiliary functions ϕ±(z) be square-
integrable, and therefore, they must vanish at the points z± specified in Eq. (13). Thus, through the auxiliary
spinor Φ̄(z), we can recover Ψ̄(xc) in (8).

• The entries aj take real values. Then, the matrix K is neither hermitian nor normal. Thus, we can not
guarantee that S to be unitary, so the spinor Θ̄ (z) in Eq. (16) needs to be properly normalized, even if Φ̄(z)
is.

• The matrix S is not unique. Therefore, the matrix M is not unique either but it can only be M = diag(λ1, λ2)
or M = diag(λ2, λ1) (see appendix A).

On the other hand, if we focus on the entries aj , we can express them as

aj(z) = g2(z)
d

dz

(
Fj(z)

g(z)

)
, or aj(z) = −F2

j (z)
d

dz

(
g(z)

Fj(z)

)
. (21)

However, by assuming that K is constant, we can obtain integral expressions for Fj(z) and g(z), namely:

Fj(z) = ajg(z)

∫
dz

g2(z)
+ cjg(z), (22a)

g(z) = −ajFj(z)

∫
dz

F2
j (z)

+ c̃jFj(z). (22b)

where cj and c̃j are constants of integration. It is crucial to emphasize that, although both equations ensure the
constancy of the matrix K and vice versa, each one approaches differently the derivation of the decoupled system of
equations presented in (20). On one hand, Eq. (22a) allows us to propose invertible changes of variable, z(xc), all
through the function g(z), and from those, to determine the necessary information about the profiles of the magnetic
and electric fields. On the other hand, Eq. (22b) is based on knowledge of the applied electric and magnetic fields
(through the functions Fj). Also, it helps us to determine the function g(z) and, consequently, the necessary change
of variable. However, it does not guarantee the invertibility of the change of variable z(xc). Furthermore, we cannot
assure that the required relationship between these variables has an analytical form.

Therefore, taking into account the disadvantages involved in using Eq. (22b), we will analyze the algorithm
of the matrix K described previously, using the function g(z) as a starting point. In this way, we will obtain profiles
of electric and magnetic fields that lead to solvable cases, as well as the analytical solutions corresponding to the
eigenvalue problem posed in (7).

4 An application of the algorithm

Let us start by noting that z = z(xc) can not be a constant since it represents a change of variable. Thus g(z) = dz/dxc
can not be the zero constant function. However, it is possible to use the matrix K algorithm to study some cases in
which the function g takes a non-null value as we will do below.

4.1 g(z) as a linear function

Let us begin by considering that g is defined as g(z) = d1z+d2, where d1 and d2 are arbitrary constants, both non-null
simultaneously. Assuming that at least d1 is non-zero, we can infer from Eq. (11) that z(xc) becomes:

z = exp [d1(xc + d3)]−
d2
d1
, (23)

being d3 a new constant of integration. On the other hand, using the provided profile of g in Eq. (22a), it turns out that

Fj(z) = −aj
d1

+ cjd1z + d2cj . (24)

4
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By substituting Fj into Eq. (11) and taking into account Eq. (5), after some algebraic manipulations, we obtain the
following expressions for the vector and scalar potentials:

Ay(x) =

√
vx
vy

[
c2d1 exp

(
d1(d3 +

√
vy
vx
x)

)
− a2 + d1kc

d1

]
, (25a)

ϕ(x) =

√
vx
vy

d1(c1vy + c2vt) exp
[
d1

(
d3 + x

√
vy
vx

)]
− a1vy+a2vt+d1Ēvy+d1kcvt

d1

ν
. (25b)

In this way, the associated magnetic and electric fields turn out to be

B⃗ = d21c2 exp
[
d1(d3 +

√
vy
vx
x)

]
êz, (26a)

E⃗ = −
d21(c1vy + c2vt) exp

[
d1

(
d3 + x

√
vy
vx

)]
ν

êx. (26b)

We can conclude electric and magnetic fields must have an exponential profile with respect to x in order to guarantee
that K is constant when g is a linear function. On the other hand, we have to note that the constant d2 does not appear
explicitly in Eqs. (25) and (26). Therefore, the value assigned to it is irrelevant from a physical point of view, and the
solutions should not depend on it. That is why in the example to be shown below, we have chosen d2 = 0 without
losing the generality of the results.

4.1.1 Exponentially decaying fields

For the current case, we will consider exponentially decaying magnetic and electric fields given by

B⃗ = B0exp(−αx)êz, (27a)

E⃗ = E0exp(−αx)êx, (27b)
where E0, B0 and α are positive constants. Thus, the vector and scalar potentials become

Ay(x) = −B0

α
[exp (−αx)− 1] , (28a)

ϕ(x) =
E0
α

[exp (−αx)− 1] . (28b)

Now, by defining the following quantities

αc =

√
vx
vy
α, D =

B0

αc
, vd =

E0
B0
, βν =

νvt + vd
vy

, (29)

and considering g(z) as a linear function with d1 = −αc and d2 = 0, the change of variable z(xc) could be written as

z(xc) =
√

1− β2
ν

2D

αc
exp(−αcxc). (30)

In addition, the constants take the following values

a1 = αc

(
Ē − νβνD

)
, a2 = αc (D + kc) , c1 = − νβν

2
√
1− β2

ν

,

c2 =
1

2
√
1− β2

ν

, d3 = − 1

αc
Ln
(√

1− β2
ν

2D

αc

)
. (31)

Hence, the matrices K, M and S are given by

K = αc

 −(D + kc) −i(Ē − νβνD)

−i(Ē − νβνD) (D + kc)

 ,

M = αc

√(D + kc)2 − (Ē − νβνD)2 0

0 −
√

(D + kc)2 − (Ē − νβνD)2

 ,

S =


Ē−νβνD

(D+kc)+
√

(D+kc)2−(Ē−νβνD)2
−i

i Ē−νβνD

(D+kc)+
√

(D+kc)2−(Ē−νβνD)2

 . (32)
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As a result, the system of differential equations for ϕ±(z) turns out to beα2
cz

2 d2

dz2
+

(
Ē − νβνD +

νβναc

2
√
1− β2

ν

z

)2

−

(
Dαc + kcαc −

αc

2
√

1− β2
ν

z

)2

± λ

ϕ±(z) = 0, (33)

with λ = αc

√
(D + kc)2 − (Ē − νβνD)2. The corresponding functions ϕ±(z) are given by

ϕ+n (z) =

√
α n!

Γ (2ξn + n)
e−

z
2 zξnL2ξn−1

n (z),

ϕ−n (z) =

√
α n!

Γ (2ξn+1 + n+ 2)
e−

z
2 zξn+1+1L2ξn+1+1

n (z), for n = 0, 1, ... (34)

where ξn =
√
(D + kc)2 − (Ēn − νβνD)2/αc, Ēn = (νEn − vtky)/vF, Lm

n represents the associated Laguerre
polynomials and the energy eigenvalues En turn out to be

En = −ky vd + vFβναcn
√
1− β2

ν + κ vF
√
1− β2

ν

√
(D + kc)2 − (D + kc −

√
1− β2

ν nαc)2. (35)

In order to have a real spectrum and at the same time both functions ϕ±(z) satisfy the square-integrability condition,
the following inequalities must be fulfilled:

(kc +D)√
1− β2

ν

> αcn, |βν | < 1. (36)

In this way, the corresponding Hamiltonian eigenfunctions can be expressed as

Ψn(x, y) = Nne
ikyy


Ēn−νβνD

(D+kc)+
√

(D+kc)2−(Ēn−νβνD)2
ϕ+n (z) + (1− δ0n)ϕ

−
n−1(z)

i

(
ϕ+n (z) +

Ēn−νβνD

(D+kc)+
√

(D+kc)2−(Ēn−νβνD)2
(1− δ0n)ϕ

−
n−1(z)

)
 , (37)

being Nn the normalization factor given by

Nn =

(
(D + kc) +

√
(D + kc)2 − (Ēn − νβνD)2

22−δ0n
(
(D + kc) + (Ēn − νβνD)In

) ) 1
2

, (38)

where In has been taken as in Appendix B. Let us note that the energy spectrum in (35) is dispersive and discrete.
However, due to the square-integrability condition, it is also finite. This spectrum has an upper bound Ub = vGky+m
with linear behavior (see Fig. 1a).

vG = vy

(
κ
√
1− β2

ν + βν

)
− vd, m = DvF

(
βν + κ

√
1− β2

ν

)
. (39)

Note that the first derivative of this first-degree polynomial is proportional to the group velocity, which in turn depends
on the Dirac material considered. On the other hand, the Landau levels collapse to E = −vdky when βν → 1, or
equivalently, if E0 = B0(vy − νvt). This behavior can be seen in Fig. 1b. In Fig. 1c and 1d, we show the probability
density and the y-component of the current density. Due to the presence of the electric field, there is a non-null current
even in the ground state.

Discussion.

The results in Eqs. (35) and (37) allow us to recover those that describe isotropic materials without tilted
cones when considering

vx = vy = vF, vt = 0. (40)
Furthermore, if the absence of an electric field is considered (vd = 0), the result should coincide with that obtained in
the case of pristine graphene under the action of an exponential magnetic field [12]. For that case, the entries of the
spinor of Eq. (37) reduce to

ψ+
n (z) = 2

√
αn!

Γ(2ξn + n)
(ξn − 1)e−

z
2 zξn−1L2ξn−2

n (z),

ψ−
n (z) =

√
αn!

Γ(2ξn + n)

2ξn
2ξn + n

e−
z
2 zξnL2ξn

n (z), (41)

6
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being now z = 2D
α exp(−αx) and ξn =

D+ky−αn
α . Therefore,

Ψn(x, y) = Nne
ikyy

(
(1− δn0)ψ

+
n−1(z)

iψ−
n (z)

)
, (42)

where the normalization constant Nn is given by

Nn =
1√

21−δn0

√√√√ 2ξn + n

2
(
ξn + n+ In

√
n(2ξn + n)

) , (43)

and the associated eigenvalues turn out to be

En = vF

√
(D + ky)2 − (D + ky − αn)2. (44)

Note that the energy levels are still dispersive, but the dependency on ky has been modified, as we can see in Eq.
(44). Also, the ground-state level is now zero. The spectrum still maintains the upper bound, but the group velocity
is simply the Fermi velocity vF (see Fig. 2a). The corresponding probability and current densities of states Ψn(x, y)
in Eq. (42) are also shown in Fig. 2b and 2c, respectively. It is important to remark that, despite we have the same
magnetic field profile as in [12], we have used a gauge slightly different. However, the change k

′

y = ky + D in our
results allows transiting from one approach to another.

4.2 g(z) as constant function

Another case that we can analyze is the one that occurs when g is a non-zero constant function, i.e., g(z) = g ̸= 0.
Then, the change of variable turns out to be

z(xc) = gxc + d, (45)
being d a constant of integration. Substituting this value into Eq. (22a), we get

Fj(z) =
aj
g
z + cjg, (46)

and considering Eqs. (5) and (11), we obtain:

Ay(x) = a2x+

√
vx
vy

a2d+ c2g
2 − kcg

g
, (47a)

ϕ(x) =
a2vt + a1vy

ν
x+

√
vx
vy
(a1dvy + a2dvt + g(c1gvy + c2gvt − Ēvy − kcvt))

gν
. (47b)

In this way, the associated magnetic and electric fields are given by

B⃗ = a2êz, (48a)

E⃗ = −a2vt + a1vy
ν

êx. (48b)

In this way, if the change of variable z = z(xc) is linear as indicated by Eq. (45), both fields must be constant so that
the matrix K is also constant. Note that the constant g appears explicitly in Eq. (47). Therefore, the value assigned to
it is highly relevant to determine the vector and scalar potential, and the solutions will depend on it. Below, we will
show an example for a particular choice of this value.

4.2.1 Constant fields

Let us illustrate this case by considering the following constant fields

B⃗ = B0êz, (49a)

E⃗ = E0êx, (49b)

with B0, E0 are two positive constants. So, the vector and scalar potentials simplify, respectively, as

Ay(x) = B0x, (50a)
ϕ(x) = −E0x. (50b)

7
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Figure 1: a Plots of the energy spectrum as a function of the wavenumber ky and b as a function of the electric field
strength. c Plot of the probability density and d y-component current density. The values have been set as ky = 3,
B0 = α = ν = κ = 1, {vx, vy, vt, vd} = {0.86, 0.69, 0.32, 0.1}.

If we redefine the next quantities

vd =
E0
B0
, βν =

(νvt + vd)

vy
, ω = 2B0, ϵ0 =

E + kyvd
vF

, (51)

and taking the change of variable

z(xc) =

√
ω

2
(1− β2

ν)
1
4xc +

(√
2

ω
(1− β2

ν)
1
4 kc +

√
2

ω

βνϵ0

(1− β2
ν)

3
4

)
, (52)

the constants can be written as follows

a1 = −νβν
ω

2
, a2 =

ω

2
, g =

√
ω

2
(1− β2

ν)
1
4 ,

d =

√
2

ω

(
(1− β2

ν)
1
4 kc +

βνϵ0

(1− β2
ν)

3
4

)
, c1 =

√
2

ω

νϵ0

(1− β2
ν)

5/4
. c2 = −

√
2

ω

βνϵ0

(1− β2
ν)

5/4
, (53)
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Figure 2: a Plot of some energy levels for the second limiting case, as well as the corresponding a probability and
b y-component current densities for the eigenstates in Eq. (42). The parameters have been chosen as ky = 5,
D = α = ν = κ = 1, {vx, vy, vt, vd} = {1, 1, 0, 0}, which can represent graphene.

Likewise, the matrices K, S and M are given by

K =
ω

2

( −1 iνβν

iνβν 1

)
, S =


−νβν

1+
√

1−β2
ν

−i

i −νβν

1+
√

1−β2
ν

 , M =
ω

2

√1− β2
ν 0

0 −
√
1− β2

ν

 . (54)

In consequence, the system of differential equations for ϕ± reads as[
−1

2

d2

dz2
+

1

2
z2 − ϵ20

(1− β2
ν)

3/2
ω

∓ 1

2

]
ϕ±(z) = 0. (55)

Then, it follows that the functions ϕ± are determined by

ϕ+n (zn) =
(1− β2

ν)
1
8

√
2nn!

(
ω vy
2πvx

) 1
4

e−
z2n
2 Hn(zn),

ϕ−n (zn+1) =
(1− β2

ν)
1
8

√
2nn!

(
ω vy
2πvx

) 1
4

e−
z2n+1

2 Hn(zn+1), for n = 0, 1, ... (56)
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where zn = (1 − β2
ν)

1
4

√
ωvy
2vx

(
x+

2ky

ω

)
+ κβν

√
2n, κ is the band index (κ = 1 for conduction band and κ = −1

for valence band) and Hn represents the Hermite polynomials of degree n. Therefore, the normalized spinor Φ̄n turns
out to be

Φ̄n(zn) =
1√

21−δ0n

 ϕ+n (zn)

i(1− δ0n)ϕ
−
n−1(zn)

 , (57)

where δnm represents the Kronecker delta. Subsequently, the normalized Hamiltonian eigenfunctions are:

Ψn(x, y) =
eikyy

√
22−δ0n


−νβν√

1+(1−β2
ν)

1
2

ϕ+n (zn) + (1− δ0n)
√
1 + (1− β2

ν)
1
2ϕ−n−1(zn)

i

(√
1 + (1− β2

ν)
1
2ϕ+n (zn) + (1− δ0n)

−νβν√
1+(1−β2

ν)
1
2

ϕ−n−1(zn)

)
 , for n = 0, 1, ...

(58)
whose corresponding eigenvalues read as En = κvF(1 − β2

ν)
3
4
√
nω − vdky . Note that this energy spectrum has

an infinite number of dispersive levels. In fact, the dispersion relation is linear and the slope is equal to −vd, as we
observe in Fig. 3a. On the other hand, the Landau levels collapse to E = −vdky , i.e., the energy levels become
continuous instead of discrete when βν → 1 or equivalently if E0 = B0(vy − ν vt). This behavior can be seen in Fig.
3b. In Fig. 3c and 3d, we show the probability density and the y−component current density, respectively. As we can
see, there is always a non-null current, even for the ground state, due to the presence of the electric field, in contrast
to those systems that only consider magnetic fields. Furthermore, both probability density and y−component current
density for n = 0 turn out to be proportional to a Gaussian function centered at x = − 2ky

ω , meaning such densities are
even functions around this point (see Eqs. (56) and (B.4)).

Also, it is important to note that the choice of matrix S in this example is different from the one made in [14]. However,
the physical results are the same. This is because both transformations are related through a unitary transformation.

Actually, we can recover the transformation used in [14] by multiplying our matrix S on the right by

√
1+(1−β2

ν)
1
2

2 σy .

Discussion

Finally, as in the previous section, our algorithm allows us to recover the case for isotropic materials, with non-tilted
cones and a null electric field, imposing the conditions shown in (40) and vd = 0. When such criteria are fulfilled and
we consider a constant magnetic field, the solutions of Eq. (55) simplify in such a way that we get

Ψn(x, y) =
eikyy

√
21−δ0n

(1− δ0n)ψ
+
n−1(z)

iψ−
n (z)

 , for n = 0, 1, ... (59)

where ψ±
n (z) =

1√
2nn!

(
ω
2π

) 1
4 e−

z2

2 Hn(z) with z =
√

ω
2

(
x+

2ky

ω

)
. Then, the energy levels become En = κvF

√
ωn

and are no longer dispersive, which is in agreement with [12]. In Fig. 4, we can observe the behavior of these new
energy levels as well as the densities and probability currents of the states Ψn(x, y) in Eq. (59).

5 Conclusions

The study of Dirac materials has become a very relevant issue among researchers usually focused on systems where
the charge carriers of such materials interact with magnetic and electric fields. Motivated by this approach, in this work
we have built an algorithm that allows us to find exact solutions for the eigenvalue problem that describes electrons in
tilted anisotropic Dirac materials interacting with electric and magnetic fields.

In general, the components of the spinor that satisfy the eigenvalue equation for the Hamiltonian operator are involved
in a system of coupled differential equations. Besides, given the profiles of electric and magnetic fields, it can not
always be guaranteed the eigenvalue problem has exact solutions. Nevertheless, the algorithm developed in this work,
which we have called the matrix K, has helped to decouple the system and in this way, the components have been found
alternatively as solutions of the kernel of second-order differential operators. Moreover, by means of the analysis of
the function g, we are able to reconstruct profiles of fields that lead to exact solutions.

By using the matrix K algorithm, we have derived and analyzed two pairs of magnetic and electric field profiles. In
the first one, both fields have an exponentially decaying profile. For this case, the Landau levels are dispersive but the
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Figure 3: a Plots of the energy spectrum as a function of the wavenumber ky and b as a function of the electric field
strength. c Plot of the probability density and d y-component current density. The values have been fixed as ky = 0,
ν = κ = 1, {vx, vy, vt, vd} = {0.534, 0.785, −0.345, 0.25} and ω = 2.

spectrum becomes finite. There is a collapse of the Landau levels that depends on the strength of the electric field. On
the other hand, it can be observed that the probability and current densities are affected by the presence of the electric
field. In contrast with the cases where there is a null electric field, here the ground state does produce a probability
current different from zero. The results shown in Figs. 1 and 3 could be related to the Schwinger effect [16], in
which a strong electric field creates spontaneously electron-positron pairs from the vacuum. Recently, researchers
have observed an electric current greater than expected in graphene when a strong electric field is applied by means
of a superlattice array in the material surface. Such a result can be explained by assuming a spontaneous generation
of electron-hole pairs in the sample [17–19]. Similarly, the fact that Landau levels take negative values and there is
a non-null probability current for the eigenstate n = 0 could be understood by considering a like-Schwigner effect
in tilted anisotropic Dirac materials. The second case that we studied corresponds to the case where both profiles
are constant and the corresponding Hamiltonian eigenfunctions turn out to be a linear combination of the quantum
harmonic oscillator solutions. We have also found that the energy spectrum depends on the wavenumber ky and the
Landau levels collapse to the ground-state energy for a specific value of the strength of the electric field.

Finally, we have described some limiting cases that reproduce, for example, those results for pristine graphene un-
der the interaction of external magnetic fields, thus recovering separately the cases with constant and exponentially
decaying field profiles. Likewise, we have to remark that for these cases, the solutions were obtained as a result
of considering some limiting cases of our algorithm and not by means of supersymmetric quantum mechanics [12].
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Figure 4: a Plot of some energy levels for the first limiting case, as well as the corresponding b probability and c y-
component current densities for the eigenstates in Eq. (59). The parameters have been taken as ky = ω = ν = κ = 1,
{vx, vy, vt, vd} = {1, 1, 0, 0}, which can represent graphene.

In fact, by considering proper conditions for the velocities {vx, vy, vt, vd}, other previously reported cases can be
overcome [14, 15, 20].
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Appendix A The matrix S

If the matrix K described in section 3 becomes constant, it can be expressed as

K =

(−a2 −ia1

−ia1 a2

)
. (A.1)
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Then, the characteristic polynomial of K is given by

pK(t) = t2 − (a22 − a21). (A.2)

Its corresponding eigenvalues are λ1 = λ and λ2 = −λ with λ =
√
a22 − a21. Consequently, the corresponding

eigenvectors v⃗j for j = 1, 2 turn out to be

v⃗1 = w1

 a1

a2+λ

i

 , v⃗2 = w2

 −i

a1

a2+λ

 , (A.3)

where w1, w2 are two non-zero complex constants that we can choose at will. In this way, the matrix S = (v⃗1, v⃗2)
reads as

S =
a1(w1 + w2)

2(a2 + λ)
σ0 + i

w1 − w2

2
σx +

w1 + w2

2
σy +

a1(w1 − w2)

2(a2 + λ)
σz, (A.4)

while its inverse matrix S−1 and its conjugate transpose matrix S† are represented as follows:

S−1 = − a2 + λ

2λw1w2

(
a1(w1 + w2)

2(a2 + λ)
σ0 − i

w1 − w2

2
σx − w1 + w2

2
σy −

a1(w1 − w2)

2(a2 + λ)
σz

)
,

S† =
a1(w̄1 + w̄2)

2(a2 + λ)
σ0 − i

w̄1 − w̄2

2
σx +

w̄1 + w̄2

2
σy +

a1(w̄1 − w̄2)

2(a2 + λ)
σz. (A.5)

It is straightforward to prove that K is diagonalizable by the similarity transformation S−1KS, i.e.,

M = S−1KS =

(
λ 0

0 −λ

)
. (A.6)

We have to highlight that the form of S depends not only on w1, w2 but also on the order of v⃗1, v⃗2, i.e., S = (v⃗2, v⃗1)
is a suitable similarity transformation that diagonalizes K. However, in that case the result has to be M = diag(−λ, λ).

As we have mentioned, S has no specific form. Nevertheless, in order to simplify the calculations, in this
work we will consider the special case when w1 = w2 = 1 in Eq. (A.4). This case can be understood as the one
leading to

S =
a1

(a2 + λ)
σ0 + σy,

S−1 = − a1
2λ
σ0 +

a2 + λ

2λ
σy,

S† =
a1

(a2 + λ)
σ0 + σy. (A.7)

Finally, it can be observed that if a1 = 0, S−1 = S†, which is because for such a value K becomes Hermitian and
normal.

Appendix B Probability and current densities

The eigenstates of the Hamiltonian obtained from (16) are stationary. Hence

ρn(x, y, t) = ρn(x) = |Nn|2Φ̄†
n(z)S†SΦ̄n(z), (B.1)

where the functions Φ̄†
n(z), Φ̄n(z) depend on x since z is a change of variable and Nn represents a normalization

constant. By considering the matrix S given in Eq. (A.7) we get

ρn(x) =
2|Nn|2

a2 + λ
Φ̄†

n(z) (a2σ0 + a1σy) Φ̄n(z). (B.2)

Thus, the normalization constant can be chosen as Nn =
√

a2+λ
2(a2+a1In)

where

In = 2δ0n
√
vx
vy

(1− δ0n)

∫ z+

z−

ϕ+n (z)ϕ
−
n−1(z)

g(z)
dz. (B.3)
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and then
ρn(x) =

1

(a2 + a1In)

(
a2|Φ̄n(z)|2 + 2δ0n(1− δ0n)a1ϕ

+
n (z)ϕ

−
n−1(z)

)
. (B.4)

In a similar way, we can compute the components of the current density J⃗n(x, y, t), which are given by

Jx,n(x, y, t) = Jx,n(x) = νvx|Nn|2Φ̄†
n(z)

(
S†σxS

)
Φ̄n(z),

Jy,n(x, y, t) = Jy,n(x) = ν|Nn|2Φ̄†
n(z)

[
S† (vxσx + vtσ0)S

]
Φ̄n(z). (B.5)

After some calculations, they turn out to be

Jx,n(x) = − νvxλ

a2 + a1In
Φ̄†

n(z)σxΦ̄(z)n,

Jy,n(x) =
ν

a2 + a1In

[
(a1vy + a2vt) |Φ̄n(z)|2 + 2δ0n(1− δ0n) (a1vt + a2vy)ϕ

+
n (z)ϕ

−
n−1(z)

]
. (B.6)

We have to mark that the above expressions for the probability and current densities are only valid for the eigenstates
of the Hamiltonian (2). On the other hand, the x−component of the current Jn will be zero if the components ϕ±n are
real functions.
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