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Abstract—Full duplex (FD) radio has attracted extensive atten-
tion due to its co-time and co-frequency transceiving capability.
However, the potential gain brought by FD radios is closely re-
lated to the management of self-interference (SI), which imposes
high or even stringent requirements on SI cancellation (SIC) tech-
niques. When the FD deployment evolves into next-generation
mobile networking, the SI problem becomes more complicated,
significantly limiting its potential gains. In this paper, we conceive
a multi-cell FD networking scheme by deploying a reconfigurable
intelligent surface (RIS) at the cell boundary to configure the
radio environment proactively. To achieve the full potential of the
system, we aim to maximize the sum rate (SR) of multiple cells by
jointly optimizing the transmit precoding (TPC) matrices at FD
base stations (BSs) and users and the phase shift matrix at RIS.
Since the original problem is non-convex, we reformulate and
decouple it into a pair of subproblems by utilizing the relationship
between the SR and minimum mean square error (MMSE). The
optimal solutions of TPC matrices are obtained in closed form,
while both complex circle manifold (CCM) and successive convex
approximation (SCA) based algorithms are developed to resolve
the phase shift matrix suboptimally. Our simulation results show
that introducing an RIS into an FD networking system not
only improves the overall SR significantly but also enhances
the cell edge performance prominently. More importantly, we
validate that the RIS deployment with optimized phase shifts
can reduce the requirement for SIC and the number of BS
antennas, which further reduces the hardware cost and power
consumption, especially with a sufficient number of reflecting
elements. As a result, the utilization of an RIS enables the
originally cumbersome FD networking system to become efficient
and practical.

Index Terms—Full-duplex (FD), mobile networking, recon-
figurable intelligent surface (RIS), self-interference cancellation
(SIC), sum rate (SR).
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THE ongoing explosive growth of data-hungry applications
puts forward ultimate requirements for wireless commu-

nications. However, with limited spectrum resources, improv-
ing the communication rate through legacy half-duplex (HD)
communications is quite difficult. To address this limitation,
the community has turned its attention to several emerging
technologies, such as millimeter wave (mmWave) communi-
cations, massive multiple-input multiple-output (MIMO), and
full duplex (FD) communications [1]. Among these, con-
sidering the appealing spectral efficiency (SE) and the co-
time co-frequency transceiving capability compared to its HD
counterpart, FD has attracted significant attention in the hope
of achieving its full potential.

Different from the HD mode, in FD communications, two
or more terminals can exchange information over the same
frequency band simultaneously. Therefore, in theory, FD radio
has the potential to double the SE [2], [3]. However, the
mechanism of allocating transmit and receive signals in co-
frequency and co-time inevitably introduces serious interfer-
ence problems. Among them, the most impactful one is the
self-interference (SI) from transmit to receive antennas, which
is far stronger than the received signal. The uplink (UL) rate
will suffer quite a loss if the SI is not eliminated sufficiently.
Consequently, significant research efforts have been devoted
to SI cancellation (SIC) techniques [4], [5], which advanced
the practicability of FD deployment, especially in single-cell
communications [6], [7].

Nevertheless, when the mobile deployment evolves into
next-generation FD networking, the receivers will suffer from
more additional interference, not only from their own trans-
mitters, but also from the neighboring cells, which greatly
limits the potential gains of using FD technology [8]. To
cope with the complex radio environment in networking, active
beamforming with antenna arrays is often proposed to apply a
directional beam and align the signal to the intended receiver
[9]. However, to further improve the system performance,
more antennas and radio frequency (RF) chains are needed,
requiring sophisticated signal processing techniques and fur-
ther resulting in lower energy efficiency (EE) and higher
hardware cost. Although hybrid beamforming can be applied
to reduce the RF chain cost, this still incurs high complexity to
avoid performance erosion. Therefore, the application of FD
radios in wireless networking remains problematic due to the
aforementioned issues.

With the revolution in micro-electrical-mechanical system
and programmable meta-materials, reconfigurable intelligent
surfaces (RISs) have latterly received extensive attention as
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they can improve both SE and EE at low cost [10]. Specifi-
cally, an RIS comprises an array of nearly passive reflecting
elements, each of which can independently apply a phase
shift to an incident signal, and thus a favorable channel can
be designed for wireless transmission. By carefully adjusting
the phase shift matrix of an RIS, the reflected link can be
superimposed constructively at the desired receiver or added
deconstructively at unintended terminals. Hence, some recent
studies have incorporated RISs into wireless communication
systems to eliminate serious interference and demonstrated
its effectiveness in applications such as FD bi-directional
communication systems [11], unmanned aerial vehicles (UAV)
aided communications [12], integrated sensing and communi-
cations (ISAC) [13], and wireless edge caching [14]. Thus, RIS
technology has the potential to provide efficient solutions for
interference limited systems by shaping wireless propagation
environments proactively, which may serve as a feasible way
to improve FD networking systems. To reap the benefits of
using an RIS, the phase shift matrix of the RIS should be
properly optimized along with the active beamforming at FD
transceivers.

B. Related Works

1) FD in Wireless Networks: Because of the leaky signal
from the transmit antennas to the receive ones, SIC is a
pivotal technique in FD deployment [15]–[18]. In [15] the
authors reviewed the existing SI reduction techniques, and
validated the attenuation level through hardware prototype. An
optical domain (OD)-based analog SIC was studied in [16] to
reduce both the space and cost. In [17], a truncated singular
value decomposition (TSVD)-based digital SIC method was
explored by Islam et al., focusing on the leading terms of resid-
ual SI, thus reducing the estimated parameters. In [18], the
authors introduced a hybrid beamforming method to prevent
residual SI signals from saturating under hardware conditions.
Inspired by the substantial SE gain brought by FD radios, there
exist a large number of works investigating the interaction
between FD with other emerging technologies, e.g., UAVs
[19], wireless edge caching [20], backscatter communication
[21], wireless powered communication network (WPCN) [22],
and ISAC [23]. Specifically, Zhu et al. [19] proposed to deploy
an FD-UAV relay with large antenna arrays to enhance the
mmWave channels. In [20], FD relaying was merged into the
content hitting and retrieving procedures. The derived success-
ful probability validated that FD benefits the wireless caching
systems under a certain degree of SIC capability. Jafari et al.
[21] investigated the optimal time and energy allocation to
maximize the sum throughput in an FD cognitive backscatter
communication network. In [22], the authors studied transmit
beamforming and receive combing at the FD access point,
as well as user equipments (UEs) scheduling in WPCN to
overcome the doubly near-far effect. Furthermore, Xiao et al.
[23] applied FD radios to ISAC by fully utilizing the waiting
time of the conventional pulse radar to transmit the commu-
nication signal. It was validated that, when the SIC is greater
than a threshold, the communication and sensing performance
are both improved. From the above mentioned works, we

deduce that the potential gain brought by FD radios is
closely related to the SI management, which imposes high
or even severe requirements on SIC capabilities.

In addition to SI, there also exists other interference brought
by FD radios waiting to be tackled. Typically, there are a
number of works that study the FD operation in a single cell
(see [6], [24], [25]). When the FD technique is employed in
a more practical deployment, typically in a multi-cell multi-
user network, it would face a much more complicated radio
environment. Explicitly, the inter-cell interference becomes
prominent in an FD cellular network. To cope with this issue,
many prior works have been carried out for exploration [1],
[9], [26]–[30]. In [1], the authors designed the beamforming
at FD BSs and HD users (evolve to FD terminals in [27]) to
suppress both intra-cell and inter-cell interference in a multi-
small-cell network. Bai et al. [9] characterized the ergodic
rate performance for the multi-cell FD network, and showed
the double gain brought by FD when the number of BS
antennas goes infinite. Zou et al. [26] proposed coordinated
beamforming at FD BSs to cope with BS-BS interference,
while UE-UE interference was suppressed by users’ schedul-
ing. However, beamforming armed with large antenna
arrays brings better interference management at a price of
complicated structure and high power consumption as well
as hardware cost. Alternatively, the authors in [28] proposed a
robust hybrid beamforming design for an FD mmWave multi-
cell system. However, it assumed perfect SIC, and required
the phase shifter with qualified quantization resolution. The
authors in [29] proposed a two-step hybrid beamforming
method to further eliminate the residual SI and compensate
for the SE loss, while it required all transceivers upgrade into
hybrid mode. Ma et al. [30] developed a prototype of the FD
networking system that applies distributed transmit and receive
antenna arrays at each FD BS to suppress the SI and BS-
BS interference. However, such bistatic deployment increases
the hardware cost, and the proposed two-step beamforming
design achieves limited performance. How to manage the
interference environment efficiently in FD networking
systems still remains to be explored.

2) RIS-Empowered Wireless Networks: From the perspec-
tive of RIS, quantities of work have been devoted to getting
the utmost out of it [31]–[36]. Due to the lack of signal
processing capability and abundant reflecting elements on RIS,
efficient channel estimation methods are required. Particularly,
in [31], one reference user with the FD functionality was
selected as an anchor point to estimate the common RIS-BS
channel, hence reducing the required training overhead. Zhang
et al. [32] assumed that several elements as a group share an
identical channel and utilized deep learning for estimation,
further lessening the overhead. Besides, the studies of [33]
and [34] explored the optimal orientation and location of RIS
to earn extra degrees of freedom and coverage extension,
respectively. On account of the twice large-scale fading in the
RIS-aided link, the authors in [35] proposed an active RIS
model, which is capable of amplifying the reflected incident
signal to resist the double path loss. Meanwhile, a group of
researches focused on integrating RIS into other emerging
topics [12], [13], [37]–[40]. The authors in [12] put forward
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an RIS-aided FD UAV communication, using RIS to mitigate
the co-channel interference from the UL user, while regarding
the residual SI as noise. Wang et al. [13] designed an RIS-
assisted ISAC system to minimize the multi-user interference
(MUI). Zaghdoud et al. [37] proposed to heighten the jamming
signal transmitted by the FD device and the legitimate signal
for the intended receiver with the assistance of RIS. To reap
the benefits of both RIS and cooperative relay, the authors
in [38] proposed to apply them in a multi-user multiple-input
single-output (MISO) downlink (DL) system. It proved that
RIS could play its role more effectively with the existence
of a relay. The robustness of the RIS aided system was also
studied under imperfect channel state information (CSI) and
hardware impairments in [39] and [40], respectively.

Moreover, significant contributions have been devoted to
empowering the legacy wireless communication networks with
RIS [11], [36], [41]–[44]. A point-to-point RIS-aided com-
munication system with only a reflected link was studied in
[41], where two devices communicate in FD mode. It showed
that the proposed scheme could reduce up to two-thirds of
the transmit power compared to that operating in HD mode
when SIC is powerful enough. Further, the authors in [42]
considered direct and reflected links, where both continuous
and discrete phase shifts are optimized. Guo et al. [43] maxi-
mized the weighted sum rate (SR) of an RIS-aided multi-user
MISO DL communication system. A multi-user FD two-way
communication system was explored in [11], where the formu-
lated non-convex problem is first decoupled and then solved
by the block coordinate descent (BCD) and minorization-
maximization (MM) algorithms. However, the residual noise
resulting from the interference cancellation at FD transceivers
was simplified as pure additive white Gaussian noise (AWGN),
which fails to reflect the impact of SIC capability. Nguyen
et al. [36] studied a bidirectional FD communication system
with multiple RISs assisted. Their analytical outage probability
and ergodic capacity results showed that the impact of SI
can be reduced by enlarging the size of RISs. Unlike the
aforementioned works considering one single cell, the study
of [44] designed a multi-cell RIS-aided HD communication
network, which takes intra- and inter-cell interference into
full consideration for the DL data transmission. However, the
UL rate will suffer quite a loss due to the severe BS-BS
interference. At the time of writing, there is a paucity of
results on the utilization of RIS to the sophisticated multi-
cell FD networking system.

C. Contributions and Organizations
Against this background, our main contributions in this

paper are three-fold:
• Firstly, this is an early exploration of empowering a multi-

cell FD networking system with the assistance of RIS.
The problem of maximizing the SR of all cells is for-
mulated to optimize both active beamforming at FD BSs
and HD users and passive beamforming at RIS, subject
to the power budget and unit modulus constraints. The
formulated problem cannot be solved straightforwardly,
since the transmit precoding (TPC) matrices and the
phase shift matrix are highly coupled.

Communication link
Interference link

Reflected link

BS 

UL users DL users

BS 

UL users DL users

BS 

UL users DL users

RISRIS

BS 

UL users DL users

BS 

UL users DL users

RIS

RISRIS

Fig. 1: The proposed RIS-aided multi-user multi-cell FD
mobile networking system.

• Secondly, we decouple the original objective function
(OF) by exploiting the relationship between SR and
minimum mean square error (MMSE), and then optimize
the TPC matrices and phase shifts in a BCD manner.
Given the fixed phase shift matrix, the optimal solutions
for TPC matrices are derived in closed form through La-
grangian multiplier method and the bisection search. For
the phase shift optimization, we develop a complex circle
manifold (CCM) and a successive convex approximation
(SCA)-based method to obtain the suboptimal solution,
respectively, where the latter is validated to have low
complexity.

• Finally, we present numerical validations and evaluations.
It is shown that the RIS-empowered FD scheme could
achieve the same performance with a much moderate SIC
capability as the scheme without RIS whilst requiring
stringent SIC. Meanwhile, the proposed scheme achieves
prominent cell-edge performance enhancement and can
decrease the antenna array size at BS transceivers, es-
pecially with a sufficient number of reflecting elements.
All these observations validate that deploying RIS can
promote FD radios to evolve into mobile networking
efficiently.

Again, instead of simply applying RIS to FD radios, we
intrinsically harness the potential provided by RIS to promote
the practical deployment of FD networking. The rest of this
treatise is organized as follows. Section II presents the system
model and optimization problem for RIS empowered FD
networking. Next, Section III discusses the design of TPC
matrices at FD BSs, while Section IV provides a pair of
algorithms to optimize the phase shifts. Simulation results
and discussions are provided in Section V. Finally, Section
VI draws a conclusion. The most frequent notations are listed
here for convenience.

Notations: Uppercase and lowercase bold-faced letters indi-
cate matrices and vectors, respectively. A ∈ CM×N denotes
a complex-element matrix with dimensions M ×N . IN rep-
resents the N ×N dimensional identity matrix. Let AH , AT
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Fig. 2: An illustration of the RIS-aided FD communication
system between two cells.

and A∗ refer to the Hermitian, transpose and conjugate of the
matrix A, respectively. The Hadamard product is denoted by
�. Tr (·) and det (·) are the trace and determinant operators of
a complex argument, respectively. Symbol diag( · ) denotes the
diagonalization operation. The expectation and real part of a
complex matrix are denoted by E [A] and Re(A), respectively.
For a complex scalar, |a| denotes the absolute value of a. For
a vector, the Euclidean norm is denoted as ‖a‖2. For a matrix,
[A]i,i denote the ith diagonal element of matrix A. Finally,
x ∼ CN

(
µ, σ2

)
indicates that the random variable x obeys a

complex Gaussian distribution with mean µ and variance σ2.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

As shown in Fig. 1, we conceive a multi-user multi-cell
FD networking system empowered by RISs, where each cell
includes one BS, multiple UL and DL users. The BS and users
are assumed to operate in the FD and HD modes, respectively.
On the edge of cells, we deploy RISs with sufficient passive
reflecting elements. The seminal idea of the conceived system
is to configure the phase shifts at RISs and precoding at
BSs and user transceivers to provide a favorable wireless
environment for transmissions. Particularly, we assume that in
the networking system, each BS is equipped with M t

B transmit
and Mr

B receive antennas, while all users are equipped with
M t
U transmit and Mr

U receive antennas, respectively. Each
RIS has M passive reflecting elements. Clearly, the radio
environment of the considered system is complicated, due to
the coexistence of multiple direct and reflected links as well
as various intra- and inter-cell interference.

To have a close look, Fig. 2 depicts a two-cells FD system
with one RIS deployed.1 To improve the receiving perfor-

1In the following, we investigate the system with multiple FD cells and
one RIS plane, in the hope of gaining insights on the feasibility firstly. The
overall design for the scheme with multiple RIS planes would be left for
future discussions.

mance, we aim to adjust the phase shift matrix at RIS and
the TPC matrices at BSs and users jointly to configure the
wireless environments proactively. Specifically, we consider
there are L cells, where each cell has Kd DL users and Ku

UL users. For simplicity, we use d and u as superscript to
indicate the DL and UL users, respectively, and denote a set
V ∆

= {u, d}. Hence kvl implies the kth DL or UL user in the
lth cell, where v ∈ V and l ∈ {1, · · · , L} ∆

= L. Specifically,
the signal transmitted to the kdl th DL user from the lth BS is
given by

xkdl = Fkdl
skdl , (1)

where skdl ∈ Cbd×1 denotes the (bd)-dimensional symbol
vector with unit power transmitted by the lth BS to the kdl th
DL user, and Fkdl ∈ CMt

B × bd is the corresponding TPC
matrix, meeting the constraint of the maximum power budget
PB at the BS side as follow

K
d
l∑

k=1

Tr
(
Fkdl F

H
kdl

)
≤ PB . (2)

Similarly, the transmit signal of the kul th UL user is given by

xkul = Fkul skul , (3)

where skul ∈ Cbu×1 denotes the data symbol vector with unit
power, transmitted by the kul th UL user to the lth BS, and
Fkul is the related TPC matrix, meeting the following power
constraint

Tr
(
Fkul F

H
kul

)
≤ PU . (4)

Besides, we define the configuration of the mth reflecting
element on RIS as ϕm = ejθm , where θm ∈ [0, 2π) is
the corresponding phase shift, and m ∈ {1, · · · ,M} ∆

=
M. Hence, the configuration vector of RIS is φ =
[ϕ1, · · · , ϕm, · · · , ϕM ]

T , which can be expressed equivalently
in a matrix form as Φ = diag (φ). For convenience, all end-
to-end wireless channels are denoted as Hrecei,trans. The first
subscript represents the receiver, while the second one indi-
cates the transmitter. Particularly, the baseband channels from
the jth BS to the kdl th DL user and the lth BS are denoted by
Hkdl ,j

∈ CMr
U ×M

t
B and Hl,j ∈ CMr

B ×M
t
B , respectively. The

channels from the kul th UL user to the jth BS and idj th DL user
are denoted by Hj,kul

∈ CMr
B ×M

t
U and Hidj ,k

u
l
∈ CMr

U ×M
t
U ,

respectively. The channels from the RIS to the lth BS and
kdl th DL user, from the lth BS and kul th UL user to the
RIS are denoted by Gl,R ∈ CMr

B ×M , Gkdl ,R
∈ CMr

U ×M ,

GR,l ∈ CM×Mt
B , and GR,kul

∈ CM×Mt
U , respectively. We

assume that the CSI of all channels has been obtained at BSs.2

These BSs calculate the optimal phase matrix cooperatively
and send it to the controller of RIS.

2Though it is challenging to acquire the perfect CSI knowledge considering
the abundant reflecting elements, existing works have proposed some practical
low-complexity schemes to provide qualified CSI estimation with applicable
pilot overheads (see [31] and [32] for more details). Besides, our proposed
scheme with full CSI can provide a performance upper bound for realistic
scenarios and robust designs.
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Explicitly, the signal received at the lth BS is given by

yl =
(
Hl,kul

+ Gl,R Φ GR,kul

)
xkul︸ ︷︷ ︸

desired signal

+

K
u
l∑

i=1
i 6=k

(
Hl,iul

+ Gl,R Φ GR,iul

)
xiul

︸ ︷︷ ︸
intra−cell interference from uplink

+

L∑
j=1
j 6=l

K
u
j∑

i=1

(
Hl,iuj

+ Gl,R Φ GR,iuj

)
xiuj

︸ ︷︷ ︸
inter−cell interference from neighbor UL users

+
√
ρ−1
l,l (Hl,l + Gl,R Φ GR,l)

K
d
l∑

i=1

xidl︸ ︷︷ ︸
self−interference

+

L∑
j=1
j 6=l

(Hl,j + Gl,R Φ GR,j)

K
d
j∑

i=1

xidj

︸ ︷︷ ︸
inter−cell interference from neighbor BSs

+ nl ,

(5)

where ρl,l > 1 is the SIC coefficient, and nl is the AWGN
vector following the distribution of CN

(
0, σ2

B IMr
B

)
. Simi-

larly, the signal received at the kdl th DL user is given by

y
kdl

=
(
Hkdl ,l

+ Gkdl ,R
Φ GR,l

)
xkdl︸ ︷︷ ︸

desired signal

+
(
Hkdl ,l

+ Gkdl ,R
Φ GR,l

) K
d
l∑

i=1
i6=k

xidl

︸ ︷︷ ︸
intra−cell interference from downlink

+

L∑
j=1
j 6=l

(
Hkdl ,j

+ Gkdl ,R
Φ GR,j

) K
d
j∑

i=1

xidj

︸ ︷︷ ︸
inter−cell interference from neighbor BSs

+

K
u
l∑

i=1

(
Hkdl ,i

u
l

+ Gkdl ,R
Φ GR,iul

)
xiul︸ ︷︷ ︸

intra−cell interference from uplink

+

L∑
j=1
j 6=l

K
u
j∑

i=1

(
Hkdl ,i

u
j

+ Gkdl ,R
Φ GR,iuj

)
xiuj

︸ ︷︷ ︸
inter−cell interference from neighbor UL users

+ nkdl ,

(6)

where nkdl denotes the AWGN at the user side and
obeys the distribution of CN (0, σ2

U IMr
U

). From (5)
and (6) we can find that, the interference environment
confronted is complicated, which poses a great challenge
to improve the system performance. To simply the
expressions, let us define H̄kdl ,j

= Hkdl ,j
+ Gkdl ,R

Φ GR,j ,
H̄l,j = Hl,j + Gl,R Φ GR,j , H̄l,iuj

= Hl,iuj
+ Gl,R Φ GR,iuj

and H̄kdl ,i
u
j

= Hkdl ,i
u
j

+ Gkdl ,R
Φ GR,iuj

as the equivalent
channels correspondingly, which are the superposition of the
direct and reflected links. Consequently, yl can be rewritten
briefly as

yl =

L∑
j=1

√
ρ−1
l,j H̄l,j

K
d
j∑

i=1

Fidj sidj +

L∑
j=1

K
u
j∑

i=1

H̄l,iuj Fiuj siuj + nl,

(7)

where coefficient ρl,j is defined as

ρl,j =

{
ρl,l, if j = l;

1, otherwise.

Similarly, y
kdl

can be reformulated as

y
kdl

=

L∑
j=1

H̄kdl ,j

K
d
j∑

i=1

Fidj sidj +

L∑
j=1

K
u
j∑

i=1

H̄kdl ,i
u
j

Fiuj siuj + nkdl .

(8)

Then, the achievable data rate (bit/s/Hz) at the kul th UL user
is

Rkul (F,Φ) = log det
(
IMr

B
+ H̄l,kul Fkul F

H
kul

H̄
H
l,kul

V
−1
kul

)
,

(9)
where F =

{
Fkdl ,Fk

u
l
;∀k, l

}
includes all UL and DL TPC

matrices, and

Vkul
=

L∑
j=1

K
u
j∑

i=1

(i,j 6=k,l)

H̄l,iuj Fiuj F
H
iuj

H̄
H
l,iuj

+

L∑
j=1

K
d
j∑

i=1

ρ−1
l,j H̄l,j Fidj Fidj

HH̄
H
l,j + σ2

B IMr
B
,

(10)

represents the interference-plus-noise covariance matrix at the
kul th UL user. Similarly, the achievable data rate at the kdl th
DL user is given by

Rkdl (F,Φ) = log det
(
IMr

U
+ H̄kdl ,l

Fkdl F
H
kdl

H̄
H

kdl ,l
V
−1

kdl

)
,

(11)
where Vkdl

is the interference-plus-noise covariance matrix at
the kdl th DL user and is given by

Vkdl
=

L∑
j=1

K
d
j∑

i=1

(i,j 6=k,l)

H̄kdl ,j
Fidj F

H
idj

H̄
H

kdl ,j

+

L∑
j=1

K
u
j∑

i=1

H̄kdl ,i
u
j

Fiuj Fiuj
HH̄

H

kdl ,i
u
j

+ σ2
U IMr

U
.

(12)

B. Problem Formulation

To achieve the full potential of FD mobile networking, in
this paper, we aim to maximize the SR of all users and BSs by
jointly optimizing the overall TPC matrices F and the phase
shift configuration Φ at RIS, subject to their corresponding
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power budget and unit modulus constraint. Explicitly, the
overall problem is formulated as follows

max
F,Φ

L∑
l=1

K
d
l∑

k=1

Rkdl (F,Φ)+

L∑
l=1

K
u
l∑

k=1

Rkul (F,Φ) (13a)

s.t. Tr
(
Fkul F

H
kul

)
≤ PU ,∀k, l, (13b)

K
d
l∑

k=1

Tr
(
Fkdl F

H
kdl

)
≤ PB ,∀l, (13c)

0 ≤ θ ≤ 2π, |ϕm| = 1,∀m. (13d)

It can be observed that above problem is hard be solve for
the reason that the overall TPC matrices F and the phase
shift matrix Φ are deeply coupled, as shown in (9) and (11).
Additionally, the unit modulus constraint of the phase shift
matrix makes the feasible set of (13) non-convex. In the
following, we resort to a BCD-based method to address this
problem.

We make some reformulations with respect to the original
problem at first. Inspired by [45], we exploit the relationship
between the SR and MMSE to transform (13) into a more
tractable one. Particularly, upon introducing the decoding
matrices, the estimated signals of uplink and downlink are
respectively given by

ŝkul = Ukul
yl , ŝkdl = Ukdl

y
kdl
. (14)

where Ukul
∈ Cbu×Mr

B and Ukdl
∈ Cbd×Mr

U are the decoding
matrices for the UL and DL users, respectively. Therefore,
the mean square error (MSE) of the estimated signals are
expressed as

Ekul
=E

[(
ŝkul − skul

) (
ŝkul − skul

)H]
=
(
Ukul

H̄l,kul Fkul −Ibu
) (

Ukul
H̄l,kul Fkul −Ibu

)H
+ Ukul Vkul U

H
kul
,

(15)

Ekdl
=E

[(
ŝkdl − skdl

)(
ŝkdl − skdl

)H]
=
(
Ukdl

H̄kdl ,l
Fkdl −Ibd

)(
Ukdl

H̄kdl ,l
Fkdl −Ibd

)H
+ Ukdl

Vkdl
U
H
kdl
.

(16)

We further introduce the weighting matrices Wkul
∈ Cbu× bu

and Wkdl
∈ Cbd× bd for the UL and DL users, respectively.

Then (9) and (11) are transformed into the following forms as

rkul
(
F,Φ,Ukul

,Wkul

)
= log det

(
Wkul

)
− Tr

(
Wkul Ekul

)
+ bu,

(17)

rkdl

(
F,Φ,Ukdl

,Wkdl

)
= log det

(
Wkdl

)
− Tr

(
Wkdl

Ekdl

)
+ bd .

(18)

Therefore, the original problem (13) can be transformed into

a more tractable one as follows

max
F,Φ,U,W

L∑
l=1

K
d
l∑

k=1

rkdl +
L∑
l=1

K
u
l∑

k=1

rkul (19a)

s.t. Tr
(
Fkul F

H
kul

)
≤ PU ∀k, l, (19b)

K
d
l∑

k=1

Tr
(
Fkdl F

H
kdl

)
≤ PB , ∀l, (19c)

0 ≤ θ ≤ 2π, |ϕm| = 1, ∀m. (19d)

where U =
{

Ukdl
,Ukul

;∀k, l
}

and W ={
Wkdl

,Wkul
;∀k, l

}
. We notice that the problem (19)

is equivalent to the original problem (13) since they have
the identical optimal solutions to F and Φ [45, Theorem 1].
Furthermore, (19a) is a convex function for each group of the
variables. When all variables except Ukul

are fixed, we can
obtain the optimal solution of it directly. Similarly, we obtain
the optimal Ukdl

, Wkul
and Wkdl

. Their solutions are shown
as below

Ukul
= F

H
kul

H̄
H
l,kul

[
H̄l,kul Fkul F

H
kul

H̄
H
l,kul

+ Vkul

]−1

, (20)

Ukdl
= F

H
kdl

H̄
H

kdl ,l

[
H̄kdl ,l

Fkdl F
H
kdl

H̄
H

kdl ,l
+ Vkdl

]−1

, (21)

Wkdl
= E

−1

kdl
, Wkul

= E
−1
kul
. (22)

In the following, we focus on solving (19) with respect
to F and Φ alternately, where other variables are obtained
according to (20)-(22).

III. TPC MATRICES OPTIMIZATION

In this section, we aim to optimize the overall TPC matrices
F, while fixing the other variables in (19). Specifically, by
substituting (15) and (16) into the OF of (19) and removing the
constant and irrelative terms, we obtain a new OF with respect
to F, where all

{
Fkdl ,Fk

u
l
;∀k, l

}
are uncoupled. Explicitly,

the optimization problem with respect to the overall TPC
matrices F is given by

min
F

L∑
l=1

K
d
l∑

k=1

(
Tr
(
F

H

kdl
Al Fkdl

)
− 2ReTr

(
Wkdl

Ukdl
H̄

kdl ,l
Fkdl

))

+

L∑
l=1

K
u
l∑

k=1

(
Tr(FH

kul
Akul

Fkul
)− 2ReTr

(
Wkul

Ukul
H̄l,kul Fkul

))
(23a)

s.t. Tr
(
Fkul

F
H
kul

)
≤ PU ∀k, l, (23b)

K
d
l∑

k=1

Tr
(
Fkdl

F
H

kdl

)
≤ PB , ∀l. (23c)
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where

Al =

L∑
j=1

K
d
j∑

i=1

H̄
H

idj ,l
U
H
idj

Widj
Uidj

H̄idj ,l

+

L∑
j=1

K
u
j∑

i=1

ρ−1
l,j H̄

H
j,lU

H
iuj

Wiuj Uiuj
H̄j,l,

(24)

Akul
=

L∑
j=1

K
d
j∑

i=1

H̄
H

idj ,k
u
l
U
H
idj

Widj
Uidj

H̄idj ,k
u
l

+

L∑
j=1

K
u
j∑

i=1

H̄
H
j,kul

U
H
iuj

Wiuj Uiuj
H̄j,kul

.

(25)

Obviously, (23) is a convex problem and can be solved
by using the mature CVX toolbox, though the computational
complexity may be high especially for a large antenna array
in a practical system design. To reduce the complexity, we
turn to a Lagrangian multiplier method to obtain a closed-
form solution. Specifically, denoting

{
λl ≥ 0, λkul ≥ 0;∀k, l

}
as the Lagrangian multipliers associated with the transmitted
power constraints, we get the Lagrangian function of (23) as
L
(
F, {λl, λkul }

)
=

L∑
l=1

K
d
l∑

k=1

(
Tr
(

F
H

kdl
Al Fkdl

)
− 2ReTr

(
Wkdl

Ukdl
H̄

kdl ,l
Fkdl

))

+

L∑
l=1

K
u
l∑

k=1

(
Tr(FH

kul
Akul

Fkul
)− 2ReTr

(
Wkul

Ukul
H̄l,kul

Fkul

))

+

L∑
l=1

K
u
l∑

k=1

λkul

(
Tr(FH

kul
Fkul

)− PU

)

+

L∑
l=1

λl

K
d
l∑

k=1

Tr
(

Fkdl
F

H

kdl

)
− PB

 .

(26)

By taking the derivative of (26) w.r.t.
{

Fkdl ,Fk
u
l

}
and setting

it to be zero, we obtain the optimal solution as a function of
Lagrangian multipliers as

Fkdl (λl) =
(
Al +λl IMt

B

)−1

H̄
H

kdl ,l
U
H
kdl

Wkdl
, (27)

Fkul
(
λkul
)

=
(
Akul

+λkul IMt
U

)−1

H̄
H
l,kul

U
H
kul

Wkul
. (28)

From (24) and (25) we can observe that all {Al,Akul
;∀k, l}

are complex symmetric matrices, each of them can be decom-
posed by the eigenvalue decomposition (ED) as Ã = Q̃Λ̃Q̃H ,
where Q̃ is an orthogonal matrix satisfying Q̃Q̃H = Q̃HQ̃ =
I, and Λ̃ is a diagonal matrix with non-negative elements.
Therefore, the power constraints of {Fkdl ,Fkul } can be refor-
mulated as

fl (λl) =

K
d
l∑

k=1

Tr
(
F
H
kdl

(λl) Fkdl (λl)
)

=

Mt
B∑

i=1

[Zl]i,i(
[Λl]i,i + λl

)2 ,

(29)

fkul

(
λkul
)

= Tr
(
F
H
kul

(
λkul
)
Fkul

(
λkul
))

=

Mt
U∑

i=1

[
Zkul

]
i,i([

Λkul

]
i,i

+ λkul

)2 ,
(30)

where

Zl =

K
d
l∑

k=1

QH
l H̄

H

kdl ,l
U
H
kdl

Wkdl
W

H
kdl

Ukdl
H̄kdl ,l

Ql, (31)

Zkul = QH
kul

H̄
H
l,kul

U
H
kul

Wkul W
H
kul

Ukul
H̄l,kul

Qkul
. (32)

It can be proved that (29) and (30) are monotonically decreas-
ing functions with respect to their corresponding Lagrangian
multipliers, which can be solved through bisection search. For
the determination of multipliers’ upper bound, readers can
refer to [44]. Here we omit the details due to the page limit.

IV. PHASE SHIFT MATRIX OPTIMIZATION

In this section, we aim to obtain the optimal phase shift
matrix Φ in (19). Specifically, substituting (15)-(16) into (19)
and removing the constant and irrelevant terms, we obtain the
phase shift optimization problem as follows

min
Φ

L∑
l

K
u
l∑
k

Tr
(
Wkul

Ekul

)
+

L∑
l

K
d
l∑
k

Tr
(
Wkdl

Ekdl

)
(33a)

s.t. 0 ≤ θ ≤ 2π, |ϕm| = 1, ∀m, (33b)

By expanding the equivalent channel matrices and using the
following equations [46]

Tr
(
ΦHDΦE

)
= φH

(
D�ET

)
φ, (34)

Tr
(
CΦH

)
=φHc,Tr

(
CHΦ

)
=cHφ, (35)

we reformulate (33) into a simpler form as follows

min
φ
f (φ) =cHφ+ φHc + φHΞφ (36a)

s.t. |ϕm| = 1,∀m. (36b)

where c =
[
[C]1,1, ....., [C]M,M

]T
, C and Ξ are shown at the

bottom of the next page.
The problem (36) is still non-convex due to the unit modulus

constraint on each component of φ. Next, we propose a pair
of methods to solve it, and compare their convergence and
complexity performance in Section V.

A. Complex Circle Manifold (CCM) Algorithm Development

We find that the phase shift vector φ can be regarded as an
M -dimensional complex circle manifold

SM =
{
φ ∈ CM : |ϕm| = 1,m = 1, 2, · · · ,M

}
. (39)

Hence, the tangent space at the point φ ∈ SM is

TφSM =
{
z ∈ CM : Re {z� φ} = 0M

}
. (40)

Similar to the gradient descent method used in Euclidean
space, the main idea of CCM is to find the gradient in a
manifold space and then descending along with the negative
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Algorithm 1: CCM Algorithm

1 Set t = 0, initialize the maximum number of
iterations tCCM and error tolerance εCCM ,
randomly generate φ0 and calculate the value of
function (36a) as f

(
φ0
)
;

2 repeat
3 Calculate the Euclidean gradient ηt in (42);
4 Calculate the Riemannian gradient PTφtSM (ηt)

in (43);
5 Calculate step size ζt according to the Armijo

criterion;
6 Update over the tangent space according to (44);
7 Calculate φt + 1 by retraction φt to the complex

circle manifold SM according to (46);
8 Calculate the objective function f

(
φt + 1

)
;

9 Update t← t + 1;

10 until
∣∣∣∣ f(φt)−f(φt+1)

f(φt+1)

∣∣∣∣ ≤ εCCM or t ≥ tCCM ;

11 Return φ = φt + 1.

gradient direction. Typically, there are four main steps of the
CCM algorithm.

1) Euclidean Gradient: The gradient in a complex Eu-
clidean space is defined as

∇f (x) = 2
∂f (x)

∂x∗
. (41)

Hence, the negative Euclidean gradient of the problem (36) in
the tth iteration is given by

ηt = −∇ f
(
φt
)

= −2Ξφt − 2c. (42)

2) Riemannian Gradient: By using the orthogonal projec-
tion operator, we can project the Euclidean gradient at point
φt onto the tangent space TφtSM , which is the space of the
Riemannian gradient at point φt. Explicitly, it is calculated as

PTφtSM
(
ηt
)

= ηt − Re
{
ηt
∗ � φt

}
� φt. (43)

3) Update over the Tangent Space: By applying certain line
search method, we obtain the updated point φt on the tangent
space TφtSM as follows

φ̄t = φt + ζtPTφtSM
(
ηt
)
, (44)

where ζt is the step size in the tth iteration. In this paper,
we utilize the exact line search, which would provide fine
resolution. Specifically, ζt is determined according to the
Armijo criterion, which should satisfy the following criterion

f
(
φ̄t
)
− f

(
φt
)
≤ −τζtPTφtSM

(
ηt
)H
PTφtSM

(
ηt
)
. (45)

The parameters above should be chosen to satisfy τ ∈ (0,0.5)
and ζt>0 [43].

4) Retraction Operator: Since the updated point φ̄t is not
in SM , we apply a retraction operator to map φ̄t into the
complex circle manifold as follows

φt+1=φ̄t � 1∣∣φ̄t∣∣ . (46)

With above steps, we can obtain a suboptimal solution to
the problem (36). The details of CCM algorithm are shown in
Algorithm 1.

C=

L∑
l=1

K
u
l∑

k=1

 L∑
j=1

K
d
j∑

i=1

G
H
l,RU

H
kul

Wkul Ukul Hl,j Fidj F
H
idj

G
H
R,j −G

H
l,RU

H
kul

Wkul F
H
kul

G
H
R,kul

+

K
d
l∑

i=1

(
ρ−1
l,l −1

)
G
H
l,RU

H
kul

Wkul Ukul Hl,l Fidl F
H
idl

G
H
R,l +

L∑
j=1

K
u
j∑

i=1

G
H
l,RU

H
kul

Wkul Ukul Hl,iuj Fiuj F
H
iuj

G
H
R,iuj


+

L∑
l

K
d
l∑
k

 L∑
j=1

K
d
j∑

i=1

G
H
kdl ,R

U
H
kdl

Wkdl
Ukdl

Hkdl ,j
Fidj F

H
idj

G
H
R,j+

L∑
j=1

K
u
j∑

i=1

G
H
kdl ,R

U
H
kdl

Wkdl
Ukdl

Hkdl ,i
u
j

Fiuj F
H
iuj

G
H
R,iuj

−G
H
kdl ,R

U
H
kdl

Wkdl
F
H
kdl

G
H
R,l

)
,

(37)

Ξ =

L∑
l=1

K
u
l∑

k=1

(
ρ−1
l,l −1

)
G
H
l,RU

H
kul

Wkul Ukul Gl,R

�
K

d
l∑

i=1

GR,l Fidl F
H
idl

G
H
R,l

T

+

 L∑
l

K
d
l∑
k

G
H
kdl ,R

U
H
kdl

Wkdl
Ukdl

Gkdl ,R
+

L∑
l=1

K
u
l∑

k=1

G
H
l,RU

H
kul

Wkul Ukul Gl,R


�

 L∑
j=1

K
d
j∑

i=1

GR,j Fidj F
H
idj

G
H
R,j +

L∑
j=1

K
u
j∑

i=1

GR,iuj Fiuj F
H
iuj

G
H
R,iuj

T

,

(38)
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B. Successive Convex Approximation (SCA) Algorithm Devel-
opment

In order to meet the unit modulus constraint, the afore-
mentioned CCM algorithm calculates the Euclidean gradient
to obtain the Riemannian one, and then retract the updated
points back into the manifold, which is relatively twisting. As
an alternative, we can deal with the unit modulus in a more
straightforward way. Particularly, since φm = ejθm is defined
and θm is a continuous variable, we can solve the problem
(36) based on θ, where θ = [θ1, ..., θM ]

T . Inspired by this,
we rewrite (36) into an equivalent form as

min
θ

f (θ) = cHejθ +
(
ejθ
)H

c +
(
ejθ
)H

Ξejθ (47a)

s.t. 0 ≤ θm ≤ 2π,∀m. (47b)

Notice that the feasible set of the problem (47) is an M -
dimensional [0, 2π) set, which is convex and denoted as Q.
However, it is challenging to obtain the optimal solution of
(47) directly. Here we turn to the SCA method by constructing
a series of convex problems and successively approximating
to a suboptimal solution. In the following, we show the main
idea of the SCA technique.

Instead of minimizing the function f (θ) directly, the algo-
rithm optimizes a series of surrogate functions that minimize
f (θ). Here we denote the surrogate function for f (θt) by
f̄ (θ,θt). More specifically, starting from a feasible point θ0,
the algorithm generates a series of {θt} according to the
following update rule

θt+1 = arg min
θ∈Q

f̄
(
θ,θt

)
(48)

where θt is the point generated by the algorithm in the (t −
1)th iteration. The problem (48) is referred to as the surrogate
problem in the tth iteration. The iteration will stop until certain
criterion is met. Moreover, to guarantee the convergence of the
algorithm, the surrogate function f̄ (θ,θt) should satisfy the
following four conditions

f̄
(
θ,θt

)
is continuous in θ and θt, (49a)

f̄ ′
(
θ,θt;d

)∣∣
θ=θt

= f ′
(
θt;d

)
,∀d with θt + d ∈ Q, (49b)

f̄
(
θt,θt

)
= f

(
θt
)
,∀θt ∈ Q, (49c)

f̄
(
θ,θt

)
≥ f (θ) ,∀θ,θt ∈ Q. (49d)

Condition (49b) ensures that the derivatives of the surrogate
function f̄ (θ,θt) and the original function f (θ) must be
equivalent at point θt. Conditions (49c) and (49d) imply that
the surrogate function is a tight upper bound of the original
function. As a result, (49) ensures that (48) converges to a
stationary point, which is a suboptimal solution to (47) [47,
Theorem 1].

It is obvious that (47a) is continuously differentiable. There-
fore, by performing a second-order Taylor expansion of (47a),
we obtain a surrogate function as follows [43]

f̄
(
θ,θt

)
=f
(
θt
)

+∇f
(
θt
)T (

θ − θt
)

+
β

2

∥∥θ − θt∥∥2

2

(50)

where ∇f (θt) is the gradient of (47a) and ∇f (θ) =

Algorithm 2: SCA Algorithm

1 Set t = 0, initialize the maximum number of
iterations tSCA and error tolerance εSCA,
randomly generate θ0 and calculate the value of
function (47a) as f

(
θ0
)
;

2 repeat
3 Calculate the Euclidean gradient ∇f (θt);
4 Calculate βt according to Armijo criterion:;
5 Update θt + 1 according to (51);
6 Calculate the objective function f

(
θt + 1

)
;

7 Update t← t + 1;

8 until
∣∣∣∣ f(θt)−f(θt+1)

f(θt+1)

∣∣∣∣ ≤ εSCA or t ≥ tSCA;

9 Return θ = θt + 1.

2 Re {−jφ∗ � (Ξφ+ c)}. It is easy to prove that when pa-
rameters c and Ξ are determined, the four conditions in (49)
are satisfied with a sufficiently large β. Finally, by taking the
first derivative of (50) w.r.t. θ and setting it to zeros, the
optimal θt+1 could be obtained as follows

θt+1 = θt − ∇f (θt)

β
. (51)

We also apply the Armijo criterion as shown in (44) to
determine a suitable β. The steps of the SCA algorithm are
listed in Algorithm 2.

C. Overall Algorithm to Solve Problem (13)

Based on above analysis, the overall BCD-based method
proposed to solve (13) is summarized in Algorithm 3. In
each iteration, we optimize F and Φ in an alternating way
while fixing U and W. When the phase shift matrix Φ is
fixed, the Lagrangian multiplier method and bisection search
algorithm ensure the optimal overall TPC matrices F of (13).
Then, by fixing F and optimizing Φ through the CCM or
SCA algorithm, we obtain its suboptimal solution. The two
groups of variables are alternately updated until the OF of the
problem (13) converges.

D. Complexity Analysis

In this part, we analyze the complexity of the overall
algorithm. Let us shed light on the complexity of the over-
all TPC matrices optimization firstly. In each iteration, the
main complexity lies in updating F according to (27) and
(28), which is O

(
L
(
KdM t

B
3 + KuM t

U
3
))

. The number
of iterations to achieve convergence is determined by the
bisection search algorithm, which is log2

(
λu−λl
εbi

)
, where εbi

, λu and λl are the error tolerance, the upper bound and lower
bound of the bisection search algorithm, respectively. Hence,
the overall complexity of calculating F is on the order of
O
(

log2

(
λu−λl
εbi

)
L
(
KdM t

B
3
+KuM t

U
3
))

.
As for the phase shift optimization, the complexity of

calculating C and Ξ is O
(
L2KdKuM2

)
, when the number

of reflecting elements M is much larger compared to the
antenna size at BSs and UEs. For the major four steps
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Algorithm 3: The overall BCD-based Algorithm
Input : Hkdl ,j

,Hkdl ,i
u
j
,Hl,j ,Hl,iuj

Gl,R ,GR,l ,GR,kul
,Gkdl ,R

Output: F,Φ

1 Randomly initialize the feasible solution F0 and Φ0

, calculate the value of function (13a) as
Obj(F0,Φ0) ;Set t = 0 , the maximum number of
iterations tmax and the error tolerance ε;

2 repeat
3 With Ft and Φt, compute the optimal decoding

matrices Ut according to (21) and (20), and
then compute the optimal weighting matrices
Wt according to (22);

4 With Ut and Wt, compute the optimal
precoding matrices Ft+1 by solving problem
(23) with the Largangian multiplier method and
bisection search;

5 With Ut, Wt and Ft+1, compute the optimal
Φt+1 by solving problem (33) with Algorithm
1 or Algorithm 2;

6 Calculate the OF value of (13a) as
Obj(Ft+1,Φt+1) and let t← t + 1;

7 until t > tmax or

8

∣∣∣Obj(Ft+1,Φt+1)−Obj(Ft,Φt)
Obj(Ft,Φt)

∣∣∣ ≤ ε;
9 Return F = Ft+1 and Φ = Φt+1.

of the CCM algorithm, the complexity depends on the
calculation of the Euclidean gradient ηt, which is given by
O
(
M2
)
. Denoting TCCM as the iteration number of the

CCM algorithm, then the total complexity is O
(
TCCMM

2
)
.

Similarly, the complexity of the SCA algorithm in each
iteration mainly depends on the computation of the
Euclidean gradient and we denote TSCA as the related
iteration number. Denoting the number of the outer BCD
iteration is T , we have the overall complexity at the order of
O
(
T
(

log2

(
λu−λu
εbi

)
L
(
KdM t

B
3 + KuM t

U
3
)

+ TCCMM
2

+L2KdKuM2
))

and O
(
T
(
L2KdKuM2 + TSCAM

2

+ log2

(
λu−λu
εbi

)
L
(
KdM t

B
3 + KuM t

U
3
)))

for CCM and
SCA algorithm, respectively.

V. SIMULATIONS AND DISCUSSIONS

In this section, simulation results are provided for evalu-
ating the performance of the proposed RIS-empowered FD
networking design.

A. Simulation Settings

The system parameters are summarized as follows. The 3D-
coordinate illustration to the simulation deployment is given
in Fig. 3, where we set the number of cells to L = 2. The
coordinates of BS 1, RIS and BS 2 are (0, 0, 30), (350, 0, 15),
and (700, 0, 30) meter, respectively. The DL and UL users
in the first and the second cell are randomly and uniformly
distributed in a circular region centered at (xuser,±yuser, 1.5)
and (400 − xuser,±yuser, 1.5) with a radius of 20 meter,

（700,10,30）

（0,0,30）
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RIS

z

（400,50,1.5）
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r=20 r=20
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（300,-50,1.5）
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（700,0,30）
BS2

Fig. 3: Simulation scenario.

respectively. We set xuser = 300 and yuser = 50 unless
otherwise stated. Notice that such user deployment is nearly
on the cell edge. As depicted in Fig. 3, the z-axis coordinate
of BSs, RIS, and the users indicates their heights, which are
30, 15, and 1.5 meter, respectively. Unless otherwise stated,
the other parameters are set as follows: carrier frequency
fc = 2.4 GHz, bandwidth B = 10 MHz, noise power density
σ2

0 =− 174 dBm/Hz, number of users Kd = Ku = 2, number
of the BS and user transmit antennas M t

B = M t
U = 6 , number

of the BS and user receive antennas Mr
B = Mr

U = 2, data
streams bd = bu = 2, number of the reflecting elements
M = 100, SIC coefficient ρl,l = 90 dB, error tolerance
εCCM = εSCA = 10−5. Finally, the power budgets at BSs
and users are 1 W and 200 mW, respectively.

We generate the wireless channels in each realization ac-
cording to the following description. For the large-scale fading,
it is given by PL(d) = ρ0−10αlg( dd0 ), where ρ0 = −30 dB is
the path loss at the reference distance [44], d is the Euclidean
distance between two terminals, and α > 0 represents the path
loss exponent.

As for the small-scale modeling, the Rayleigh fading is
assumed for all BS-user links, while the Rician model is
considered for the BS-RIS, RIS-user, BS-BS, and the SI links.
Typically, the small-scale channel of Rician fading is given by

H̃ =

√
κ

κ+ 1
H̃LoS +

√
1

κ+ 1
H̃NLoS , (52)

where κ is the Rician factor, H̃LoS denotes the determin-
istic line of sight (LoS) or any dominant component, and
H̃NLoS denotes the non-LoS (NLoS) component that obeys
Rayleigh fading. The LoS component is given by H̃LoS =
aDr (ϑ) aHDt (ψ) with

aDr (ϑ) =
[
1, ej

2π
λ da sin(ϑ), ..., ej

2π
λ (Dr−1)da sin(ϑ)

]T
, (53)

aDt (ψ) =
[
1, ej

2π
λ da sin(ψ), ..., ej

2π
λ (Dt−1)da sin(ψ)

]T
. (54)

where ϑ and ψ are the angle of arrival and departure
(AoA/AoD), respectively. It is assumed that AoA and AoD
are randomly distributed within [0, 2π). Dr and Dt are the
numbers of antennas at the receiver side and transmitter side,
respectively. λ is the signal wavelength, and da is the spacing
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Fig. 4: Convergence performance of different algorithms.

between adjacent antennas. In our simulations, we set antenna
spacing da = λ/2. The path loss for the direct link of BS-user,
user-user and BS-BS, the reflected link of BS-RIS, RIS-user
are set to be αB,U = 3.75 , αU,U = 3.9, αB,B = 3.2 and
αB,R = αU,R , αR = 2.2, respectively. Since the transmit
and receive antennas are deployed closely at FD BSs, we
assume that the SI link does not suffer from the large-scale
fading, i.e., its path loss is 0 dB. The Rician factors are all set
to be 3. All simulation results are obtained by averaging over
400 independent realizations.

To investigate the performance gained by the proposed
design, we include the following benchmark schemes:

1) FD Networking without RIS: All phases of reflecting
elements are set to be zero and the TPC matrices are optimized
according to the method in Section III, i.e., CCM or SCA.

2) FD Networking with Random RIS: A randomly gener-
ated phase shift matrix is applied to RIS. The TPC matrices
at FD BSs and HD users are optimized according to Section
III.

3) HD Networking with Optimized RIS: The BSs and users
are all working in the HD mode. The TPC matrices at HD BSs
and users, and the phase shifts at RIS are optimized according
to Algorithm 3 with SCA applied.

4) HD Networking without RIS: Multiple HD BSs form
a mobile networking system, where the TPC matrices are
optimized according to the method in Section III.

B. Simulation Results

Firstly, we investigate the convergence of the proposed
scheme to solve the original problem in (13), that is, Algorithm
3 with CCM or SCA embedded. Figure 4 shows the SR versus
the number of iterations under different algorithms. It can
be observed that our proposed algorithms rise rapidly to a
stable value within 20 iterations, then converges within 100
iterations. Moreover, the SCA is slightly better than the CCM.
To further see the difference between SCA and CCM, Fig.
5 compares the optimization time under different numbers of
reflecting elements. It can be observed that for different size of
RIS, the proposed algorithm with SCA requires less time than
the CCM one. This is because the SCA scheme has a simpler
optimization structure, as we have mentioned in Section IV-B.
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Fig. 5: Optimization time comparison between different algo-
rithms.
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Fig. 6: Achievable SR versus the number of reflecting elements
M under different deployment schemes.

Figure 6 compares the SR versus the number of reflecting
elements M . It can be seen that our proposed schemes reach
the highest SR. Besides, the scheme FD-Without RIS is much
inferior to our proposed scheme. For the FD with Random RIS
scheme, it provides a much insignificant gain compared to that
of FD-Without RIS, indicating that the potential gain of RIS
could only be reaped by a well-designed phase configuration.
Observing the curves of HD-SCA and Prop.-FD-SCA, we can
see that with the increase of the reflecting elements, the SR
of both keeps growing, and the gap between them is enlarged
as well. All these observations imply that configuring RIS to
an FD networking system with designed phase shifts and TPC
matrices can manage the interference environment effectively.

In the following we study the impact of SIC capability on
system performance. Figure 7 depicts the SRs of downlink and
uplink versus the SIC capability. For the SIC coefficient ρ

l,l
,

a larger value in dB implies a more powerful SIC capability.
It can be observed from Fig. 7 that the uplink SR of all
schemes except the HD ones raises rapidly with the increase
of SIC coefficient. Among them, for the FD scheme without
RIS, even if the SIC coefficient reaches 140 dB, the uplink
performance gain is still limited, and is even inferior to that of
the proposed scheme under 110 dB. This observation indicates
that with jointly well-designed TPC and phase shift matrices,
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our proposed scheme can alleviate the requirement of SIC
capability. Moreover, as the SIC coefficient increases, up to
130 dB, both the UL and DL sum rate of the optimized scheme
tend to be saturated. This is mainly because the power of
the residual SI becomes insignificant among all interference
perceived at the BS, and improving the SIC coefficient can
no longer bring a significant gain. We also notice that our
proposed scheme outperforms the HD without RIS and with
optimized RIS when SIC is greater than 100 dB and 105 dB,
respectively. Above observation validates the superiority of our
proposed scheme.

In all above simulations, RIS-related path loss exponent
αR is set as 2.2, which is close to the path loss exponent in
free space, and may become impractical in some application
scenarios. Therefore, we are motivated to study the influence
of RIS-related path loss on the system performance. Figure 8
shows the SRs of downlink and uplink versus the RIS-related
path loss exponent αR. It can be observed that the SRs of both
links decrease as the RIS-related path loss exponent increases.
When αR is greater than 2.8, the SR gain obtained from RIS
becomes pretty marginal. This is because the reflected link
suffers from a double fading, leading to the result that the
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M under different numbers of BS transmit antennas.
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Fig. 10: Achievable SR versus BS transmit power PB .

power strength of the RIS reflected link is much smaller than
the direct one. Precisely, we find in our simulations that the
path loss of the direct link from BS to the DL user center in
Cell 1 is about −123.19 dB, while that of the reflected link is
−156.84 dB and −183.25 dB when αR is set as 2.2 and 2.8,
respectively. Obviously, with αR = 2.8, the deployment of
RISs on the coordinate of (350, 0, 15) makes nearly no sense.
This provides an engineering insight for us, that is when we
deploy the RIS in FD networks, it is better to choose the path
loss of the reflected link as small as possible. Otherwise, RISs
cannot bring significant performance gain, which is wasteful
of hardware resources.

Figure 9 investigates the effect of different antenna configu-
rations at BSs. As is known to all, more transmit antennas will
bring more degrees of freedom, whilst the hardware cost also
increases. Firstly, it can be observed from Fig. 9 that the SR of
the whole system increases as M t

B becomes larger. Hence, it
is promising to combine RIS with massive MIMO to further
improve the system performance. From another perspective,
increasing the size of antenna arrays at BSs requires more RF
chains, which is much more costly than scaling up the RIS.
Explicitly, comparing the curves of M t

B = 8 and M t
B = 6

in Fig. 9, with nearly 80 more reflecting elements, the curve
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under M t
B = 6 reaches the SR as that under M t

B = 8.
Hence RIS may serve as an cost-efficient way to improve
the achievable performance, instead of upgrading whole BS
transceivers with more RF chains.

Figure 10 shows the SR versus different BS transmit power
PB . It can be observed that as the transmit power increases,
the SR of all schemes improves. Comparing the proposed
scheme with the HD-SCA one, we find that the performance
gain brought by RIS becomes larger as PB increases. This is
because when the transmit power at BSs becomes larger, more
power resources are allocated to the DL users while the UL
users suffer a partial loss. Thus, the increment and difference
at SR between them are both enlarged. This observation proves
that our proposed scheme is superior to the traditional ones.

In the FD networking system, when UL and DL users
are located closely to each other, the UE-UE interference
is significant, deteriorating the receiving performance of DL
users. Here we study the effect of varying the distance between
UL and DL users on the system performance. In specific, the
distance from the user center to the y-axis is denoted as yuser,
and a larger value of yuser implies that UL and DL users in
each cell are located more distantly. Figure 11 shows the DL
and UL SRs versus yuser. Comparing our proposed scheme
with the one without RIS, the downlink SR performance has
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Fig. 13: Achievable SR versus the x-axis distance from user
center to cell center xuser.

been improved effectively, which proves that RIS can well
handle the UE-UE interference. Further, we can observe that
when the yuser changes from 10 m to 70 m, the interference
between users gradually decreases, and the SR of DL increases
while that of UL decreases. There are two reasons for this, one
is that the UE-UE interference perceived at the DL users is
reduced, and the other is that the UL users are far away from
both BSs and RIS, which means that the path loss increase for
both direct and reflected links. When yuser is larger than 70, the
interference from UL to DL users is no longer dominant, so the
SR of DL becomes saturated, while the SR of UL continues to
decrease since the distance between UL users and BSs keeps
increasing.

Denote the coordinate of RIS in the x-axis as xRIS. In Fig.
12, we study the impact of the RIS location by moving the RIS
from xRIS = 50 m to xRIS = 350 m, which is from the center
to the edge of cell 1. As shown in Fig. 12, all the schemes with
RIS perform well when RIS is placed near the midpoint of two
cells. Explicitly, the SR reaches its minimum and maximum at
xRIS = 150 and xRIS = 300, respectively. Here we provide a
theoretical analysis to these results. When the RIS moves in the
first cell, it contributes more to the performance of cell 1. And
the uplink and downlink users are symmetrically distributed,
therefore, we mainly consider the path loss of the reflected link

of DL users in cell 1. Denote dB,R =

√
xRIS

2 + (30− 15)
2

and dR,U =

√
(xRIS − 300) + (15− 1.5)

2
+ 502 as the Eu-

clidean distances between BS-RIS and RIS-user, respectively.
Ignoring the small-scale fading, we express the large-scale
channel gain of the reflected link from BS to users as PLRIS =
2ρ0 − 10αRlog10 (dB,RdR,U ), which achieves its maximum
and minimum at xRIS = 158.7888 m and xRIS = 290.4796 m,
respectively. These analytical results agree with above obser-
vations. Though the SR reaches its maximum at xRIS = 300 m,
the performance of cell 2 will suffer a certain loss. To achieve
a performance balance in the practical system, RIS should be
deployed in the middle of two cells.

In Fig. 13, we study the impact of the x-axis distance from
the user center to the severed BS, denoted as xuser. As shown
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in Fig. 13, when users are distributed around the cell center,
i.e., xuser is small, the gap between the proposed scheme
and the FD with random RIS or without RIS is insignificant,
indicating that RIS provides a limited regulatory effect even
with optimized phase shifts. When the users move forward the
cell edge, for both FD and HD, all schemes with optimized
RIS obtain a performance gain, compared to the counterparts
without RIS and random RIS. Among these, our proposed
scheme achieves the best cell-edge performance, validating
that RIS deployment can promote FD networking performance
at the edge coverage.

Considering some ultra-dense communication scenarios,
where direct links may be hindered by unintentional obstacles
or malicious blockage, we investigate the system performance
without direct links, that is when αB,U tends to infinity, as
shown in Fig. 14. In this figure, we use suffix D&R or R to
represent the scheme with or without direct links, respectively.
Clearly, among all the schemes without direct links, our
proposed design achieves the highest SR. This is because the
RIS with optimized phase shifts provides a favorable reflected
link that complements the absence of direct link. Moreover,
comparing the D&R and R schemes both applied the pro-
posed algorithm, when M is equal to 100, the latter scheme
maintains the SE of 16 bit/s/Hz, which reaches more than
50 percent of the former one. This proportion will increase
when scaling up the RIS. This observation hints that, when
we deploy an RIS with enough reflecting elements and a well-
designed configuration, it can guarantee a decent experience
of communication rates even in the scenario without direct
links.

VI. CONCLUSIONS

In this paper, we have proposed a multi-cell FD system for
next-generation mobile networking by deploying RISs at cell
boundaries. To achieve the full potential of such deployment,
the SR maximization problem has been formulated to jointly
optimize the TPC matrices at BSs and users and phase shifts
at RIS under the power and unit modulus constraints. To solve
this non-convex problem, we have decoupled it into a pair of
subproblems by exploiting the relationship between SR and

MMSE. The optimal TPC matrices have been obtained in
closed form, while the phase shift matrix has been designed
to reach the suboptimal solution through a pair of efficient
algorithms, i.e., SCA and CCM. Simulation results have
shown that the SCA algorithm has lower complexity, and the
proposed scheme outperforms other traditional FD and HD
networking benchmarks. Besides, we have validated that the
RIS deployment could reduce the requirements for SIC and
the number of BS antennas in FD networks, which further
reduces the power consumption and hardware cost. Moreover,
applying the RIS with enough reflecting elements and well-
designed configurations can alleviate the UE-UE interference
especially at the cell edge, and guarantee a decent experience
in some blockage scenarios. In a nutshell, the utilization of
RIS has made the FD networking system become efficient
and practical.
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