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Evidence is growing that a second dome of high-Tc superconductivity can be accessed in the
cuprates by increasing the doping beyond the first dome. Here we use ab initio methods without
invoking any free parameters, such as the Hubbard U , to reveal that pressure could turn YBa2Cu3O7

into an ideal candidate for second-dome-superconductivity, displaying the predicted signature of
strongly hybridized dx2−y2 and dz2 orbitals. Notably, pressure is found to induce a phase transition
replacing the antiferromagnetic phases with an orbitally-degenerate d–d phase. Our study suggests
that the origin of the second dome is correlated with the oxygen-hole fraction in the CuO2 planes
and the collapse of the pseudogap phase.

In the search for superconductivity (SC) at higher tem-
peratures, one of the more intriguing possibilities is that
the high-Tc cuprate superconductors also feature another
superconducting dome in the extremely overdoped metal-
lic and non-magnetic (NM) regime [1–14]. This is in stark
contrast to the long-studied ‘first dome’ that can be char-
acterized as a lightly doped Mott insulator with a par-
tially occupied Cu dx2−y2 band and short-range antifer-
romagnetic (AFM) order [15]. Evidence for the existence
of such a ‘second dome’ has been building in recent years,
as SC has been observed even when the doping levels have
been driven far beyond the first dome via high-pressure
oxygenation (HPO) synthesis [13]. Findings of Tc = 95K
in Sr2CuO4−y [1] and Tc = 70K in Ba2CuO4−y [7] have
heightened interest since these Tcs are clearly higher than
Tc ∼ 44K of their isostructural counterpart La2CuO4+δ.
Also, a variety of other types of unconventional super-
conductors have been shown to feature two or more SC
domes with distinct characteristics [16–21].

To explain the second dome, Maier et al. have con-
structed a model where the valency is increased by in-
troducing holes on the Cu dz2 orbitals, resulting in a
new peak in the pairing function [8, 9]. Similar mod-
els [5, 14] have been invoked to explain the presence of
a second dome in a single CuO2 plane grown on top of
Bi2Sr2Can−1CunO2n+4+δ (BSCCO), n = 2 [4]. However,
this system is not practical for transport measurements,
while for the HPO-cuprates the polycrystalline samples
contain many SC phases with a multiplicity of oxygen
vacancy orderings and it is unclear which of the phases
are the best superconductors [11].

Besides chemical doping, pressure (P ) is also known
to increase doping levels [22] and enhance Tc in a num-
ber of cuprates [23]. Pressure has also been observed
to trigger a second, anomalous, rise of Tc in BSCCO,

n = 1, 2, 3; when the pressure is applied to optimally
doped samples, Tc first decreases but then increases into
a second dome [3, 10]. However, the notoriously compli-
cated multi-phase structure of BSCCO involving super-
modulation and complex oxygen ordering [24–26] makes
it difficult to characterize the underlying physics and the
second dome has not been observed in other recent stud-
ies [27, 28].

Here, we present an ab initio study of pressure-
induced doping of the prototypical cuprate superconduc-
tor YBa2Cu3O7 (YBCO7) and discuss its high-pressure
states from the viewpoint of the second dome physics.
YBCO7 offers the advantages that it is in the overdoped
regime yet stoichiometric, as illustrated in Fig. 1 (a).
Thus, pressure can more easily drive the material to the
extremely overdoped regime in which the structure re-
mains single-phase, reducing the challenges associated
with complex distributions and pressure effects of dopant
atoms. Our first-principles computations employ the
strongly-constrained-and-appropriately-normed (SCAN)
density-functional [29–32], which has been shown to
provide a good parameter-free first-principles descrip-
tion of electronic correlation and Cu–O charge transfer
physics [33–41]. Various magnetic orders are considered
under hydrostatic pressure, which we increase adiabati-
cally from zero up to 170 GPa. The Supplemental Mate-
rial (SM) [42] contains the details of our computations.
Our analysis shows that pressure induces three key ef-
fects in YBCO7 that facilitate the transition to the sec-
ond dome:

(1): Change in the pyramidal Cu–O environment. Fig-
ure 1 (d) presents the pressure-evolution of several struc-
tural parameters. There are no substantial structural
differences between the NM state and the G-AFM and
C-AFM orders, see Fig. 1 (c) for definitions. The lat-
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FIG. 1. (a): Atomic structure of YBCO7. Cupl atoms re-
side in pyramidal cages formed by the Opl and Oap atoms.
The CuO2 planes are separated by a Y buffer layer. Sand-
wiched between the BaO layers are the CuO chains, which
contain the oxygen dopants. Note that YBCO7 is the fully
doped compound of the YBCO6+δ family with complete CuO
chains, while YBCO6 is the undoped system in which all the
Och sites are vacant. The chains are arranged along the b-
axis, which is 1.2 % longer than the a-axis (a0 = 3.83Å). (b):
Definitions of the dpl and dap Cu–O distances and ∆zpl. (c):
Schematics of the G-AFM and C-AFM magnetic configura-
tions. (d): In % units, P -evolution of relative elongation of
the Cu–O pyramids (dap − dpl)/dpl, relative orthorhombicity
of the unit cell (b− a)/a, dimpling ratio ∆zpl/dpl (separately
for the a- and b-directions) and lattice parameter modifica-
tions ∆a = (a− a0)/a and ∆c = (c− c0)/c.

tice constants are in excellent agreement with Ref. [43]
(within 0.4 % at P = 0 and 0.7 % at P ≈ 12.7GPa).
However, we did not observe the structural instabilities
found in Ref. [44], see SM Sec. S6 [42] for details. As
is typical of layered materials such as the cuprates, the
c-axis shrinks more rapidly than the a and b-axes (e.g.
at 140 GPa c has decreased by about 20 % while a and b
have decreased by about 10 %). Concurrently, there is a
decrease in the elongation of the pyramidal Cu–O cages,
which is intimately connected to the relative energies of
the Cu-dx2−y2 and dz2 orbitals. Interestingly, enhanced
elongation is known to be favorable for the first dome
of SC [45] while the opposite seems to be the case in
Ba2CuO4−y [7]. YBCO7 has a relatively large elonga-
tion of about 18 % but it is quickly reduced under pres-
sure and at 170GPa it is only about 5 %. Notably, the
strong dimpling [Fig. 1 (b)] of 14.2% is reduced under
pressure until it reverses sign at 80 GPa such that the
Cupl atoms bulge out from the pyramids towards the Y

layer. At 170GPa the dimpling is −8.4% (−6.3%) in
the a (b)-direction. Also the slight non-orthorhombicity
(b > a) of 2% is removed under pressure and weakly
reversed above 120 GPa.

(2): Pressure-induced doping. Figure 2 (a) presents
the hole contents (x) based on the Bader charge anal-
ysis [46, 47]. The zero-pressure doping on the CuO2

planes is x([CuO2]pl) = x(Cupl) + 2x(Opl) = 0.11
holes [48] and the CuO chains assume a negative doping
of x([CuO]ch) = −0.57 holes, with weak magnetic con-
figuration dependence. This reflects charge transfer from
the CuO2 planes to the CuO chains as YBCO6 is doped to
YBCO7. Significant doping (0.11 holes) is found also on
the Oap sites. Under pressure, the CuO2 plane is doped
further up to 0.28 holes at 170GPa, an increase of 0.17
holes over the zero-pressure value. The sources of this
doping are the Ba and Y ions, which capture electrons
at an almost linear rate until about 60GPa, after which
this electron capture rate slows down, especially for Ba.
This could simply be the result of the large ionic radii
of Y and Ba. When the lattice contracts under pressure,
e–e repulsion would tend to force the electrons to mi-
grate from the tightly packed CuO2 planes to the buffer
layers with smaller electron density. Interestingly, the
P -induced doping has been previously attributed only to
the CuO chains, either due to an increased charge trans-
fer between the chains and the CuO2 planes or to the
reordering of the Och vacancies [49–52]. However, we
find that the chains also become doped with 0.09 holes
over the pressure range considered.

The distribution of the doping within the CuO2 planes
deserves special attention. Below P ≈ 40GPa, x(Cupl)
grows rapidly while x(Opl) stagnates, i.e., the additional
doping ends up on the Cu ions. But this trend starts to
change at higher pressures. Beyond 80 GPa the situation
is reversed; x(Cupl) even starts to decrease while x(Opl)
grows steadily. We will return to discuss the implications
of this behavior below.

(3): Stabilization of the NM state. Figure 2 (b)
presents the Cupl magnetic moments (M) and enthalpies
relative to the NM phase (∆H) for the studied magnetic
phases. At zero pressure the G-AFM and C-AFM states
and a 3 × 2 bond-centered stripe (B-stripe) phase [53]
are below the NM state by 57 meV, 54 meV and 50meV,
respectively, which is consistent with the multiplicity of
near degenerate magnetic phases found in Ref. [36]. A
direct effect of the pressure-induced doping is the sup-
pression of the magnetic moments. MG-AFM and Mstripe
start to decrease as soon as pressure is applied, but
MC-AFM is robust up to 30GPa before it starts to de-
crease. The pressure also decreases the stability of the
magnetic phases, but the competition between them per-
sists. The C-AFM state becomes the new ground state
over the G-AFM state at 27.5GPa. The G-AFM state
further rises above the NM phase at 75.7 GPa and transi-
tions to the C-AFM state at pressures beyond 86.3 GPa.
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FIG. 2. (a): Hole contents for various ions and groups
obtained as Bader charge differences between YBCO7 and
the undoped base compound YBCO6, see SM Sec. S3 [42]
for details. (b): Left axis: Pressure-evolution of the Cupl
magnetic moments. Right axis: Magnetic enthalpy ∆H =
HAFM −HNM.

The B-stripe also goes through a phase transition into
a site-centered stripe phase (S-stripe) around 60GPa
(where it shows mixed characteristics) and rises above
the NM phase at 88.5 GPa. Finally, the C-AFM state
becomes metastable at 96.3 GPa so that the NM state is
the ground state at high pressures. In this NM region, we
were able to preserve the C-AFM phase up to the highest
studied pressure of 170 GPa and S-stripe up to 115 GPa
by increasing pressure adiabatically [54]. Notably, the C-
AFM state remains robust about 1.5meV above the NM
state while the magnetic moments weaken. At 170 GPa,
MC-AFM = 0.13µB, but we expect the C-AFM phase to
finally vanish at still higher pressures. The relative sta-
bility of the C-AFM configuration could be due to its
ferromagnetic interlayer coupling [Fig. 1 (c)], which al-
lows covalent bonding between the magnetic Cu orbitals
when the pressure moves the CuO2 planes closer to each
other.

FIG. 3. Orbital-decomposed YBCO7 electronic structures
and Fermi surfaces (spectral functions at the Fermi energy)
at kz = 0 for Cupl dx2−y2 , Cupl dz2 and Cuch dz2 for (a)
P = 0 G-AFM phase (M = 0.462µB), (b) 100GPa C-AFM
phase (M = 0.326µB) and (c) 100GPa NM phase. In the
AFM cases the Cupl PDOS has been plotted only for ions
with positive M and the energy bands and spectral functions
have been unfolded into the primitive NM cell. The three
highest bands of our four-band TB model are plotted for the
100GPa NM case.

Electronic structure under pressure. Figure 3 (a) shows
the YBCO7 electronic structure at ambient pressure for
the G-AFM state, which is typical of the cuprates—
dominated by planar Cu dx2−y2 . Also chain Cu dz2 bands
are present, but they only have negligible hybridization
with the Cupl dx2−y2 bands. The bilayer splitting leads
to two distinct dx2−y2 Fermi surface rings that partly
disappear due to unfolding into the primitive NM unit
cell [55, 56]. The dz2 states display Hund’s coupling with
the dx2−y2 bands [33], as seen from the spin polarization
in the partial density of states (PDOS), and have a slight
Fermi level contribution through hybridization with the
dx2−y2 and chain bands.

At 100GPa, the dz2 band rises to the Fermi level for
both the metastable C-AFM state [Fig 3 (b)] and the
NM ground state [Fig. 3 (c)]. This increases the Cupl dz2

hole content at 100GPa despite of decrease in the total
Cupl hole content, see SM Sec. S3.3 [42] for details. The
100 GPa C-AFM state has little hybridization between
the two d orbitals but significant dx2−y2–chain hybridiza-
tion. The dz2 bands are pinned to the Fermi level, pos-
sibly because they are pushed upwards by Hund’s cou-
pling but acquire holes at a slow rate. This flat band
dominates the states at the Fermi energy (kz = 0), but
due to slight three-dimensionality of the dz2 bands this
is less prominent for kz ̸= 0, see SM Sec. S2.3 [42] for de-
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tails. Once the magnetization is suppressed, in the NM
phase, dz2 and dx2−y2 hybridize strongly around the X
point (where the AFM bands overlap) and the dx2−y2–
chain hybridization is absent, contrary to the C-AFM
case. The NM phase spectral function at Fermi energy
has mainly dx2−y2 and chain contributions and the dz2

flat band is only weakly visible around M .
To explore the second dome physics under pressure, we

have adopted a minimal NM tight binding (TB) model
that accounts for bilayer splitting and dx2−y2—dz2 hy-
bridization [57]. The model is overlaid in frame (c) of
Fig. 3 for P = 100GPa and plotted for P = 0 in the SM
Fig. S10 [42]. The model is based on using symmetric
and anti-symmetric intra-orbital combinations, so that
the Hamiltonian becomes block-diagonal. The strong bi-
layer splitting between the dz2 orbitals shifts the anti-
symmetric dz2 band to much lower energies. This sep-
aration keeps the anti-symmetric dz2 and dx2−y2 bands
from hybridizing. However, the symmetric bands remain
close in energy, leading to the strong hybridization near
the X-point. Our symmetric bands are strikingly similar
to Maier et al.’s model at x = 0.85 [8], which is within
their second dome. The two TB models can be directly
mapped onto each other with the exception of a few next-
nearest neighbor terms, see SM Sec. S7 [42]. Based on
this intimate connection, NM YBCO7 at 100 GPa sits
within the underdoped side of the second dome predicted
by Ref. [8].

FIG. 4. Left axis: Experimental P -dependence of Tc in se-
lected samples; Y1: YBCO6.98 [58]. Y2: YBCO6+δ with δ
estimated to be between 0.85 and 1.00 [59]. B1: Slightly
overdoped n = 2 BSCCO [10]. B2 and B3: Optimally doped
n = 2 [3] and n = 3 [28] BSCCO. Right axis: The fractional
planar O hole content obtained from the Bader analysis as
x̃O

pl = 2x(Opl)/x([CuO2]pl).

Importance of Opl hole content: The long-sought
explanation for the pairing mechanism in the first
dome might have recently been verified to be superex-
change [60], as proposed just a few months after the dis-
covery of high-Tcs [61]. There is a correlation between the
maximal Tc and the planar O hole content [62], which can
be understood within the superexchange model [63]. In
this spirit, we plot in Fig. 4 the fraction of the YBCO7

oxygen holes within the CuO2 planes (x̃O
pl), as well as

the available experimental Tc data, which we supplement
with BSCCO data that extends to higher pressures. Be-
low 20 GPa, the pressure-induced doping leads to the sup-
pression of Tc in YBCO (Y1 and Y2) and n = 2 BSCCO
samples (B1 and B2), which is consistent with these sam-
ples either being close to optimal doping or sitting on
the overdoped side of the first SC dome. Pressure also
causes x̃O

pl to decrease, which is consistent both with the
superexchange model and Ref. [63], in that it shows a
correlation between Tc and x̃O

pl for the first dome. How-
ever, recent YBCO6.9 low-pressure Cu–O charge transfer
results [64] based on nuclear magnetic resonance mea-
surements [65] are somewhat different from our results,
see SM Sec. S3.2 [42] for a discussion of this point.

Based on our TB analysis, we expect YBCO7 to enter
the second dome regime around 100GPa. Even though
experimental Tc data for YBCO7 is limited, the B1 and
B3 BSCCO datasets display a pressure-induced revival
in SC above ∼ 30GPa. Also, x̃O

pl begins to increase with
pressure, with striking similarity to the B1 dataset. At
100 GPa, the x̃O

pl reaches the P = 0 AFM values, rais-
ing the possibility of a correlation between x̃O

pl and Tc in
the second dome. If so, how does this affect the pair-
ing mechanism? Here there are many more possibilities
than in the case of the first dome since both Cu dx2−y2

and dz2 are involved. Notably, Ref. [8] finds two pairing
channels: d-wave and s±-wave, with both channels domi-
nated by spin fluctuations of the dz2 electrons. Scenarios
for multi-orbital pairing have been discussed in Ref. [6].
In the orbital fluctuation model—another early proposal
for explaining high Tc—pairing between oxygen holes is
mediated by the d-orbitals [66–68], potentially explaining
the importance of x̃O

pl and the oxygen holes for the second
dome. Alternatively, the pressure-induced enhancement
in x̃O

pl and intraplanar covalency could revive the superex-
change mechanism for the second dome [63] or the dz2

flat band could induce pairing-effective s± spin fluctua-
tions [12], as discussed in the SM Sec. S5.2 [42]. Finally,
we note that the near degeneracy of the NM state with
the metastable high-pressure C-AFM state could lead to
enhanced pairing fluctuations.

Relationship with pseudogap collapse: Cuprates are
characterized by a mysterious pseudogap phase that in-
volves intertwined orders [69–73]. The abundance of
near-degenerate stripe phases found in ambient-pressure
YBCO7 have been proposed to be a signature of the pseu-
dogap phase [36]. Our results show that the multiplicity
of these phases persists to high pressures, where these
phases rise about 1.5meV above the NM state (which
is 54 meV above the ground state without pressure), in-
dicating termination of the pseudogap phase. This is
reminiscent of La2CuO4, where the NM phase is 150 meV
above the ground state at zero doping [33] while the mag-
netic phases have been pushed up to 60meV above the
NM phase at 30% doping [74]. We also observe a Van
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Hove singularity crossing the Fermi level near 126 GPa,
another signature of pseudogap collapse [75]. Note that
the pseudogap collapse with pressure appears to be
at a higher doping than that found in Ca-substituted
YBCO [76], which may be due to pressure pushing the dz2

band above the Fermi level while preserving the dx2−y2

band occupation, see SM Sec. S5.1 [42] for discussion.
Using the prototypical stoichiometric cuprate super-

conductor YBCO7, our study explores in-depth evolu-
tion of the electronic structure on a first principles basis
when this cuprate is doped continuously via pressure to a
higher Cu valency configuration with active dz2 orbitals.
Under high pressure (100 GPa), YBCO7 is shown to be-
come compatible with the second-dome SC model pro-
posed in Ref. [8]; the pressure could presumably be low-
ered below 100 GPa via chemical doping to allow access
to the second dome under experimentally more accessi-
ble pressures. Our analysis show that pressure leads to
significant intraplanar Cu–O hole transfer and indicates
that the planar oxygen-hole content correlates with Tc

for the second dome, as is the case for the first dome. All
studied magnetic phases are found to become unstable
around the pressure range of the proposed second dome
in YBCO7, which is a signature of pseudogap collapse,
hinting at a new connection between the second dome
and the pseudogap phase.
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