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Abstract. The investigation of adaptive dynamics, involving many degrees of

freedom on two separated timescales, one for fast changes of state variables and

another for the slow adaptation of parameters controlling the former’s dynamics is

crucial for understanding feedback mechanisms underlying evolutionary and learning

processes. We present an extension of the Martin–Siggia–Rose-De Dominicis–Janssen

(MSRDJ) path-integral approach to the study of nonequilibrium phase transitions in

such dynamical systems. As an illustration, we apply our framework to biological

adaptation under the genotype-phenotype feedback: phenotypic variations are shaped

by the fast stochastic gene-expression dynamics and are coupled to the slow evolution of

the distribution of genotypes, each encoded by a gene-regulatory network architecture.

We establish that under this coevolution, genotypes responsible for high fitness are

selected, leading to the emergence of phenotypic robustness within an intermediate

level of environmental noise in reciprocal genetic networks.

1. Introduction

In biological or neural systems parameters that control the dynamics of the state

variables, such as the set of couplings among the system degrees of freedom (dofs),

often change on a slower timescale compared to that of the dofs’ dynamics. Moreover,

such systems become adaptive if these parameters need to adjust to the long-time

state of the fast dofs. Adaptive multiple-timescale dynamical systems include cellular

adaptation [1–4], cell differentiation with epigenetic modifications [5–9], neural networks

with synaptic plasticity [10, 11] or adaptation and synaptic filtering [12, 13], retrieval

of sequences via interaction modulation [14], eco-evolutionary dynamics [15–17], as

well as extensive adaptive network models [18, 19]. This class of systems has been

analysed mostly in low-dimensional models using tools of dynamical systems [20], while

dynamical mean-field theory (DMFT) [21–25], a powerful tool to study a large variety of

systems with quenched disorder [26–51], does not consider adaptively slow changes in the

parameters at all. Previous works on a related class of systems with partially annealed

disorder and two temperatures, one for the fast dofs and another for the slow ones,
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often assume relaxational dynamics toward thermodynamic equilibrium [52–60]. High-

dimensional nonequilibrium adaptive systems have challenged these existing approaches

and been so far much less studied (but see [61] and reference therein for a few exceptions).

Living systems belong to this class of stochastic adaptive dynamics with two well-

separated timescales: phenotypes evolve under noise at cellular and molecular levels

[62–67], while genotypes – the rule of such developmental dynamics – change under

selection and mutation on a slower timescale, depending on the fitness advantage of the

resulting phenotypes. A central question in evolutionary biology is which features of

the genotype-phenotype maps give rise to phenotypic robustness against perturbations

induced by noise and that against mutation [68–74]. The answer to this question

together with the proof of a hypothesis about the existence of a correlation between

these two different types of robustness under sufficient noise, as suggested by extensive

numerical studies [74–79], nevertheless, remains elusive. A systematic approach is

hence required to address this question. Such an approach needs to bridge a strong

disconnection between the actual nonequilibrium underlying dynamics of development

and their approximate treatment based on (quasi)potential landscape picture [80,81].

In this paper, to account for the slow adaptation of the controlling parameters, we

develop a so-called adaptive DMFT (ADMFT), thus leveraging the original use of DMFT

in quenched disorder systems to adaptive ones. The key point of our approach which

is based on the Martin–Siggia–Rose-De Dominicis–Janssen (MSRDJ) formalism [22,23]

is to derive effective dynamics for both fast and slow variables in the thermodynamic

limit from the moment generating functional of their joint trajectories. We then apply

our framework to gene-regulatory networks with genotype-phenotype feedback. Here we

find three phases with regard to the phenotypic and genotypic states, among which of

biological relevance is a region called robust phase, where both genotype and phenotype

achieve high values. We show that in reciprocal networks this robust region exists at

intermediate noise strength by describing the transitions leading to the emergence of

robustness as the onset of instability of phenotypes with zero gene-expression levels.

2. Problem Formulation

We consider a system consisting of N units whose states are characterised by a vector x.

The dynamics of x take place on a continuous time t ∈ [0,∞). Let J denote the set of

parameters controlling the dynamics of x, such as the set of interaction couplings among

x’s components. Elements of J are assumed to be updated over discrete generations

τ = 0, 1, 2, · · · , Tmax. Let J(τ) denote a configuration of J at generation τ . Note that

without adaptation, i.e. if there is no dynamics defined over the space of J, one could

interpret τ as the index of a J(τ) configuration in the latter space. Here to stress that

the fast dynamics of x depends on which set J(τ) of parameters that is currently applied

to it, we denote x’s state by xk(t; τ) ≡ xk(t|J(τ)), k = 1, · · · , N , meaning that xk is

an explicit function of t only for any given τ . We focus on adaptive dynamics with

time-scale separation:
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• (i) the fast dynamics of x(t; τ) during which J(τ) is kept fixed are assumed to relax

toward a non-equilibrium steady state (NESS) with the corresponding distribution

P (x|J(τ)) as t→ ∞.

• (ii) once x reaches a NESS, all elements Jkj(τ) of J(τ) evolve synchronously to

Jkj(τ+1), each follows the direction set by a field hkj(τ). In our problem, the fields

hkj(τ) represent feedback from the steady-state distribution of x to the adaptation

dynamics of J(τ). Therefore, these feedback fields need to be functions of some

fitness Ψ(τ) – a scalar that contains the information about x and the derivatives

of Ψ(τ) with respect to genetic variables (Jkj in this case), i.e.,

hkj(τ) = hkj(Ψ(τ),∇JΨ(τ)) (1)

We shall consider fitness Ψ(τ) that depends only on the steady-state distribution

of all the units P (x|J(τ)):

Ψ(τ) = N−1

∫
dNxP (x|J(τ))

N∑
k=1

ϕk(xk) . (2)

where ϕk is some (non)linear function. The general framework that we develop in

the next section, however, does not depend on this particular choice of fitness.

To make the presentation clear, from now on we specify the elements of J(τ) as the

interactions among x’s components, e.g. Jkj(τ) is the influence of j on k. We assume

that positive and negative influences are the most basic forms of interactions among

the system units, so Jkj(τ) can take binary value: Jkj(τ) = 1 (Jkj(τ) = −1) if unit j

activates (inhibits) the activity of unit k. This can be ensured for the adaptation of J(τ)

in (ii) by adopting a discrete-time update with the sign function as shown below. When

taking the thermodynamic limit on fully-connected graphs, proper scaling of Jkj will be

considered (detailed information on scaling properties of these interactions is provided

in Appendix A). In summary, the unit-coupling dynamics of (i) and (ii) with hkj(τ) and

Ψ(τ) given in Eqs. (1) and (2), respective, are closed and obey:
(
∂

∂t
+ 1

)
xk(t; τ) = F

(∑
j

Jkj(τ)xj(t; τ)
)
+ ξk(t; τ)

Jkj(τ + 1) = sign
[
hkj(τ) + β−1ξ̃kj(τ)

] (3)

where Jkk(τ) = 0, ∀τ , F (·) is a nonlinear function and ξk(t; τ) is a mean-zero white noise

with ⟨ξk(t; τ)ξj(t′; τ ′)⟩ = σ2δkjδττ ′δ(t− t′). Due to the non-linearity of F (·) the process

x(t; τ) in Eq. (3) does not obey detailed balance (not even for symmetric J(τ) [31]). Here

a parameter β accounts for the strength of stochastic effects in the J’s dynamics induced

by a set of ‘threshold noises’ {ξ̃kj}. {ξ̃kj} are independent and identically distributed

random variables drawn from a distribution p(ξ̃) that fulfils p(ξ̃) = p(−ξ̃) [24]. Without

the feedback hkj(τ), Jkj(τ+1) is a mean-zero random variable due to the term β−1ξ̃kj(τ).

We shall implement the dynamics of Eq. (3) in a nested fashion. Specifically,

at generation τ , we integrate the first equation under the present interaction matrix

J(τ) until it reaches a steady-state solution x(∞; τ), and then we use this x(∞; τ) to
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compute the feedback fields hkj(τ) via Eqs. (1)–(2); once all the hkj(τ) are known, we

update J(τ) to J(τ + 1) according to the second equation of Eq. (3). This procedure

is again repeated at generation τ + 1. Underlying this implementation of Eq. (3) is our

assumption that the duration of one generation must be long enough for the subsystem

of fast variables to relax to its asymptotic attractor, which is a steady state defined by

the interaction matrix at that generation. This is indeed the main assumption of many

genetic algorithms [74–79] and has also been used recently in the evolutionary dynamics

of ecological communities [17].

3. Adaptive Dynamical Mean-Field Theory (ADMFT)

The averaged coupling µ̂(τ) is defined as

µ̂(τ) :=
1

N(N − 1)

∑
(i,j)

Jij(τ) . (4)

In Appendix A, we derive

µ̂(τ + 1) = tanh(βh(τ)) . (5)

Moreover, to quantify the variance and the symmetry level of the couplings, we introduce

parameters α̂ and ν, respectively. The latter can be defined, for any pair of i and j, as

the covariance between Jij and Jji‡:

ν :=
〈
[Jij − ⟨Jij⟩][Jji − ⟨Jji⟩]

〉
(6)

In general, ν ∈ [−1, 1]. In particular, the specific cases ν = {1, 0,−1} correspond to fully

symmetric, asymmetric and and antisymmetric interactions. To simplify the analytical

treatment we fix ν as a generation-independent constant, i.e. ν(τ) = ν(τ + 1) = ν,

∀ τ , by imposing an appropriate constraint on the relation between hij(τ) and hji(τ).

While for binary couplings α̂(τ) = 1− µ2(τ), in deriving the ADMFT we shall consider

the more general case in which Jij(τ) are not necessarily binary, but have continuous

values as detailed in Eq. (0.10). In this case, α̂(τ) is independent of µ̂(τ). Using the

path integral formalism [21–25], we can derive from a saddle-point approximation that

becomes exact as N → ∞, an effective process of a single unit x(t; τ) whose distribution

of trajectories is [see Appendix A for detailed derivation of Eqs. (7a)-(9)]

P({x}|{η}, {ξ}) =
Tmax−1∏
τ=0

∫
dt
〈
δ(∂tx+ x− F (κ)− ξ)

〉
∗

(7a)

κ(t; τ) = µ̂(τ)m(t; τ) + α̂ν

∫ t

0

dt′G(t, t′; τ)x(t′; τ) + η(t; τ) (7b)

where ⟨·⟩∗ denotes the average taken wrt this effective measure P({x}|{η}, {ξ}). The

averaged activity of this variable m(t; τ), its autocorrelation C(t, t′; τ), its response

‡ This average is taken wrt the distribution P̃ (J(τ)) over the ensemble of networks at generation τ .
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function G(t, t′; τ) and the effective noise η(t′; τ), all are self-consistently defined from:

m(t; τ) := ⟨x(t; τ)⟩∗ (8a)

C(t, t′; τ) := ⟨x(t; τ)x(t′; τ)⟩∗ (8b)

G(t, t′; τ) :=

〈
δx(t; τ)

δη(t′; τ)

〉
∗
, (8c)

⟨η(t; τ)η(t′; τ)⟩∗ := α̂ C(t, t′; τ) (8d)

When ν = 0, the term associated with the response function drops out, leading to

dynamics similar to that of asymmetric networks [50]. If α̂ = 0, then the system

becomes effectively equilibrium. Once coupling the effective process of Eq. (7a) to the

evolution of µ̂(τ), we arrive at the following unit-coupling system:{
µ̂(τ + 1) = tanh(βh(τ))

∂tx(t; τ) = −x(t; τ) + F (κ(t; τ)) + ξ(t; τ)
(9)

In the N → ∞ limit, the dynamics described by Eq. (9) yield exactly the same statistics

as those of the original dynamics in Eq. (3), in an analogous manner to what has

been rigorously proven for random neural networks [82]. Numerical solutions to the

second equation of Eq. (9) can be found using Monte Carlo methods [83–86]. Once

its asymptotic attractors x(∞; τ) has been found, we can update µ̂(τ) using the first

equation of Eq. (9), provided that a specific form of hkj(τ) in Eq. (1) as a function of

Ψ(τ) (and hence x(∞; τ)) is given. This set of closed dynamical equations in Eq. (9)

then can be iterated over many generations, in a nested manner, i.e. in the same way

as the aforementioned implementation of the full dynamics Eq. (3).

4. The evolution of genotype-phenotype relationship

4.1. Model description

We now provide an illustration of how the general framework of Eq. (9) applies to

the genotype-phenotype map – a fundamental component of evolutionary theories [73].

Specifically, we consider the model in [74] that represents the genotype by J and

the phenotype by x. In this model J is a gene regulatory network that has an all-

to-all topology, while x are the gene expression levels of N different genes on this

network. Motivated by the observation that the functionality of genetic networks is

often determined only by a fraction of genes, the model introduces the concept of target

genes (units). Their set is denoted by T and their number – by Nt. All other units are

called non-target, their set is denoted by O and their number – by No = N − Nt. A

fixed ratio of target to non-target is considered in the thermodynamic limit:

α = No/Nt = O(1) , N → ∞ (10)

The model assumes that non-target genes do not contribute to the absolute fitness Ψ(τ)
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and hence defines Ψ(τ) just as an average of xi, for i ∈ T §

Ψ(τ) = N−1
t

∫
dNtxP (xi∈T |J(τ))

(∑
i∈T

xi

)
, (11)

This definition of fitness reflects the fact that the overall expression of some target

(important) genes is a good proxy for the organism’s chance of survival and reproduction.

In the context of neural networks with learning, such as FORCE learning [87], the

readout neurons play the role of target units as their states determine the network

performance in terms of some loss functions. For eco-evolutionary systems, target

units represent the keystone (focal) species, i.e. those that have strong impacts on

the communities in which they reside [15]. The partition into the target and non-target

units results in 4 different types of interactions, namely, J
(tt)
ij for i ∈ T and j ∈ T ; J

(oo)
ij

for i ∈ O and j ∈ O; J
(to)
ij for i ∈ T and j ∈ O; J

(ot)
ij for i ∈ O and j ∈ T . A similar

division into two groups has been formulated for spin-systems, where, under certain

conditions, target spins are in an effective equilibrium, while non-target spins remain

non-equilibrium [88].

In [74] the gene expression dynamics on continuous time t are given by(
∂

∂t
+ 1

)
xk(t; τ) = tanh

(∑
j

Jkj(τ)xj(t; τ)
)
+ ξk(t; τ) , (12)

and, also in a nested manner as explained in the previous section, at each generation τ ,

the network adaptation follows a genetic algorithm that, (i) considers a population

of individuals with different networks (genotypes) and (ii) keeps only a fraction of

individuals carrying advanced genotypes J∗(τ) for the production of offsprings at

generation τ + 1. Here, according to Fisher’s fundamental theorem [89], J∗(τ) are

those that can give rise to a relative fitness Ψ∗(τ)/
√
q̂(τ) larger than the population

average ⟨Ψ(τ)⟩P̃ (J(τ)) [taken wrt the distribution P̃ (J(τ)) over the ensemble of genetic

networks at generation τ ], where Ψ∗(τ) is given in Eq. (11) and

q̂(τ) := lim
t→∞

1

N2
t

∫
dNtxPt(xk∈T |J(τ))

∑
k∈T

x2k(t; τ) (13a)

xk(τ) := lim
t→∞

∫
dNtxPt(xk∈T |J(τ))xk(t; τ) . (13b)

Following the definition of the absolute fitness in Eq. (11), we have the relation:

Ψ(τ) =
1

Nt

∑
k∈T

xk(τ) . (14)

Therefore, such a selection process by the relative fitness (instead of the absolute

one) can be ensured by multiplying xk(τ) by a factor 1/
√
q̂(τ), for k ∈ T , i.e.,

xk(τ) → xk(τ)/
√
q̂(τ). Taking into account the symmetry of the attractors of Eq.

(12) with respect to x → −x, instead of Ψ(τ), we shall use its square Ψ2(τ) from now

§ This corresponds to the choice of ϕ(xk) = xk(1 + α)1T (k), where 1T (k) is the indicator function:

1T (k) equals 1 if k ∈ T , and zero if k ∈ O.
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on. By excluding the terms with k = j from Ψ2(τ) as they are only subleading correction

of order O(N−1
t ), we arrive at

Ψ2(τ) =
1

N2
t

∑
k ̸=j∈T

xk(τ)xj(τ) (15)

4.2. Reformulation of the model in terms of Equation (3)

To apply our ADMFT framework we first need to specify how h(τ) depends on Ψ(τ)

in Eq. (1) (more precisely, on Ψ2(τ) in connection with the aforementioned attractor

symmetry). Due to the partition into target and non-target groups, the specific form

of Eq. (1) depends on which groups (T or O) that i and j belong to. Accordingly,

we denote the feedback fields that act on J
(tt)
ij , J

(oo)
ij , J

(to)
ij , J

(ot)
ij by h

(tt)
ij , h

(oo)
ij , h

(to)
ij and

h
(ot)
ij , respectively. Since in the model [74] target genes are those that directly contribute

to the fitness Ψ2(τ), we expect the feedback fields h
(tt)
ij (τ) can be cast into such forms

that, once taking the average over all the pairs (i, j) ∈ T , yields Ψ2(τ) in Eq. (15) (i.e.

Ψ2(τ) = N−2
t

∑
k ̸=j∈T h

(tt)
kj (τ)). This leads to

h
(tt)
kj (τ) := xk(τ)xj(τ) , (k, j) ∈ T . (16)

This particular form of h
(tt)
kj (τ) is definitely not the unique way to implement the

feedback of phenotype on genotype, but it captures the basic fact that to achieve a

given fitness value, these fields need to depend on phenotypic covariances. This form

is also known as the Hebbian learning rule [90], making the genotype-phenotype map

in [74] closely related to a Hopfield model with evolving patterns [91]. For large β in

Eq. (3), this learning rule results in symmetric interactions among target genes, i.e.

J
(tt)
kj (τ) = J

(tt)
jk (τ), ∀ τ . Taking into account the use of relative fitness in [74] [that

corresponds to xk(τ) → xk(τ)/
√
q̂(τ), as mentioned above], we deduce from Eq. (16):

h
(tt)
kj (τ) :=

xk(τ)xj(τ)

q̂(τ)
, (k, j) ∈ T . (17)

Similarly, we can derive the following expression for h
(to)
kℓ (τ) and h

(ot)
ℓk (τ) from the

gradient of the fitness, see Appendix C for the details:

h
(to)
kℓ (τ) =

(
1− x2k(τ)

q̂(τ)

)
Ψ(τ)

q̂(τ)

(
N−1
t

∑
j∈T

J
(to)
kℓ (τ)J

(ot)
ℓj (τ)xj(τ)

)
. (18)

In summary, we reformulated the model [74] whose fitness is defined as in Eq. (14)

in terms of Eq. (3) with F (·) = tanh(·); and h
(tt)
kj (τ) and h

(to)
kℓ (τ) given in Eqs. (17)

and (18), respectively. In the N → ∞ limit, this closed system admits an ADMFT

description in terms of Eq. (9). In the following subsection, we will present result

concerning the fitness in Eq. (14), for which the maximal Ψ2
max = 1 can be achieved

if either xk = 1 or xk = −1, ∀ k ∈ T . The generalisation to those cases, where other

patterns of gene expression levels are the optimal configurations that maximise other

fitness functions shall be discussed in Appendix E.
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4.3. Fixed-point solutions for fully symmetric intergroup couplings ν = 1

For any pair of k ∈ T and j ∈ O, the symmetry of intergroup couplings between the

target and non-target group is controlled by the reciprocity parameter ν defined as:

ν :=
〈
[J

(to)
kj − ⟨J (to)

kj ⟩][J (ot)
jk − ⟨J (ot)

jk ⟩]
〉

(19)

In this section we only consider the case of ν = 1, i.e. J
(to)
kj = J

(ot)
jk . We distinguish the

averaged intragroup and intergroup couplings by introducing

µ̂(τ) :=
1

N(N − 1)

∑
(i,j)∈T

J
(tt)
(ij)(τ) (20a)

λ̂(τ) :=
1

NtNo

∑
i∈T ,j∈O

J
(to)
ij (τ) (20b)

In Appendix A, we shall derive that for the model [74] the variance α̂ of J
(tt)
ij equals

to α, i.e. α̂ = α. Assuming that at generation τ the target unit x’s dynamics reach a

stationary state with time-translational symmetry, then ∀s > 0, we have

lim
t′→∞

C(t = t′ + s, t′, τ) = C(s, τ) (21a)

lim
t′→∞

G(t = t′ + s, t′, τ) = G(s, τ) (21b)

lim
t→∞

G(t, t′, τ) = 0 ,∀ (t′, τ) (21c)

As well-known from previous studies on static fully-connected networks [38], a large

value of α would drive the system towards chaotic attractor, thus breaking this

assumption that the fast-time dynamics converge to a well-defined stationary state.

We will elaborate on the restriction of α ≤ 0.5 for a fully-connected system to reach a

stable fixed-point solutions in Appendix D. We define the integrated response χ̂ (that

should remain finite for fixed-point solutions) as follows

χ̂(τ) =

∫ ∞

0

dsG(s, τ) (22)

When x(t; τ) fluctuates around a t-independent average at a given generation τ , the

steady-state autocorrelation C(s, τ) reaches a positive (possibly) plateau value as

s → ∞: q̂(τ) := lims→∞C(s, τ). After taking this limit, we take the limit τ → ∞
to identify fixed points of the unit-coupling system Eq. (9) that are denoted by

µ = lim
τ→∞

µ̂(τ) , x∗ = lim
τ,t→∞

x(t, τ) , χ = lim
τ→∞

χ̂(τ) , q = lim
τ→∞

q̂(τ) (23)

and, similarly, in this limit

λ = lim
τ→∞

λ̂(τ) . (24)

Fixed points of Eq. (9) then satisfy:

x∗ = tanh (µ⟨x∗⟩η,ξ + αχx∗ + η) + ξ (25)

This equation, for given distributions of η and ξ, defines the distribution of x∗. As

x reaches a stationary state, so does η: limt,τ→∞ η(t; τ) = η0 = J0
√
qz̃, where η0 is a
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Gaussian random number with mean zero and variance J2
0 q, J0 =

√
α and z̃ ∼ N (0, 1),

the standard normal distribution. Likewise, at stationary, the effect of the white noise

ξ is equivalent to adding a static random number ξ0 = σz to the dynamics specified by

the first two terms of the last line in Eq. (9), for z ∼ N (0, 1). Taking these facts into

account, we can rewrite Eq. (25) as

x∗(z̃, z) = tanh (µm∞ + αχx∗ + J0
√
qz̃) + σz . (26)

where m∞ = ⟨x∗⟩z,z̃. In general, Eq. (26) can have multiple solutions [86]. We, however,

assume that x∗(z̃, z) does not depend on initial conditions, i.e. it is unique for any given

realisation of z and z̃. This allows us to obtain the stationary state of the genotype-

phenotype system as a solution to the following set of self-consistency equations for the

averages taken over the ensemble of fixed points:

µ = tanh(βm2
∞/q)

m∞ =
∫∞
−∞Dz

∫∞
−∞Dz̃ x∗(z̃, z)

q =

∫ ∞

−∞
Dz

∫ ∞

−∞
Dz̃(x∗(z̃, z))

2

χ =

∫ ∞

−∞
Dz

∫ ∞

−∞
Dz̃

1− f 2
0

1− αχ(1− f 2
0 )

(27)

where f0 := tanh
(
µm∞ + αχx∗ + J0

√
qz̃
)
and Dz := dze−z

2/2/
√
2π is the Gaussian

measure; m∞ is the average of x∗; q is the average of x
2
∗ ; χ is the integrated response of

x∗; µ is the steady-state mean value of J (tt). Solutions are obtained as stable attractors

of iterative dynamics started from an initial condition with sufficiently large m∞, q, χ,

µ. Finally, the steady-state average λ of J (to) can be computed from [see Appendix C

for detailed derivation]:

λ = tanh(βλ2m2
∞/q(1−m2

∞/q)) (28)

Note λ = 0 is always a solution of this equation. We are particularly interested in the

transition between this fixed-point solution and the non-trivial solutions that can only

emerge if m∞ ̸= 0. Therefore, it is important to know when the system relaxes to a

steady state with non-zero activity, m∞ ̸= 0. To this end, we need to analyse the local

stability of x = 0 (i.e. xi = 0, ∀ i ∈ T ) that can be quantified using the largest eigenvalue

Λ1 of the Jacobian matrix at x = 0 (i.e. by analysing the linearised subsystem of target

units). We obtain Λ1 from µ and λ (see Appendix B for the derivation):

Λ1 =
λ4 + µ2

µ
− 2 (29)

This equation shows that Λ1 depends on the steady-state behavior of the genotypic

values: Λ1 = −2 if µ = λ = 0, Λ1 = −1 if λ = 0 but µ = 1 and Λ1 = 0 if µ = λ = 1.

Therefore, apart from being a measure of stability, Λ1 is also a good indicator of the

genotype’s states. In showing results, to separate the effect of external noise on the

system behaviour from that of the self-sustained fluctuations, instead of q, we chose to

plot the so-called intrinsic variance q0, defined as

q0 = q − σ2 . (30)
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Table 1. The model steady-state phases and their features

Phases m∞ λ µ

robust m∞ > 0 λ > 0 µ > 0

non-robust, m∞ > 0 λ = 0 µ > 0

para-attractor m∞ = 0 λ = 0 µ = 0

We now present results for α = 0.5, similar behaviour is observed for other α > 0.07

(see Fig. 2 (B) below, where α = 0.07 is the minimal value of α for which solution

with non-zero λ can be found). The particular value of α = 0.5 is chosen for the sake of

presentation only as in this case one can find a robust region over the largest window of

noise. The steady-state behaviors and, in particular, the emergence of robustness can

be quantified by the dependence of Λ1 computed from Eq. (29) on TJ = 1/β and σ.

In figure 1 (A) we find three distinct regions corresponding to different values of Λ1,

namely, Λ1 = −2, Λ1 ≃ −1 and Λ1 close to zero. This is because of a non-monotonic

behaviour of λ as a function of σ at high enough selection pressure. Specifically, upon

increasing σ, λ first increases from zero to a plateau value close to 1 and then drops

to zero again as observed in figure 1 (B) for β = 10. This figure demonstrates three

possible solutions of Eqs. (27)-(28): the first solution is λ = 0 and m∞, µ > 0, the

second corresponds to m∞, λ, µ > 0 and the last – to m∞ = λ = µ = 0. We call them

non-robust, robust and para-attractor, respectively. Their characteristics are given in

Table 1. Note that due to a positive feedback between µ and m∞ that is imposed by

the first of Eq. (27), m∞ and µ always behave similarly.

Figures 1 (C)–(F) show detailed behaviours of the order parameters as functions of

TJ = 1/β and σ. While bothm∞ and µ only undergo an ordered/disordered transition as

σ is increased at fixed TJ = β−1, below some T
(λ)
J , the robust phase with λ = 1 emerges

within an intermediate range σ ∈ [σ
(1)
c (TJ), σ

(2)
c (TJ)]. Importantly, σ

(1)
c (TJ) > 0. If

noise is increased beyond σ
(2)
c (TJ), a transition from the robust to para-attractor phase

occurs due to the dominant effect of noise. In the para-attractor region, both phenotypic

and genotypic values become zero, indicating the unique state is neither robust nor

functional. These results are in agreement with the model [74] where a loss of the

robustness to noise that evolved at intermediate noise is observed with decreasing noise.

Next, we plot the phase diagrams in terms of α and σ in Figure 2. Here again,

three phases are observed. At a given noise level σ, the system reaches a state with

non-zero fitness m∞ > 0 as α > αc(σ). Note that αc(σ) grows with σ, indicating the

necessity of having a sufficient fraction of non-target genes to achieve high-fitness values

at large noise. This enhancement of robustness with the help of non-target genes is also

observed in the behavior of the genotypic variable λ, where the robust region with λ > 0

broadens with increasing α. Note that due to our choice of fully-connected networks,

the fixed-point assumption only holds for α ≤ 0.5, as can be shown via a local stability
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Figure 1. (A) The largest eigenvalue Λ1 as function of σ and TJ = β−1. Here Λ1 is

computed by Eq. (0.56) of the linearised subsystem of target genes at x = 0. Three

distinct values of Λ1 indicate three different phases that we call robust, non-robust,

and para-attractor. (B) Order parameters as function of σ for β = 10. In the non-

robust phase m∞, µ > 0 but λ = 0, while in the robust phase m∞, λ, µ > 0. In the

para-attractor phase (PA) m∞ = λ = µ = 0. (C) Averaged activity of target genes

m. (D) The average of target vs non-target coupling λ. (E) The average of target vs

target coupling µ. (F) The intrinsic variance in the target gene’s activity q0. In all

panels α = 0.5 and ν = 1.

analysis given in Appendix D. We expect that in realistic genetic networks that are

sparse, such a restriction might not be necessary. Therefore, one can consider α > 0.5

and even α ≫ 1 in that case. Finally, quantifying the system behaviour in terms of Λ1

in Figure 2 E, we can see the existence of robustness phase corresponding to the values

of Λ1 very close to zero.

5. Discussion

In this paper, we constructed the ADMFT framework that is applicable to a wide range

of adaptive systems, in which slow adaptation of one type of degrees of freedom occurs in

response to fast changes in the state of the other. We demonstrated our approach within

the context of genotype-phenotype evolution, where we found a transition from robust-

to nonrobust phase with decreasing noise in networks of fully-symmetric intergroup

couplings. This happens due to a trade-off between phenotype and genotype that

leads to a strong non-monotonic behavior of the genotypic value λ. A comprehensive

picture of the model behavior in the full range of ν ∈ [−1, 1] with possible limit-cycle

and chaotic behaviours will be addressed in future work. At the moment, we can

speculate that as the intergroup interactions become more non-reciprocal, such non-

monotonicity is reduced, resulting in a robust phase at low noise. In this case, however,
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Figure 2. Order parameters as function of α = No/Nt and σ at ν = 1 and β = 10.

(A) Averaged activity of target genes m∞. (B) The average of target vs non-target

coupling λ. (C) The intrinsic variance in the activity of target genes q0. (D) The

average of target vs target coupling µ. (E) Λ1 as function of α = No/Nt and σ. The

value of Λ1 is used to distinguish the robust, non-robust, and para-attractor phases.

the system achieves a lower averaged activity than what is obtained for reciprocal

intergroup interactions. In the fully symmetric case, we also found the emergence of

an outlier eigenvalue from the genotype-phenotype feedback. Such eigenmode controls

the long-time behavior of the gene-expression dynamics, which is consistent with the

dimensional reduction of phenotypic dynamics resulting from genetic algorithms [92–94].

For a given environment, our work suggests the loss of robustness at low noise and

confirms the beneficial role of noise in the evolution of robustness as previously discussed

in numerical studies [74]. In particular, in the robust phase where m∞ > 0, a

proportionality between the response to environmental stochasticity and the response

to mutation Gµ(τ, τ
′) ≡ ∂⟨x(τ)⟩/∂µ̂(τ ′) can be expected to arise as a consequence of the

Hebbian-learning in Eq. (17). Such a proportionality shall imply a correlation between

phenotypic changes due to genetic variation and those in response to environmental

perturbations, as suggested by [68,74,76,95–101]. It would be interesting to extend our

approach to a fluctuating environment where a nonlinear dependence of the fitness on the

expression patterns due to a trade-off between the cost and benefit is expected [102].

In comparison to other recent extensions of DMFT for neural dynamics that focus

on local learning rules, such as activity-dependent plasticity [103] and pattern-based

learning [104], our approach derives the adaptation rules for the coupling matrix J

from a global fitness function. Nevertheless, persistent fluctuations are observed in the

robust phase of the presented GRN model are similar to chaos with retrieval in [104].

In this regard, the ADMFT suggests the relevance of noise to shape robust memory by

maintaining a finite overlap with the stored patterns.
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Appendices

A. Derivation of the effective dynamics in Equation (9)

We use an integral representation of the probability P (ξ) of the mean zero white noise

ξ(t):

P (ξ) ∼ exp

[
−1

2

∫
dtdt′ξ(t)[Cξ(t, t

′)]−1ξ(t′)

]
, Cξ(t, t

′) = ⟨ξ(t)ξ(t′)⟩ = σ2δ(t− t′)

to rewrite any SDE of the form ∂tx = F(t) + ξ(t) as [i is the imaginary unit i2 = −1]

1 =

∫
DxDx̂ exp

[
−1

2

∫
dtdt′ x̂(t)Cξ(t, t

′)x̂(t′) + i

∫
dt x̂(t)[∂tx−F(t)]

]
(.1)

Let ⟨·⟩ denote the average taken wrt the measure P({x}0,Tmax) – the distribution over

an ensemble of trajectories of x(t; τ) for t ∈ [0,∞) over Tmax generations:

P({x}0,Tmax) := P
[
{x([0, tf ], τ = 0)}, {x([0, tf ], τ = 1)}, · · · , {x([0, tf ], τ = Tmax)}

]
tf→∞

.

Since at each generation τ ∈ {0, 1, · · · , Tmax}, x(t; τ) obey the first of Eq. (3), we can

represent P({x}0,Tmax) by rewriting the dynamics of x in the presence of an external

field θ(t; τ) with the help of Eq. (.1) as an identity:

1 =

∫
D[xx̂f f̂ ] exp

{
i
Tmax∑
τ=0

N∑
k=1

∫
dt
[
S
(0)
k − Ik

]}
(0.2a)

S
(0)
k [x, x̂, f, f̂ ] = x̂k

[
(∂t + 1)xk − F (fk)

]
+ f̂k[fk − θk] + iσ2x̂2k/2 (0.2b)

Ik[x, f̂ ] =
N∑
j=1

Jkj(τ)f̂k(t; τ)xj(t; τ) (0.2c)

whereD[xx̂f f̂ ] :=
∏tf/∆t

n=0

∏N
k=1

∏Tmax

τ=0 Dxk(n∆t, τ)Dx̂k(n∆t, τ)Dfk(n∆t, τ)Df̂k(n∆t, τ),

for ∆t → 0, denotes the functional measure over all possible paths. The moment gen-

erating functional of P({x}0,Tmax) with {ψ(t; τ)} for τ = 0, · · · , Tmax is:

Z[ψ] =

〈
exp

{
i
Tmax∑
τ=0

N∑
k=1

∫
dt ψk(t; τ)xk(t; τ)

}〉
(0.3)

When the distribution of noise is p(ξ̃) = [1 − tanh2(ξ̃)]/2, we can rewrite the second

dynamics in Eq. (3) as a master equation for the distribution P̃ (J(τ)) of configurations

J(τ) [24]:

P̃ (J(τ + 1)) =
∑
{J(τ)}

P̃ (J(τ))
∏
k ̸=j

eβhkj(τ)Jkj(τ + 1)

2cosh[βhkj(τ)]
(0.4)
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This means the actual choice of value of Jkj(τ + 1) is probabilistic and drawn from a

distribution over two possibilities, namely, Jkj(τ + 1) = 1 and Jkj(τ + 1) = −1, with

probability ∝ exp {βhkj(τ)Jkj(τ + 1)}. Without loss of generality, we take P̃ (J(0)) as

a uniform distribution. In order to separate the feedback fields at any generation, let

us introduce h̃kj(τ) as the value that hkj(τ) admits at the τ -th generation. This can be

done by inserting the following identity to Eq. (0.4):

1 =

∫
D[hĥ] exp

{
i
Tmax−1∑
τ=0

∑
k,j

ĥkj(τ)[hkj(τ)− h̃kj(τ)]
}

(0.5)

For example, in the case of the genotype-phenotype model in Section 4, h̃kj(τ) is given

by Equation (16) if (k, j) ∈ T and Equation (18) if k ∈ T and j ∈ O. As seen from

that example, in general, h̃kj(τ) depends on the joint distribution of the fields x and J.

Let E[·] denote the ensemble average wrt the joint distribution of trajectories in the

combined space of x and J. This measure can be obtained by inverse Fourier transform

of the moment-generating functional Z[ψ,Ψ], obtained by plugging Eqs. (0.2a)-(0.5),

altogether into Eq. (0.3):

Z[ψ,Ψ] =

∫
D[xx̂f f̂hĥ]

∑
{J(0)}

· · ·
∑

{J(Tmax)}

eL (0.6a)

L = i
Tmax∑
τ=0

N∑
k=1

∫
dt
[
S
(ψ)
k − Ik

]
+
∑
k ̸=j

[Ikj + Jkj(0)Ψkj(0)] (0.6b)

where

S
(ψ)
k = S

(0)
k + ψk(t; τ)xk(t; τ)

Lkj(τ) = iĥkj(τ)[hkj(τ)− h̃kj(τ)]− ln (2cosh [βhkj(τ)])

Ikj =
Tmax−1∑
τ=0

{
Lkj(τ) + Jkj(τ + 1)[Ψkj(τ + 1) + βhkj(τ)]

}
Denoting the J-independent and J-dependent part of L by L0 and LJ :=

∑
k ̸=j L

(J)
kj ,

respectively, the exponential in Z[ψ,Ψ] can be written as:

L = L0 + LJ (0.7a)

L0 = i

Tmax∑
τ=0

∑
k

∫
dtS

(ψ)
k (t; τ) +

Tmax−1∑
τ=0

∑
k ̸=j

Lkj(τ) (0.7b)

L(J)
kj = + Jkj(0)

[
Ψkj(0)− i

∫
dtf̂k(t, 0)xj(t, 0)

]
+

Tmax∑
τ=1

Jkj(τ)
{
Ψkj(τ) + βhkj(τ − 1)− i

∫
dtf̂k(t; τ)xj(t, τ)

}
(0.7c)

In the following we shall present a derivation for ADMFT in the general setting of N

fully-connected units with 2 groups of units: target (i ∈ T ) and non-target (i ∈ O).

From now on by x we mean only xi, for i ∈ T . To avoid confusion, the state vector of
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all non-target units xi, for i ∈ O, is denoted by y. The partition into the target and

non-target units results in 4 different types of interactions, namely, J
(tt)
ij for i ∈ T and

j ∈ T ; J
(oo)
ij for i ∈ O and j ∈ O; J

(to)
ij for i ∈ T and j ∈ O; J

(ot)
ij for i ∈ O and j ∈ T .

We have

∂

∂t
xk = −xk + F

( Nt∑
j=1,j ̸=k

J
(tt)
kj (τ)xj +

No∑
ℓ=1

J
(to)
kℓ (τ)yℓ

)
+ ξk . (0.8)

The presence of a non-target unit ℓ ∈ O with its dynamics

∂

∂t
yk = −yk + F

( No∑
j=1,j ̸=k

J
(oo)
kj (τ)yj +

Nt∑
ℓ=1

J
(ot)
kℓ (τ)xℓ

)
+ ξk , (0.9)

modifies the dynamic of those target units k ∈ T connected to it. Therefore, to derive

a closed set of dynamical equations for the subset of target variables exclusively, we

consider the following ansatz for the effective interaction between any pair of target

variables k ∈ T and j ∈ T :

J
(e)
kj (τ) = J

(tt)
kj (τ) + ∆Jkj(τ) (0.10)

where, apart from their direct interaction J
(tt)
kj (τ) (J

(tt)
kj (τ) ∈ {−1, 1}), ∆Jkj(τ) is the

part of the effective coupling that is induced by all their common non-target neighbors

ℓ ∈ O via J
(to)
kℓ (τ) and J

(ot)
ℓj (τ). As we consider fully-connected networks, if Nt → ∞, the

couplings J
(e)
kj should be rescaled by 1/

√
Nt to ensure a sensible thermodynamic limit.

However, due to a low-rank structure that can emerge from the adaptation dynamics of

J
(tt)
kj , a proper scaling of J

(e)
kj is J

(e)
ij → J

(e)
ij /Nt. To determine ∆Jkj(τ) in Eq. (0.10), we

assume that the steady state solutions of the following approximate dynamics for the

subset of target units:

∂

∂t
xk(t; τ) = −xk(t; τ) + F

( Nt∑
j=1,j ̸=k

J
(e)
kj (τ)xj(t; τ)

)
+ ξk(t; τ) (0.11)

is the same as those of the original dynamics Eq. (0.8). As at generation τ , both x and

y reach their corresponding attractors defined component-wise from Eqs. (0.8)-(0.9) as

xk(τ) := lim
t→∞

xk(t; τ) = F
(∑
j∈T

J
(tt)
kj (τ)xj(τ) +

∑
ℓ∈O

J
(to)
kℓ (τ)yℓ(τ)

)
(0.12)

yℓ(τ) = F
(
ζ
(o)
ℓ + ζ

(t)
ℓ

)
, ζ

(o)
ℓ ≡

∑
ℓ′∈O

J
(oo)
ℓℓ′ (τ)yℓ′(τ) , ζ

(t)
ℓ ≡

∑
j∈T

J
(ot)
ℓj (τ)xj(τ)

where ζ
(o)
ℓ and ζ

(t)
ℓ are the contributions of ℓ′ ∈ O and j ∈ T , respectively, to yℓ(τ). If

there is no feedback of phenotype on the couplings among the non-target units, then

h
(oo)
ℓℓ′ (τ) = 0, ∀τ , and as a result, J

(oo)
ℓℓ′ remains random over generations. Therefore,

we have ζ
(o)
ℓ ≪ ζ

(t)
ℓ ≪ 1, and yℓ(τ) ≃ ζ

(t)
ℓ . Substituting this yℓ(τ) into Eq. (0.12), we

get the condition for the asymptotic attractor of Eq. (0.11) equals to that of Eq. (0.8)

xk(τ) ≃ F (
∑

j∈T [J
(tt)
kj (τ) + ∆Jkj(τ)]xj(τ)), if and only if

∆Jkj(τ) =
∑
ℓ∈O

J
(to)
kℓ (τ)J

(ot)
ℓj (τ) . (0.13)
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From now on, we shall compute Z[ψ,Ψ], for the above dynamics of Eq. (0.11).

This means that we need to insert Jkj(τ) = J
(e)
kj (τ) (with ∆Jkj from Eq. (0.13)) into

the expression of Ik[x, f̂ ] in Equation (0.2c). We define the order parameters:

wkj(τ) =
1

Nt

∫
dtf̂k(t; τ)xj(t; τ) (0.14a)

m(t; τ) =
1

Nt

∑
j∈T

xj(t; τ) (0.14b)

g(t; τ) =
1

Nt

∑
k∈T

f̂k(t; τ) (0.14c)

q(t, t′, τ) =
1

Nt

∑
k∈T

xk(t; τ)xk(t
′, τ) (0.14d)

Q(t, t′, τ) =
1

Nt

∑
k∈T

f̂k(t; τ)f̂k(t
′, τ) (0.14e)

K(t, t′, τ) =
1

Nt

∑
k∈T

xk(t; τ)f̂k(t
′, τ) , (0.14f)

Let [a]t,τ denote a(t; τ). We remark that
∑

k ̸=j wkj(τ) = Nt

∫
dtm(t; τ)g(t; τ). Thus,

1 =

∫
D[mm̂gĝµ̂w] exp

i
∫
dt

[
µ̂
( ∑
k ̸=j∈T

wkj −mgNt

)]
t,τ


× exp

i
∫
dt

[
m̂
(
mNt −

∑
j∈T

xj

)
+ ĝ
(
gNt −

∑
k∈T

f̂k

)]
t,τ

 .

Using this identity to perform the sum over {J(τ)} in Eq. (0.6a), we can write the

moment generating functional Z[ψ,Ψ] as follows:

Z[ψ,Ψ] =

∫
D[xx̂f f̂hĥ] exp

{
L̂0 +

Tmax−1∑
τ=0

[B(τ) +D(τ)]
}

(0.15)

L̂0 ≡ L0 +
∑
k ̸=j∈T

ln 2 cosh(Ψkj(0)− iwkj(0)) (0.16)

where B(τ) and D(τ) shall be obtained by summing over the respective parts J
(tt)
kj (τ)

and ∆Jkj(τ) of J
(e)
kj given in Equation (0.10). The sum over

{
J
(tt)
kj (τ)

}
is straightforward

to be carried out and yields

B(τ) = ln

{∫
D[µ̂wmg]

∏
k ̸=j∈T

2cosh

(
Ψkj(τ + 1) + βh

(tt)
kj (τ)− iwkj(τ + 1)

Nt

)}

+ ln

{
exp

(
iµ̂(τ + 1)

∫
dt
[
g
(
mNt −

∑
k∈T

xk

)
+m

(
gNt −

∑
k∈T

f̂k

)]
t,τ+1

)}
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To compute the sum over
{
∆Jkj(τ)

}
, for ∆Jkj(τ) =

∑
l∈O J

(to)
kl (τ)J

(ot)
lj (τ) we introduce:

exp

( ∑
k ̸=j∈T

Ĩkj

)
:= exp

{
− i

Nt

∑
k ̸=j∈T

∑
l̸∈T

∫
dt
[
f̂kxjJ

(to)
kl (τ)J

(ot)
lj (τ)

]
t,τ

}

= exp

−i
∑
l̸∈T

∫
dt

[∑
k∈T

J
(to)
kl (τ)√
Nt

f̂k

]
t,τ

[∑
j∈T

J
(ot)
lj (τ)
√
Nt

xj

]
t,τ


=

∫ ∏
l̸∈T

DylDzle
−i

∫
dt zl(t,τ)yl(t,τ)

×
∫
dt

[
δ
(
zl −

∑
k∈T

J
(to)
kl f̂k√
Nt

)
δ
(
yl −

∑
j∈T

J
(ot)
lj xj√
Nt

)]
t,τ

The delta functions in this expression can be represented using the conjugate fields ŷl
and ẑl as follows∫
D[yŷzẑ] exp

{
i
∑
l̸∈T

∫
dt[N

1/2
t (zlẑl + ylŷl)− zlyl]t,τ − i

∑
k∈T ,l̸∈T

∫
dt [J

(to)
kl f̂kẑl + J

(ot)
lk xkŷl]t,τ

}

Substituting ŷl = zl/
√
Nt and ẑl = yl/

√
Nt that are obtained by varying the exponent

wrt yl(t; τ) and zl(t; τ), respectively and denoting

Xkl(τ) ≡ N
−1/2
t

{
J
(to)
kl (τ)[Ψkl(τ) + βh

(to)
kl (τ − 1)] + J

(ot)
lk (τ)[Ψlk(τ) + βh

(ot)
lk (τ − 1)]

}
,

we have

D(τ) = ln


∑

{J(to)
kl (τ),J

(ot)
lk (τ)}

exp
( ∑
k∈T ,l̸∈T

Xkl(τ) +
∑
k ̸=j∈T

Ĩkj

) (0.17a)

= ln

{∫
D[yzqq̂QQ̂KK̂] eNt[iΦ + Ω] exp

(∑
l̸∈T

∫
dt zl(t; τ)yl(t; τ)

)}
(0.17b)

where we introduced

Φ = − 1

Nt

∑
k∈T

∫
dtdt′ q̂(t, t′, τ)xk(t, τ)xk(t

′, τ)

− 1

Nt

∑
k∈T

∫
dtdt′

[
Q̂(t, t′, τ)f̂k(t, τ)f̂k(t

′, τ) + K̂(t, t′, τ)f̂k(t
′, τ)xk(t, τ)

]
+

∫
dtdt′

{
q(t, t′, τ)

[
q̂(t, t′, τ) +

i

2Nt

∑
l̸∈T

zl(t; τ)zl(t
′, τ)

]}

+

∫
dtdt′

{
Q(t, t′, τ)

[
Q̂(t, t′, τ) +

i

2Nt

∑
l̸∈T

yl(t; τ)yl(t
′, τ)

]}

+

∫
dtdt′

{
K(t, t′, τ)

[
K̂(t, t′, τ) + ν

i

Nt

∑
l̸∈T

zl(t; τ)yl(t
′, τ)

]}
(0.18)
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Ω =
1

2N2
t

∑
k∈T ,l̸∈T

(
Ψkl(τ + 1) + βh

(to)
kl (τ) + Ψlk(τ + 1) + βh

(ot)
lk (τ)

)2
− i

N2
t

∑
k∈T ,l̸∈T

[
Ψkl + βh

(to)
kl +Ψlk + βh

(ot)
lk

] ∫
dt[ylf̂k + zlxk]t,τ (0.19)

We can now have write Z[ψ,Ψ] in Eq. (0.15) in terms of an action S

Z[ψ,Ψ] =

∫
D[xx̂f f̂hĥµ̂wmgyzqq̂QQ̂KK̂]eS[x,x̂,f,f̂ ,h,ĥ,µ̂,w,m,g,y,z,q,q̂,Q,Q̂,K,K̂]

where

S = W0 +
∑
k ̸=j∈T

Wkj +
∑

k∈T ,l̸∈T

W̃kl+ i
∑
k∈T

(∫
dtS

(ψ)
k (t; τ)−Mk(τ)

)
(0.20)

W0 =

∫
dtdt′

{
q(t, t′, τ)

[
q̂(t, t′, τ) +

i

2Nt

∑
l̸∈T

zl(t; τ)zl(t
′, τ)

]}

+

∫
dtdt′

{
Q(t, t′, τ)

[
Q̂(t, t′, τ) +

i

2Nt

∑
l̸∈T

yl(t; τ)yl(t
′, τ)

]}

+

∫
dtdt′

{
K(t, t′, τ)

[
K̂(t, t′, τ) + ν

i

Nt

∑
l̸∈T

zl(t; τ)yl(t
′, τ)

]}

+ iNt

∫
dt µ̂(τ)m(t; τ)g(t; τ) (0.21)

Mk = µ̂(τ)

∫
dt[g(t, τ)xk(t; τ) +m(t; τ)f̂k(t; τ)]

+

∫
dtdt′[q̂(t, t′, τ)xk(t; τ)xk(t

′, τ)]

+

∫
dtdt′

[
Q̂(t, t′, τ)f̂k(t; τ)f̂k(t

′, τ) + K̂(t, t′, τ)f̂k(t
′, τ)xk(t; τ)

]
(0.22)

Wkj = iĥ
(tt)
kj (h

(tt)
kj − h̃kj)− ln

[
2cosh (βh

(tt)
kj (τ)/Nt)

]
+ ln

[
2cosh

(
Ψkj(τ + 1) + βh

(tt)
kj (τ)− iwkj(τ)

Nt

)]
(0.23)

W̃kl =
(Ψkl + βh

(to)
kl +Ψlk + βh

(ot)
lk )2

2Nt

+ iĥ
(to)
kl (h

(to)
kl − h̃kl)

+ iĥ
(ot)
lk (h

(ot)
lk − h̃lk)− ln

[
2cosh

(βh(to)kl√
Nt

)]
− ln

[
2cosh

(βh(ot)lk√
Nt

)]
− i

Ψkl + βh
(to)
kl +Ψlk + βh

(ot)
lk

Nt

∫
dt[ylf̂k + zlxk]t,τ (0.24)
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Setting Ψ = 0, saddle-point conditions wrt h
(to)
kl , ĥ

(to)
kl , h

(ot)
lk , ĥ

(ot)
lk , h

(tt)
kj and ĥ

(tt)
kj yield

λ̂(τ + 1) ≡
√
Nt

〈
J
(to)
kl (τ + 1)

〉
:=
√
Nt

(
lim
Ψ→0

∂Z

∂Ψkl

)
= tanh

(
β√
Nt

h
(to)
kl (τ)

)
λ̂(τ + 1) ≡

√
Nt

〈
J
(ot)
lk (τ + 1)

〉
:=
√
Nt

(
lim
Ψ→0

∂Z

∂Ψlk

)
= tanh

(
β√
Nt

h
(ot)
lk (τ)

)
µ̂(τ + 1) ≡ Nt

〈
J
(tt)
kj (τ + 1)

〉
:= Nt

(
lim
Ψ→0

∂Z

∂Ψkj

)
= tanh

(
β

Nt

h
(tt)
kj (τ)

)
Next we introduce a measure for the effective dynamics of a single unit x that, for an

observable O = O(x, x̂, f, f̂ , h∗, ĥ∗, w∗, µ̂∗), can be defined as

〈
O(x, x̂, f, f̂ , h∗, ĥ∗, w∗, µ̂∗)

〉
∗
=

∫
DyDzD[xx̂f f̂ ]OeS∗∫
DyDzD[xx̂f f̂ ]eS∗

(0.26)

where S∗ denotes the value of the action S evaluated at the saddle point

M∗ := (m∗, g∗, q∗, q̂∗, Q∗, Q̂∗, K∗, K̂∗) for ψ = 0.

The saddle-point conditions are:

∂S

∂g(t; τ)
= 0 , → m∗(t, τ) = ⟨x(t; τ)⟩∗

∂S

∂q(t, t′, τ)
= 0 , → q̂∗(t, t

′, τ) = −iα
2
⟨z(t, τ)z(t, τ ′)⟩∗

∂S

∂Q(t, t′, τ)
= 0 , → Q̂∗(t, t

′, τ) = −iα
2
⟨y(t; τ)y(t′, τ)⟩∗

∂S

∂K(t, t′, τ)
= 0 , → K̂∗(t, t

′, τ) = −iνα⟨z(t; τ)y(t′, τ)⟩∗

(0.27)



∂S

∂m(t; τ)
= 0 , → g∗(t; τ) = ⟨f̂(t; τ)⟩∗

∂S

∂q̂(t, t′, τ)
= 0 , → q∗(t, t

′, τ) = ⟨x(t; τ)x(t′, τ)⟩∗

∂S

∂Q̂(t, t′, τ)
= 0 , → Q∗(t, t

′, τ) = ⟨f̂(t; τ)f̂(t′, τ)⟩∗

∂S

∂K̂(t, t′, τ)
= 0 , → K∗(t, t

′, τ) = ⟨x(t, τ)f̂(t′, τ)⟩∗

, (0.28)

Additionally, from the normalisation Z[ψ = 0,Ψ = 0] = 1, we have ⟨f̂(t; τ)⟩∗ = 0 and

⟨f̂(t; τ)f̂(t′, τ)⟩∗ = 0. These imply that

g∗(t; τ) = Q∗(t, t
′, τ) = 0
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The final step consists of integrating out y and z to find q̂∗, Q̂∗, K̂∗ as follows

q̂∗(t, t
′, τ) = −iα

2

〈(∑
ℓ′∈T

J
(to)
ℓ′ (τ)f̂ℓ′(t; τ)

)(∑
ℓ∈T

J
(to)
ℓ (τ)f̂ℓ(t

′, τ)

)〉
∗

= −iα
2

∑
ℓ∈T

〈
[J

(to)
ℓ (τ)]2f̂ℓ(t; τ)f̂ℓ(t

′, τ)
〉
∗

= 0 (0.29)

Q̂∗(t, t
′, τ) = −iα

2

〈(∑
ℓ′∈T

J
(ot)
ℓ′ (τ)xℓ′(t; τ)

)(∑
ℓ∈T

J
(ot)
ℓ (τ)xℓ(t

′, τ)

)〉
∗

= −iα
2

∑
ℓ

〈
[J

(ot)
ℓ (τ)]2xℓ(t; τ)xℓ(t

′, τ)
〉
∗

= −iα
2
C(t, t′, τ) (0.30)

K̂∗(t, t
′, τ) = −iνα

〈(∑
ℓ′∈T

J
(to)
ℓ′ (τ)f̂ℓ′(t, τ)

)(∑
ℓ∈T

J
(ot)
ℓ (τ)xℓ(t

′, τ)

)〉
∗

= −iνα
∑
ℓ

〈
J
(to)
ℓ (τ)J

(ot)
ℓ (τ)

〉
∗
K(t′, t, τ)

= −iνα
(
iG(t′, t, τ)

)
(0.31)

where K(t′, t, τ) =
〈
f̂ℓ(t, τ)xℓ(t

′, τ)
〉
∗
and G(t′, t, τ) := ∂⟨x(t′, τ)⟩∗/∂θ(t, τ).

The effective single-unit dynamics is generated by the following path probability:

P({x}, {f}) =
∫
Dx̂Df̂

Tmax∏
τ=0

exp

{
i

∫
dt
[
x̂(∂t + 1)x+ i

σ2

2
x̂2 − x̂ F (f)

]}
(0.32)

× exp

{
i

∫
dtf̂(f −m∗µ̂(τ)− θ)

}
× exp

{
−α
∫
dtdt′

[C(t, t′, τ)
2

f̂(t; τ)f̂(t′, τ) + iνG(t′, t, τ)x(t; τ)f̂(t′, τ)
]}}

We can further perform integration over the auxiliary fields {f̂}, using a Gaussian noise

η(t; τ) with correlator ⟨η(t; τ)η(t′, τ)⟩ = αC(t, t′, τ), to rewrite this path probability as

P({x}, {f}) =
∫
Df̂ exp

{
− α

2

∫
dtdt′C(t, t′, τ)f̂(t; τ)f̂(t′, τ) + i

∫
dtf̂(t; τ)η(t; τ)

}]
×
∫
DξP (ξ)Dη

Tmax∏
τ=0

{
δ
[
(∂t + 1)x− F (f)− ξ

]
× δ

(
f −m∗µ̂(τ)− αν

∫
dt′G(t, t′, τ)x(t′, τ)− η − θ

)}
(0.33)

Finally,

P({x}, {f}) =
∫
DξP (ξ)DηP (η)

Tmax∏
τ=0

δ[(∂t + 1)x− F (f)− ξ]
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× δ
(
f −m∗µ̂(τ)− αν

∫
dt′G(t, t′, τ)x(t′)− η − θ

)
(0.34)

The above equation results in the equivalent SDE form of the x’s dynamics in Equation

(9). We note that the single-unit effective measure now can also be defined as

⟨O({x})⟩∗ =
∫
Dx

[∫
DξP (ξ)DηP (η)P({x}|{η}, {ξ})

]
O({x}) (0.35)

=

∫
DξP (ξ)DηP (η)O({x}|{η}, {ξ}) (0.36)

where the conditional average O({x}|{η}, {ξ}) is taken wrt the conditional probability

P({x}|{η}, {ξ}) :=
Tmax∏
τ=0

∏
t

〈
δ(∂tx(t, τ) + x(t, τ)− F (f(t; τ))− ξ(t; τ))

〉
∗

∣∣∣
f = κ

κ = m∗(t, τ)µ̂(τ) + αν

∫
dt′G(t, t′, τ)x(t′, τ) + η(t, τ) + θ(t, τ)

B. Derivation of Equation (29) for the outlier in the spectrum of the target-gene

effective dynamics’ Jacobian around the zero fixed point

In this section we consider only the coupling matrix J that is achieved at the infinite

generation τ → ∞. So all the τ -dependence can be dropped out in considering the

x’s dynamics as well as in the notation of J. We have µ̂(τ) := ⟨J (tt)
ij (τ)⟩ → µ/Nt and

λ̂(τ) := ⟨J (to)
ik ⟩ = ⟨J (ot)

ki ⟩ → λ/
√
Nt as τ → ∞. Denoting by J(tt) the set of effective

interactions J
(e)
ij as defined in Eq. (0.10), we can consider J

(e)
ij as as Gaussian random

variable whose mean is µ/Nt and variance is λ4/Nt with a covariance between J
(e)
ij and

J
(e)
ji quantified by a symmetry parameter Γ = ν2 ∈ [0, 1]:

J
(e)
ij = N

(
µ

Nt

,
λ4

Nt

)
, and [J

(e)
ij , J

(e)
ji ]J =

Γλ4

Nt

(0.37)

where we have used [ · ]J to denote the average taken with respect to the ensemble of

random realisations of J(tt) and [a, b]J to denote the covariance of a and b. In order to

compute the outlier of spectrum of J(tt), we follow the approach described in [43], which

shows that the outlier of J(tt), for µ ̸= 0, needs to satisfy [105,106]

R(1 + ωoutlier) =
1

µ
, R(ω) :=

1

Nt

[∑
i,j

Rij(ω)
]
J

(0.38)

where Rij are the entries of the resolvent R(ω) = (ωINt − z)−1, zij = J
(e)
ij − µ/Nt and

INt is the Nt-by-Nt identity matrix. Using the Neumann series for R, we have

R(ω) =
1

Nt

[∑
i,j

(ωδij−zij)−1
]
J
=

1

Nt

[∑
i,j

(
δij
ω

+
zij
ω2

+
∑
k

zikzkj
ω3

+ · · ·

)]
J

(0.39)

We introduce the moment generating functional Z[ϕ] for the dynamics of Eq. (0.11):

Z[ϕ] =

∫
D[xx̂f f̂ ] exp

{
i
∑
k∈T

∫
dtS̃

(0)
k (t)− i

∑
k,j∈T

∫
dt[ϕkj(t)zkj(t) + J

(e)
kj xj(t)f̂k(t)]

}
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where S̃
(0)
k (t) = limτ→∞ S

(0)
k (t; τ) with S

(0)
k (t; τ) given by Eq. (0.2b). When taking the

average
[
Z[ϕ]

]
J
, one needs to compute the average of the second exponent

H[ϕ] =

[
exp

{
−i
∑
k,j∈T

∫
dt[ϕkj(t)zkj(t) + J

(e)
kj xj(t)f̂k(t)]

}]
J

∝ exp

{
− λ4

2Nt

∑
i,j

[∫
dt(ϕij + xj f̂i)

]2}

× exp

{
−Γλ4

2Nt

∑
i,j

∫
dtdt′

[
ϕij(t) + xj(t)f̂i(t)

]
·
[
ϕji(t

′) + xi(t
′)f̂j(t

′)
]}

Denoting

Vij :=
δ(lnH)

δϕij(t)
= −λ4

Nt

{∫
dt′
[
ϕij(t

′) + xj f̂i(t
′)
]
+ Γ

∫
dt′
[
ϕji(t

′) + xi(t
′)f̂j(t

′)
]}

(0.40)

we can express the moments of zij via the derivatives of H[ϕ] averaged over the

dynamical realisations of x (this kind of averages is denoted by ⟨·⟩) as, for example,

[zij]J = i
δZ

δϕij

∣∣∣
ϕ=0

= i

〈
δ lnH

δϕij

〉 ∣∣∣
ϕ=0

= i⟨Vij⟩|ϕ=0

This allows one to rewrite Eq. (0.39) as

R(ω) =
1

Nt

∑
i,j

[
δij
ω

+
i

ω2
⟨Vij⟩ −

1

ω3

∑
k

〈
VikVkj +

δVik
δϕkj

〉

− i

ω4

∑
k,l

〈
VikVklVlj + Vik

δVkl
δϕlj

+
δVik
δϕkl

Vlj

〉
+ · · ·

]
ϕ=0

We remark the two properties of Vik (terms that are of order O(N−1) are neglected),

namely 

1

Nt

∑
i,j,k

〈
δVik
δϕkj

〉
ϕ=0

= −Γλ4

N2
t

∑
i,j,k

δij = −Γλ4

1

Nt

∑
i,j,k,l

〈
Vik

δVkl
δϕlj

〉
ϕ=0

= −Γλ4

Nt

∑
i,j

⟨Vij⟩|ϕ=0

(0.42)

After some calculations following the procedure detailed in [43], we find

R(ω) = u(ω) + v(ω) (0.43)

where

u(ω) =
1

ω
− 1

Nω3

∑
i,j,k

〈
δVik
δϕkj

〉
ϕ=0

+
1

Nω5

∑
i,j,k,l,m

〈
δVik
δϕkl

δVlm
δϕmj

+
δVik
δϕmj

δVlm
δϕkl

〉
ϕ=0

+ · · ·

v(ω) =
iu2

N

∑
i,j

⟨Vij⟩|ϕ=0 −
u3

N

∑
i,j,k

⟨VikVkj⟩|ϕ=0 −
iu4

N

∑
i,j,k,l

⟨VikVklVlj⟩|ϕ=0 + · · ·



23

The function u(ω) can be obtained as a solution to the equation [43]

u(ω) =
ω −

√
ω2 − 4Γλ4

2Γλ4
(0.44)

while for v(ω) we have

v(ω) =
u2
[
(1 + Γ)mf̂∗ + Γu(Q∗m

2 + q∗f̂
2
∗ − 2χmf̂∗)

]
1− (1 + Γ)χu+ Γu2(χ2 − q∗Q∗)

(0.45)

Since f̂∗ :=
∑

k f̂k/N = 0 and Q∗ = 0, v(ω) = 0. Therefore,

R(1 + ωoutlier) =
ωoutlier + 1−

√
(ωoutlier + 1)2 − 4Γλ4

2Γλ4
=

1

µ
(0.46)

The solution to this equation, for Γ = 1 (i.e. fully symmetric interactions), reads

ωoutlier =
λ4 + µ2

µ
− 1 (0.47)

This equation shows when µ = 1, ωoutlier = λ4. Since the Jacobian for the dynamics

of target genes around the zero fixed point x = 0 is Jij = −δij + J
(tt)
ij . The largest

eigenvalue of J is hence λ4 − 1. In the case of fully symmetric interactions, the zero

fixed point thus becomes marginally stable in the robust phase where both µ, λ → 1.

As a final remark, while it is possible to extend the above computation of the outlier to

the more general case of non-zero fixed point, we leave it for future work.

C. Derivations of Equation (18) and Equation (28)

From the Appendix A, the evolution of the averages of the intergroup couplings can be

described by the following equations:

λ̂(τ) :=
1

NtNo

∑
i∈T ,j∈O

J
(to)
ij (τ) , λ̂(τ + 1) = tanh(βh(to)(τ)) (0.48a)

λ̃(τ) :=
1

NtNo

∑
i∈T ,j∈O

J
(ot)
ji (τ) , λ̃(τ + 1) = tanh(βh(ot)(τ)) (0.48b)

For k ∈ T and j ∈ T , provided that all J
(tt)
ki (τ), i ̸= j, are fixed, then xk(τ) changes to

xk(τ) +∆x
(j)
k as J

(tt)
kj (τ) → J

(tt)
kj (τ) +∆Jkj. To the first order in ∆Jkj, using Eq. (0.12)

with F = (·) we have

∆x
(j)
k ≃ xk

(
J
(tt)
kj (τ) + ∆Jkj

)
− xk

(
J
(tt)
kj (τ)

)
(0.49a)

=
∂xk
∂Jkj

∣∣∣
Jkj=J

(tt)
kj (τ)

∆Jkj +O
(
(∆Jkj)

2
)

(0.49b)

= (1− x2k(τ))xj(τ)∆Jkj +O
(
(∆Jkj)

2
)

(0.49c)

Let δΨ2
k denote the total change of the fitness Ψ2(τ) given in Eq. (15), we have then

δΨ2
k =

2Ψ(τ)

Nt

∆x
(j)
k , if xk(τ) → xk(τ) + ∆x

(j)
k (0.50)
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Plugging Eqs. (0.49c) and (0.13) into Eq. (0.50), we obtain

δΨ2
k ≃ 2Ψ(τ)

Nt

xj(τ)(1− x2k(τ))

(∑
ℓ∈O

J
(to)
kℓ (τ)J

(ot)
ℓj (τ)

)

Following similar arguments in specifying h
(tt)
kj from the fitness Ψ2(τ) in Eq. (17), here

we can also consider δΨ2
k as the average of some feedback field h

(to)
kℓ over all the pairs

(ℓ, j) such that ℓ ∈ O and j ∈ T , i.e. δΨ2(τ) ∝ (NtNo)
−1
∑

(ℓ,j) h
(to)
jℓ (τ)). This means

h
(to)
ℓ,j can be defined as:

h
(to)
kℓ (τ) =

(
1− x2k(τ)

q̂(τ)

)
Ψ(τ)

q̂(τ)

(
J
(to)
kℓ (τ)J

(ot)
ℓj (τ)xj(τ)

)
. (0.51)

where we have used xk(τ) → xk(τ)/
√
q̂(τ) to make use of the relative fitness.

Substituting this form of h
(to)
kℓ (τ) into Eq. (0.48a) and then taking the limit t, τ → ∞,

we arrive at Eq. (28).

D. Linear stability of the fixed point in Equation (26) in the absence of noise

Here we follow the approach of [29], where we perturb the fixed point x∗ by some small

Gaussian white noise and check how the system responds to it. To this end, we linearize

the ADMFT second Eq. (9) around x∗ and perform a Fourier analysis as follows. For

σ = 0, with z = N (0, 1), Eq. (26) then becomes

x∗(z) = f0(x∗) := tanh
(
µm∞ + J0

√
qz + χναx∗

)
(0.52)

where m∞ = ⟨x∗⟩z and q = ⟨x2∗⟩z. For µ = 0, x∗ = 0 is always a fixed point.

Perturbations around any fixed point x∗ can be described by x(t) = x∗ + εx1(t) and

η(t) = J0
√
qz + εz1(t). We have ⟨z1(t)z1(t′)⟩ = α⟨x1(t)x1(t′)⟩ from the self-consitency

relation Eq. (8d). Adding a term εϕ(t) into the effective process Eq. (9) for σ = 0,

where ϕ(t) is a white noise of unit variance, the Fourier components x̃1(ω) of x1(t) satisfy

x̃1 =
[1− f 2

0 (x∗)]ϕ̃(ω)

iω + 1− να[1− f 2
0 (x∗)]G̃(ω)

, (0.53)

Solving this equation for the square modulus of x̃1(ω), i.e. R̃0(ω) = |x̃1(ω)|2 gives us

R̃−1
0 (ω) =

∣∣∣∣∣(iω + 1)− ναG̃(ω)[1− f 2
0 (x∗)]

1− f 2
0 (x∗)

∣∣∣∣∣
2

− α (0.54)

The stability of the steady-state solution in Eq. (0.52) is only determined by ω = 0. In

this case, G̃(ω = 0) = χ and the above equation simplifies to

[R̃0(ω = 0)]−1 =

[
1− ναχ(1− f 2

0 (x∗))
]2

[1− f 2
0 (x∗)]

2 − α (0.55)
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If R̃0(ω = 0) diverges, perturbations do not decay to zero, signalling an instability of

the fixed point. This means the fixed point x∗ loses its stability at Σ = 0, while remains

stable at Σ > 0, for

Σ(x∗) =
[
1− ναχ(1− f 2

0 (x∗))
]2

− α[1− f 2
0 (x∗)]

2 (0.56)

For the paramagnetic fixed point with x∗ = q = 0, so that f0(x∗) = 0, this condition

simplifies to

Σ(x∗ = 0) = [1− ναχ]2 − α (0.57)

For ν = 0 this reduces to the well-known result αc = 1 for static random networks [27],

while for ν ̸= 0 we can proceed with the definition of χ

χ =
1

J0
√
q

〈
∂x∗(z)

∂z

〉
z

=

〈
1− f 2

0 (x∗)

1− ναχ(1− f 2
0 (x∗))

〉
z

(0.58)

that, around the critical line where x∗ ≃ 0 and hence m∞ and q are small, satisfies the

following quadratic equation:

χ(1− χνα) = 1 (0.59)

The physical solution to this equation reads

χ∗ =
1−

√
1− 4να

2να
(0.60)

Substituting this χ∗ into Eq. (0.57), we arrive at

Σ(x∗ = 0) =
1

4

[
1 +

√
1− 4να

]2
− α (0.61)

It is easy to check that this reduces to αc(1 + ν) = 1 and hence αc = 0.5 for ν = 1.

E. Generalisation of Eqs. (12), (14) and (17) to environments whose optimal

phenotypes are given by quenched binary patterns

Suppose in a given environment a, the optimal phenotype is S(a) with S
(a)
i ∈ {−1, 1}.

The definition of fitness Eq. (11) then can be generalised in this case as follows:

ma(τ) =
1

Nt

∑
i∈T

wi(τ) , wi(τ) := S
(a)
i xi(τ) (0.62)

For S
(a)
i = 1, ∀ i, we recover Ψ(τ) from ma(τ). Next since F (·) = tanh is an odd-

symmetric function, by multiplying both sides of Eq. (12), we arrive at(
∂

∂t
+ 1

)
wk(t; τ) = tanh

(∑
j

S
(a)
k S

(a)
j Jkj(τ)wj(t; τ)

)
+S

(a)
k ξk(t; τ) (0.63)

Now introducing J̃kj(τ) = S
(a)
k S

(a)
j Jkj(τ) and ζ(t; τ) such that ⟨ζk(t, τ)ζj(t′, τ ′)⟩ =

σ2S
(a)
k S

(a)
j δkjδττ ′δ(t − t′), we have the Eq. (0.63) becomes exactly the same as Eq.

(12) but for the new variable wk(t; τ). Finally, it is rather straighforwards to see that in

this case the learning rule for J̃kj can be similarly obtained by replacing xk(τ) by wk(τ)

and q̂(τ) by q̂a(τ) := N−2
t

∫
dNtwP (wi∈T |J̃(τ))(

∑
i∈T wi)

2 in Eq. (17).
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