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Abstract

Vision-language pretraining models have achieved great
success in supporting multimedia applications by under-
standing the alignments between images and text. While
existing vision-language pretraining models primarily focus
on understanding single image associated with a single piece
of text, they often ignore the alignment at the intra-document
level, consisting of multiple sentences with multiple images.
In this work, we propose DocumentCLIP, a salience-aware
contrastive learning framework to enforce vision-language
pretraining models to comprehend the interaction between
images and longer text within documents. Our model is bene-
ficial for the real-world multimodal document understanding
like news article, magazines, product descriptions, which
contain linguistically and visually richer content. To the
best of our knowledge, we are the first to explore multimodal
intra-document links by contrastive learning. In addition, we
collect a large Wikipedia dataset for pretraining, which pro-
vides various topics and structures. Experiments show Docu-
mentCLIP not only outperforms the state-of-the-art baselines
in the supervised setting, but also achieves the best zero-shot
performance in the wild after human evaluation. Our code
is available at https://github.com/FuxiaoLiu/DocumentCLIP.

1. Introduction
Images and text act as natural complements on the modern

web. A number of works [28, 13, 16, 10, 1, 9, 23, 44] have
been proposed to interpreting an image with the correspond-
ing short text such as a caption or question. However, real-
world media such as news articles, Wikipedia pages, maga-
zines, product descriptions consist of multiple sentences with
multiple images. Algorithms that identify document-internal
connections between specific images and specific unit of text
could have the long-term promise. For example, alt-text for
vision-impaired users could be produced automatically via
intra-document retrieval. Additionally, by designing a user
interface hinting the readers that there is a figure associated
with a part of the text upon users’s action, it can not only

help users to understand the whole document, but also make
it easy and comfortable to read on smart phones, where the
font and button is small.

This intra-document setting introduces several challenges
compared to conventional cross-model retrieval task with a
single sentence and caption [26, 17, 27, 46]. More specif-
ically, since the images are to be incorporated in the same
article, their contents should be consistent according to the
theme of the article, thus making disambiguation more diffi-
cult than in the usual one-image/one-sentence case (Figure 1).
Additionally, a sentence in the longer document may cor-
respond to multiple images or no related images. Another
challenge is that it requires considering longer texts with
linguistically richer content and the relations between them,
like the structure and layout information. The previous rel-
evant works [28, 13, 38, 11, 14, 40] trained to align short
literal text descriptions of images with the image failed to
encode the structure features. Document structure analysis
models [5, 4, 37] process pages one by one, but the figures
may relate to text located on other pages.

To address the aforementioned challenges, we propose
DocumentCLIP, a simple yet effective pretraining learning
method of intra-document vision and language understand-
ing tasks. Inspired by the BERT model [24], where input
textual information is mainly represented by text embed-
dings and position embeddings, DocumentCLIP further adds
two types of input embeddings: (1) an entity embedding that
indicates which section sharing more common entities. This
is because the images/caption pairs can be the literal visual-
ization of entities mentioned in document sentences. (2) a
section position embedding that denotes the relative position
within a document to encode the layout and structure infor-
mation. In addition, we introduce the salient sentence extrac-
tion strategy to extract the important information from the
long section. To effectively transfer event knowledge across
modalities, we employ early-fusion method to aggregate im-
ages and caption by [12] before the layout transformer in
Figure 2. Unlike the state-of-the-art vision-language pre-
training model CLIP [28], we optimize a salience-aware con-
trastive learning objective between intra-document compo-
nents: images, captions, section text. In order to train robust
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Manga
On a training journey in the Bayankala 
Mountain Range in the Qinghai Province of 
China, Ranma Saotome and his father Genma 
fall into the cursed springs at Jusenkyo …
Anime series
The series was then reworked by most of the 
same staff, retitled Ranma ½ and launched in 
a different time slot…
Films and video animations
Studio Deen also created three theatrical 
films; The Battle of Nekonron, China! A Battle 
to Defy the Rules! on November 2, 1991…
Video games
However, Ranma ½: Hard Battle was released 
in both North America ….
Live action special
A live action television adaption of  Ranma  
aired on Nippon TV, in a two-hour time 
slot, on December 9, 2011 … The special 
stars Yui Aragaki as Akane, with Kento 
Kaku and Natsuna Watanabe playing male 
and female Ranma respectively…
Other media
The Ranma ½ Memorial Book was published 
just as the manga ended in 1996…
Reception
By November 2006, it was reported that 
Ranma ½ had sold over 49 million manga 
volumes in Japan. Shogakukan has printed 
53 million copies as of November 2011. And 
by April 2021 it had 55 million copies in 
circulation …

Poster for the Ranma ½ 
TV drama, featuring the 
cast and artwork by 
Rumiko Takahashi

Family
Family is the first and most important 
agent of socialization. Mothers and fathers, 
siblings and grandparents, plus members 
of an extended family, all teach a child what 
he or she needs to know … . As one stay-at- 
home dad says, being home to take care of 
his baby son is a real fatherly thing to do 
…
Peer
…When you were a 16-year-old, how many 
times did you complain to your parent(s)….
School
Most U.S. children spend about seven 
hours a day, 180 days a year, in school, 
which makes it hard to deny the 
importance school has on their 
socialization … When children participate 
in a relay race or a math contest, they 
learn there are winners and losers in 
society. The latent functions of teamwork 
and dealing with bureaucracy are features 
of U.S. culture … 
Government
Although we do not think about it, many of 
the rites of passage people go through 
today are based on age norms established 
by the government …
Mass Media
 …

The socialized roles of 
dads (and moms) vary 
by society.

What hidden curriculum 
might be at play in this 
elementary classroom.

A Ranma ½ themed 
mural featuring P-chan 
and female Ranma in 
Vic, Spain.

Cover of the first tankobon 
volume, Ranma Saotome and his 
father transformed into a woman 
and a panda

. . .

Figure 1: Illustration of our task. Given an article, our model extracts the most relevant text to the image/caption pair. (Left):
The document is from our pretraining Wikipedia dataset, which has the section to image/caption pair links as the groundtruth
label. We leverage this weak supervision to explore multimodal intra-document interaction by contrastive learning. (Right):
An example is from Open Textbook dataset in the wild. The highlights are the most relevant sentences extracted by our model.

representations capable of discriminating subtle differences
between different sentences in the same document, we not
only have normal negatives by replacing groundtruth section
text with others from the same document, but also propose
to generate hard negatives by manipulating the image and
caption pairs by switching one of them.

In this work, we pretrain and evaluate DocumentCLIP
on the Wikipedia articles, which have natural correspon-
dences between the text sections and image/caption pairs in
its HTML sources and describe various topics. Also, our
evaluations focus on zero-shot settings, since it is crucial to
understand real-world documents with various topics and
sources. Examples are shown in Figure 1. Experiment re-
sults show that DocumentCLIP significantly outperforms
baselines and meet users’ requirement in the wild1. The
contributions of this paper are summarized as follows:
• We introduce a novel contrastive learning framework with

layout information, multimodal interaction, novel section
encoding strategy, salience-aware contrastive loss and hard
negative samples.

• We collect a large visual article dataset from Wikipedia
with various topics, containing 66k articles, 320k im-
ages/caption pairs.

1https://open.umn.edu/opentextbooks/

• Our model outperforms baselines on the intra-document
understanding task in both the supervised and zero-shot
settings after human evaluation.

2. DocumentCLIP

2.1. Problem Statement

We assume that the structure of the document has been
parsed, so that we can apriori identify figure images and
their captions (if present), and segment the main body text
into a sequence of sections, paragraphs, and sentences. The
granularity of the associated text (section vs sentence) can
be set based on the use case and/or training data available. In
our prototype, we primarily used Wikipedia articles, whose
source markup associates figure-captions with sections. Ad-
ditionally, by leveraging this weak supervision with the sec-
tion ground truth label, our model is often able to retrieve the
most relevant sentence to the associated image and caption.

We define relevance based on the following criteria. (1)
The images are the literal visualization of the entities men-
tioned in the document. (2) Text explicitly refers to the im-
ages. (3) The images provide evidences for the text claims.
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Figure 2: Overview of DocumentCLIP in the training phrase. In this example, t00, t01, t02 are the Top 3 sentences selected by
the Salient Sentence Extraction from the image/caption pair in yellow. xic

12 is the negative query from the image/caption pair in
green to generated hard negative pairs. xic

11 is the positive query to construct positive pairs and normal negative pairs.

2.2. Model Architecture

We build a multi-modal Transformer architecture as the
backbone of DocumentCLIP, which takes text, images, and
layout information as input to establish deep cross-modal
interactions. We describe the strategies to encode sections
of the document in 2.2.1. In 2.2.2, we present how Docu-
mentCLIP leans layout information and feature extraction.
Finally, we discuss the objective functions and model in-
ference in 2.2.3. Detailed descriptions of the model are
illustrated in Figure 2.

2.2.1 Section Encoding Strategy

Although BERT-like models become the state-of-the-art
techniques on several challenging NLP tasks, they usually
leverage only text information without image features. CLIP
[28] models achieves great success in image-text retrieval
task. However, it’s only able to handle short text (less than
77), which is much shorter than the average length (195.5)
of the sections within Wikipedia documents. Therefore,
we experiment different sentence sampling strategies and
propose the novel Salient Sentences Extraction method to
learn the section representation.

First Sentence. It is evident that the first sentence plays
an important role and always presents the central meaning

of the sections. Therefore, we can embed the first sentence
to represent the section.

Weighted Average. Apart from the first sentence, the asso-
ciated image can also provides evidences for other sentences
in a section. Thus, we train a one-layer transformer to aggre-
gate all the important sentence embeddings in a section.

All Text Concat. Compared with the Weighted Average
method, we regard the text in a section as one sentence and
encode them together by a text transformer.

Salient Sentences. Motivated by the success of trans-
ferring image-text pre-training knowledge, we first adopt
CLIP [28] to compute a scaled dot product similarity score
Simsi between each sentence in a section and images. Then
we also do the operation Simsc for sentences and captions.
After that, we utilize the average value of the Simsi and
Simsc to represent the correlation between the sentence
and image/caption pairs. Finally, we pick the top K salient
sentences in each section with the highest scores as the can-
didates. In Figure 2, K is 3 for simplicity and candidates are
generated from image/caption in yellow.

2.2.2 Document Layout Learning

In this section, we extend to jointly model text, image and
layout information in the DocumentCLIP framework.

Text Embedding. Following the common practice, we



use lower-cased byte pair encoding (BPE) [32] to tokenize
the sentences in documents. Then, we add [CLS] at the be-
ginning of the sequence and [SEP] at the end. Extra [PAD]
tokens are appended to the end so that the final sequence’s
length is exactly the maximum sequence length L. We di-
rectly adopt CLIP for initialization to extend its ability. The
final token embedding is the sum of token embeddings and
positional embeddings. Formally, the sentence embedding is
computed by the text transformer [29] and output of [CLS]
token which T sec

j is utilized as sentence representations in
documents. T sec

j ∈ [tj0, ..., tjK ], where j ∈ (0 ≤ j < N)
means the section index in a document. [tj0, ..., tjK ] are the
top K candidates selected by salient sentence extraction in
the j-th section. Similarly, the caption representation is
T cap
i , where i ∈ (0 ≤ i < M) and M means the caption

number in a document.
Visual Embedding. In order to obtain image embedding,

vision transformer is adopted to extract N non-overlapping
image patches and perform linear projection to map every
patch into 1D token. With injection of positional embedding
and extra [CLS] token, the sequence of tokens are fed into
image transformer layers, to model the correlation of each
patch, where each layer ls comprises of Multi-Head Self-
Attention, layer normalization, and Multi-layer Perception.
Then, output [CLS] token embedding is used to represent
the image feature V img

k , where k ∈ (0 ≤ k < M) and M
means the image number in a document.

Layout Embedding. The layout embedding layer is to
understand the global context of the document. Thus, The
final text embedding of captions lcapi is the sum of three
embeddings. The sentence embedding T cap

i represents the
caption itself. PosE(i) is the positional embedding, where i
represents the caption index in the document. The segment
embedding SegE(T cap

i )=[C] is used to distinguish different
segments. For instance in Figure 2, the position index of
the image is 1 since it’s the second image in the document.
Similarly, the final image embedding limg

k is aggregated by
V img
k , PosE(k) and SegE(V img

k )=[V].

lcapi = T cap
i + PosE(i) + SegE(T cap

i ) (1)

limg
k = V img

k + PosE(k) + SegE(V img
k ) (2)

lsecj = T sec
j + PosE(j) + SegE(T sec

j ) + EntE(sj) (3)

Inspired by the fact that the complementary images/caption
pairs can be the literal visualization of entities mentioned
in document sentences, we calculate the common entity
numbers between sections with captios and sort sections in
the descending order. More formally, we introduce the entity
embedding EntE(sj) for lsecj , where sj ∈ (0 ≤ i < N). If a
section share most entities with a images/caption pair, sj=0,
while sj=N-1 if it shares the least entities. In Figure 2, given
the positive query (image/caption in yellow), s0=0 and s4=2.

Image and Caption Fusion. The intuitive way to se-

lect the related section is to compute the similarity score
between section text with the image and caption separately.
Then train a learnable coefficient to combine them. However,
it ignores the potential correlation between the image and
caption effectively. Therefore, we apply the Cross-modal
Transformer [12] to fuse the lcapi and limg

k before the layout
transformer. We also add the [cls] token in the first place
of the input sequence. The outputs from Cross-modal Trans-
former is a sequence of contextualized embeddings. We use
the output from the [cls] token as the unified representation
of a image and caption pair.

licki = Cross-Transformer(limg
k , lcapi ) (4)

Layout Transformer. We concatenates section sentence
embeddings {lsec0 , lsec1 , ..., lsecN−1} and the image/caption
pair {lic00, lic11, ..., lic(M−1)(M−1)} to a unified sequence
L. In order to make the features more compact, we em-
ploy an FC layer with a ReLU activation before the layout
Transformer [19]. Formally, we obtain the contextual multi-
modal embeddings X after transformer layers with layout
learning. More formally, X = {xsec

0 , ... xsec
N−1, xic

00, ...,
xic
(M−1)(M−1)}. xsec

j ∈ [xj0, ..., xjK ] are the contextual em-
beddings of the Top K sentences each section, where j ∈ (0
≤ j < N) means the section index.

X = Layout-Transformer(ReLU(FC(L))) (5)

2.2.3 Salience-Aware Contrastive Learning.

In this section, we introduce the definition of posi-
tive/negative pairs for similarity learning and our salient-
aware contrastive loss..

Positive Pairs. We define that a section xsec
j and im-

age/caption pair xic
k,i is positive if the section contains cer-

tain content that is relevant to both the image and caption
in xic

k,i. For example in Figure 2, βp = {(x40,x
ic
11),(x41,

xic
11),(x42,x

ic
11),...} are the positive pairs, where xic

11 is
the positive query. [x40, x41, ..., x4K ] are the Top K sen-
tences embeddings in the forth section.

Negative Pairs. Our negative pairs set βn contains
two parts: normal negative pairs and hard negative pairs.
In normal negative pairs, the groundtruth section is re-
placed by other irrelevant sections in the same docu-
ment. In Figure 2, {(x00, xic

11),(x01, xic
11),(x02,x

ic
11),

(x10,x
ic
11),(x12,x

ic
11),(x12,x

ic
11)...} are the positive pairs,

where xic
11 is the positive query. [x40, x41, ..., x4K ] are nor-

mal negative pairs. As for the hard negative pairs, either
the caption items or the image items might be changed but
not both of them. For example in Figure 2, xic

12 is the hard
negative query and {(x40, xic

12),(x40, xic
21),(x41,x

ic
12),

(x41,x
ic
21),...} are hard negative pairs. This is inspired by

the fact that both the caption and image play important role
to determine the relevant text from the document.



KVQA TQA Visual Genome GoodNews Visual News Wikipedia (Ours)

Avg Unit Length 84.8 920.8 263.9 451.0 773.0 195.5
Avg Doc Length 11.4 106.0 5.3 18.0 18.8 3346.6
Avg Sent Length 11.4 12.2 5.3 18.0 18.8 22.3

Avg Sent Num per Unit 1.0 7.7 1.0 1.0 1.0 8.2
Avg Img Num per Doc − 3.0 − 1.8 1.7 4.8

Table 1: Statistics in terms of the document(Doc), unit and images(Img). Doc donates document and Sent donates sentence.
Unit means the section in our dataset.

Salience-Aware Contrastive Loss. Motivated by the
fact that the section label is used as the weak supervision,
we propose to equip the model with the ability to extract
most salient sentence from each section given the query xic

ki

and document context. Additionally, unrelated sentences
in groundtruth section can introduce additional noise in the
contrastive learning process. Formally, we measure the co-
sine similarity between query xic

ki and [xj0, ..., xjK ]. Then
we select the maximum score to represent the correlation
between the section and image/caption pair:

q = xic
k,i, s = xsec

j ∈ [xj0, ..., xjK ] (6)

S(q, s) = max{cos(q, s)}, (q, s) ∈ βp (7)
S∗(q, s) = max{cos(q, s)}, (q, s) ∈ βn (8)

L = −
∑

(q,s)∈D

[log(
S(q, s)

S(q, s) +
∑

S∗∈βn S∗(q, s)
] (9)

where S(q, s) collects the maximum similarity scores of pos-
itive pairs and S∗(q, s) includes the negative pairs. D means
the document. Finally, our model is trained by minimizing
the infoNCE [28] loss.

Model Inference. Given a image/caption pair as the
query xic

k,i, the cosine similarity between the query and all
sentences in the document is computed. Then we sort the
sentences in descending order according to the similarity
and the first candidate will be picked as the most relevant
sentence prediction. We also regard the section including
this sentence as the most relevant section prediction.

3. Pretraining Dataset

In this section, we describe the data creation procedure
of our pretraining dataset: Wikipedia dataset and present
dataset statistic. First, we used the latest English Wikipedia
dump2 to extract Wikipedia articles [26]. In Wikipedia arti-
cles, images are nested in two HTML tags, which delineate
the sections. We regard all the sentences within the same
section as the ground truth since obtaining sentence-level as-
sociations would require additional manual labeling. [34]’s
dataset has the groundtruth linking between image/caption
with sentences in the news articles. However, we don’t have

2https://github.com/muraoka7/tool4ipp

Figure 3: Distributions of the image number per section and
section number per document in our Wikipedia dataset.

the right to use them according to the official website3.
Consequently, we obtained 150,656 documents, not in-

cluding ones failed to be parsed. Then we only kept docu-
ments with 2 to 30 images and no more than 32 sections. We
also converted all the extracted images to an RGB format in
order to guarantee quality. Eventually, this resulted in 66k
articles and 320k images. We summarize the statistics of
our dataset in Table 1 with previous datasets [31, 7, 19, 3].
Each section in our dataset has 8.14 sentences on average,
the average sentence length is 22.3 words and the average
section length is 195.5 words in our dataset, which is the
largest among the compared datasets. In addition, over 50%
documents in our dataset have more than 10 sections and
many sections don’t have corresponding images (Figure 3).
Compared to other datasets used in Image-Text alignment
methods (e.g. COCO captioning), the amount of text as-
sociated with an image is much larger. This confirms that
understanding of longer texts is the required ability.

.

4. Experiments
In this section, we first introduce details of our imple-

mentation and present comprehensive experiment results.

4.1. Experimental Details

Evaluation Setting. Supervised settings: We first eval-
uate the most relevant section prediction on the Wikipedia

3https://help.nytimes.com/hc/en-us/articles/115014893428-Terms-of-
Service#2



Model R@1 R@3 A-R@1

CLIP(ViT32) [28] 0.40 0.69 0.39
CLIP(RN50) [28] 0.39 0.67 0.38
SBert [30] 0.38 0.67 0.38
Pythia [26] 0.33 0.55 0.34
Newsroom [17] 0.31 0.51 0.31
SANDI [27] 0.34 0.57 0.33
LAIS [46] 0.45 0.74 0.45

DocumentCLIP-Early Fusion 0.57 0.87 0.56
DocumentCLIP-Late Fusion 0.56 0.85 0.54

DocumentCLIP-Early Fusion 0.57 0.87 0.56
-w/o salience-aware loss 0.54 0.84 0.53

-w/o entity check 0.46 0.76 0.46
-w/o layout information 0.39 0.67 0.39

Table 2: Comparative Experiments with baselines and abla-
tion study on Wikipedia datasets.

dataset in both the image level and document level. At the
image level, we use R@N(N=1,3) to calculate the percent-
age of images where the groundtruth section is among the
TopN predicted sections. At the document level, we mea-
sure the percentage of documents where all images in the
document have a correct Top1 predicted section: A-R@1.
Zero-shot setting: We ask human annotators to evaluate the
most relevant sentence prediction on the Open Textbook
dataset. DocumentCLIP is trained on the Wikipedia dataset
and directly tested in the zero-shot setting. More detailed
more described in 4.3.

Implementation Details. As for the experiment setting,
we randomly split our dataset into 80% for training, 10% for
validation and 10% for testing. We trained our model with
mini-batches of size 32 by using stochastic gradient descent.
We used AdamW [39] as an optimization algorithm and a
warm-up strategy with the initial learning rate of 0.001.

Baseline Models. We run the public release of CLIP [28]
and SBert [30] and finetune them on the Wikipedia dataset in
the supervised task. As for the zero-shot setting, they aren’t
finedtuned. CLIP takes both images and captions as the
input while SBert only takes the captions. Additionally, only
the first sentence in each section is fed into CLIP since its
maximum length of text encoder is 77, which is much below
the average section length. Pythia [26] encodes different
modalities separately and computes an attention layer to
attend specific parts in the image. Newsroom [26] adopts a
hierarchical self-attention mechanism to attend to both key
words within a piece of captions and informative components
of a document. LAIS [46] introduce a two-stage architecture
to select the insertion position for the images.

Training Inference R@1 R@3
Image Caption Image Caption

✓ Original ✓ Original 0.57 0.87
✓ Generated ✓ Generated 0.51 0.82
✗ Original ✗ Original 0.54 0.84
✗ Generated ✗ Generated 0.49 0.79
✓ ✗ ✓ ✗ 0.50 0.81

✓ Original ✓ ✗ 0.52 0.82
✓ Original ✗ Original 0.55 0.85

Table 3: Performance of DocumentCLIP with or without
images and captions. Generated captions are from BLIP
[10].

Section Encoding Initialization R@1 R@3

First Sentence CLIP(ViT32) 0.54 0.84
Weighted Average CLIP(ViT32) 0.55 0.85
All Sentences Concat CLIP(ViT32) 0.52 0.82

Salient Sentence CLIP(ViT32) 0.57 0.87
Salient Sentence CLIP(RN50) 0.55 0.86
Salient Sentence ROBERTA* 0.56 0.86
Salient Sentence SCRATCH 0.49 0.79

Table 4: Performance of DocumentCLIP to investigate dif-
ferent section encoding strategies and initialization meth-
ods. ROBERTA* means using the vision transformer
CLIP(ViT32) to encode images and Roberta [24] to encode
text.

Section Encoding TopK R@1 R@3

Salient Sentence K = 1 0.54 0.84
Salient Sentence K = 3 0.56 0.86
Salient Sentence K = 5 0.57 0.87
Salient Sentence K = 7 0.57 0.86
Salient Sentence K = 9 0.55 0.84

Table 5: Performance of different number of candidates (Top
K) in the salient sentences extraction.

4.2. Supervised Experiment Results

4.2.1 Comparison with Baselines

We report the overall results of most relevant section pre-
diction in the supervised setting on the Wikipedia dataset
(Table 2). We make the following observations: our model
DocumentCLIP achieves more competitive performance in
all scores by a large margin up to 10%. This remarkable
improvement indicates that DocumentCLIP successfully pos-
sesses the intra-document alignment between image and text.
The major reason is that previous methods aren’t able to
distinguish between the sections in the same document since
these sections have similar topics. Instead, we use salience-
aware contrastive learning with layout features to learn the
document context and compare common entities with cap-
tions to differentiate between sections.



Most Relevant Sentence
Culture
The Tikigagmiut an Inupiat people, live 
two hundred miles north of the Arctic 
Circle, 330 mi (530 km) southwest of 
Utqiagvik, Alaska, in the village of Point 
Hope. While ancillary health care is 
provided by the local volunteer fire 
department, the closest physician is in 
Kotzebue, Alaska, 180 mi . . .
. . .
Daily Life
. . .
History
About 1,500 years ago, when 
Tikigagmiut first settled the Point Hope 
area, they did not depend on whale 
hunting . . .
. . .
Education
. . . 

Manga
Written and illustrated by Rumiko 
Takahashi, Ranma ½ began publication 
in the shonen manga anthology Weekly 
Shonen Sunday issue #36 published on 
August 19 . . .
. . .
Anime Series
. . .
Video Games
. . .
Live action special
A live action television adaption of ''Ranma 
'' aired on Nippon TV, in a two-hour 
time-slot, on December 9, 2011.  Although it 
was initially reported that the special 
would contain an original story, the film 
does take its main plot from one of the 
manga's early stories . . .
. . .

Poster for the Ranma ½ TV drama, 
featuring the cast and artwork by Rumiko 
Takahashi.

Semi-underground men's community 
house (Qargi) with bowhead whale 
bones, Point Hope, Alaska, 1885.

   Most Relevant Sentence

Figure 4: Two examples of Wikipedia articles. The red
section is the prediction from baseline method while the blue
section is the prediction by DocumentCLIP. The sentence in
blue is the most relevant candidate.s

4.2.2 Ablation Studies

Contributions of Different Components. The below
sections of Table 2 summarizes the ablative performance of
our model with different components. Without layout in-
formation, the performance shows 7% degradation in terms
of R@1 and 9% degradation in R@3, which demonstrates
that the structural information like the position features and
segment features are essential for our model to learn the
correlation and difference between each sections and how to
connect to the semantic of image/caption pairs. We notice
that DocumentCLIP benefits from entity check and salient-
aware loss since they can not only filter out noisy sentences
in sections but also check keyword alignment between cap-
tions and sections. Additionally, the improvement from early
fusion strategy indicates the its efficiency to aggregate multi-
modal features between the image and caption.

Importance of Different Modalities. Besides, we inves-
tigate the contribution of each modality (image or caption) in
Table 3. Given only one modality in training and inference,
the performance of captions is superior to that of images
(third and fifth row). This can be reasonable because cap-
tions sometimes share similar or same words with textual
sections. To further analyze the effect of captions, we replace
the original captions with the ones generated by BLIP [10],
an state-of-art and pretrained vision-language generation
model (second and forth row). The performance degradation

Model Avg Rank Rank #1 Rank #2 Rank #3

SBert 1.29 22% 31% 47%
CLIP 1.13 29% 36% 35%
DocumentCLIP 0.75 49% 33% 18%

Table 6: Human evaluation of different models on Open Text-
book dataset in the zero-shot setting. Annotators are asked to
put the sentences in order of relevance to the Image/Caption
pair. ”1.29” means the average rank of SBert is 1.29. ”22%”
means only 22% of the predictions from SBert are put in the
1st place.

is expected since generated captions always miss the key
entities in the original ones, which play the evidence role.

Section Encoding Strategies. Table 4 studies the effect
of different section encoding strategies. Compared to other
strategies, the improvement is evident when using salient
sentence extraction. The main reason for this might because
other strategies fail to remove the influence of the noisy
sentences, which will mislead the model to pick the wrong
the section. To further investigate its effect, we gradually
increase the TopK value and implement the salient sentence
extraction in Table 5. We notice that a larger K will yield
better accuracy when K is smaller than 5. The phenomenon
indicates that single sentence isn’t informational enough to
represent the section while too many ones will introduce
additional noise.

Initialization. We also analyze different initialization
methods in Table 4. As the ROBERTA* (six row) method
suggests, we use the vision transformer CLIP(ViT32) to en-
code images and Roberta [24] to encode text. We found it
achieves best results if we use CLIP to encode both images
and captions. This is because CLIP is trained on a large
vision and language dataset, alleviating the semantic gap be-
tween images and text. Besides, SCRATCH performs worst
due to missing the prior knowledge.

4.2.3 Qualitative Analysis.

In order to evaluate the quality of the complementary
text retrieved by our model in the sentence level, examples
are shown in Figure 4. This left document talks about a
Japanese manga series called Ranma ½. The image/caption
pair is in the 2nd place and talks about the TV drama version
of Ranma ½. Previous methods regard the first section as
the prediction since it share more common entities with the
caption. However, they fail to encode image/pair position
information and understand commonsense knowledge. For
example, ”live action special” from the fifth section actually
refers to ”TV drama” in the caption. As for the right docu-
ment, current methods only consider the keywords within
the captions without the image position information.



       
            Most Relevant Sentence

Ours:
In collectivistic markets such as Turkey, the focus 
of McDonald’s advertisements is on the social 
aspect and highlights the McDonald’s 
“community” and its popularity among 
consumers.

CLIP:
Hence, fast-food giant, McDonald’s advertises 
to the US audience by focusing on the individual 
visitor. 

SBert:
Leaders in high power distance cultures, are 
expected to resolve conflict, while subordinates 
are expected to support the conflict resolution 
process. 

Caption: A McDonald’s storefront in 
Turkey. 

Caption: Barack Obama signing the Patient 
Protection and Affordable Care Act.

        
           Most Relevant Sentence

Ours:
Furthermore, President Obama established a 
coalition of groups and individuals (doctors, 
insurance companies, pharmaceutical companies, 
labor unions, and elected officials) to design a 
policy that would reflect a set of shared principles.

SBert:
After considering the historical evolution of 
American healthcare, we dive directly into the 
Affordable Care Act (ACA). 

CLIP:
The result was a policy that allowed states greater 
influence on policy implementation, thus 
addressing the barriers mentioned earlier 
regarding America’s distrust of federal 
government intervention in state policies.

Caption: An illustration of Abu Abdullah Muhammad 
Ibn Battuta in Egypt from Jules Verne’s book Discovery 
of the Earth.

           
 Most Relevant Sentence

Ours:
Over a period of nearly 30 years during the fourteenth 
century, Ibn Battuta’s travels covered nearly the 
whole of the Islamic world, including parts of Europe, 
sub-Saharan Africa, India, and China.

CLIP:
For example, Charles Lyell (1797–1875), a geologist, 
would observe layers of rock and argue that Earth’s 
surface must have changed gradually over long 
periods of time, such that it could not be only 6,000 
years old as the Young Earth interpretation in the 
Bible contends. 

SBert:
Around the same time in the United States, Franz 
Boas (1858–1942), widely regarded as the founder of 
American anthropology, developed the cultural 
relativistic approach: the view that cultures differ but 
are not better or worse than one another.

Figure 5: Selected image/caption samples and most relevant sentence predictions from Open Textbook dataset. We compare
our predictions with the ones from CLIP, SBert and demonstrate the advance of DocumentCLIP.

4.3. Zero-Shot Experiment Results
In this section, we gain further insights into the most

relevant sentence prediction on the Open Textbook dataset
via human evaluation. With the human evaluation, we access
whether our model could pick more relevant sentences than
CLIP [28] and SBert [30] in the zero-shot setting.

Here, we randomly select a set of 40 image/captions pairs
from 10 articles in Open Textbook dataset. We conduct
our evaluations on 75 workers from Amazon Mechanical
Turk4. The 40 questions in the questionnaire are shuffled
for each worker and it takes 40 minutes to complete on
average. We also add 3 attention questions to guarantee
the quality of the response. As for each question, they are
given a caption and image pair and asked to put the three
sentences in order of relevance to the Image/Caption pair
and the most relevant should be in the 1st place. Summary
of the evaluation are in Tab 6. The average rank of the
predictions from DocumentCLIP is 0.75, which is much
lower than SBert: 1.29 and CLIP: 1.13. In addition, 49%
of the samples have the DocumentCLIP in the 1st place and
only 18% of the samples have the DocumentCLIP in the
final place. Figure 5 demonstrate the advance of our model
to understand the intra-document multimodal interaction.

5. Related Work
Cross-modal research [10, 1, 9, 23, 44, 38, 36, 23, 20, 19,

21, 22, 18, 15] has recently received increasing attention as
a result of the advances in both computer vision and natu-
ral language processing. [6, 8, 45, 35] encode multimodal
features into a common embedding space in which instance

4https://www.mturk.com

similarity is measured by conventional cosine or Euclidean
distance. Recent state-of-the-art works [28, 13, 25, 33] em-
ploy pretraining methods, cross transformers and contrastive
learning algorithms to learn the correlation between different
modalities. Various pre-training objectives have also been
proposed over the years, and have progressively converged to
a few time-tested ones [38, 11, 14, 40, 42, 41, 43]. However,
the limitation is that they are trained to align short literal text
descriptions with images but fail to handle real-world media
such as news articles [19], Wikipedia pages [26], magazines,
product descriptions consisting of multiple sentences with
multiple images and layout information. Document structure
analysis models [5, 4, 37, 2] process pages one by one, but
the figures may relate to text located on other pages.

Different from existing methods, DocumentCLIP is not
only able to effectively process long text, but also understand
text-image interaction at the sentence-level in the document.

6. Conclusions
In this paper, we are the first to explore the sentence-

level multimodal intra-document links in vision-language
pretraining. We also introduce a novel contrastive learning
framework with layout information, multimodal interaction,
novel section encoding strategy, salience-aware contrastive
loss and hard negative samples. We also collect a large visual
document dataset from Wikipedia with 66k articles, 320k
images/caption pairs and various topics. Furthermore, our
proposed model DocumentCLIP achieves state-of-the-art per-
formance in both the supervised and zero-shot settings. We
hope this work paves the way for future studies in document
understanding and multi-modal alignment.
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