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We study non-interacting fermionic systems undergoing continuous monitoring and driven by
biased reservoirs. Averaging over the measurement outcomes, we derive exact formulas for the
particle and heat flows in the system. We show that these currents feature competing elastic and
inelastic components, which depend non-trivially on the monitoring strength γ. We highlight that
monitor-induced inelastic processes lead to non-reciprocal currents, allowing to extract work from
measurements without active feedback control. We illustrate our formalism with two distinct mon-
itoring schemes providing measurement-induced power or cooling. Optimal performances are found
for values of the monitoring strength γ which are hard to address with perturbative approaches.

Introduction – Non-unitary dynamics in quantum sys-
tems stems from interactions with the environment [1–
4], which induce dissipation and usually suppress quan-
tum coherence [5, 6]. Nonetheless, non-unitary evolu-
tion caused by engineered dissipation [7–11] or measure-
ments [12, 13] can stabilize target quantum states, many-
body correlations [14–23] and exotic entanglement dy-
namics [24–31].

Of particular interest are the effects of non-unitarity on
quantum transport. Environment-assisted processes can
drive currents in coherent systems [32–42] and the impact
of losses [41, 43–51] is investigated in quantum simula-
tors [22, 23, 37, 40]. Work extraction from dissipative
environments [52, 53] or active monitoring [54–61] may
use quantum effects at the nanoscale to break the oper-
ational limits imposed by classical thermodynamics [62].

Quantum devices are usually driven by thermody-
namic baths, whose large number of degrees of freedom
challenges exact numerical [63] and analytical [64–67] ap-
proaches, especially to capture the long-time or station-
ary dynamics of monitored or open settings. Local mas-
ter equation approaches, based on weak coupling assump-
tions, may miss interesting effects [68] or imply apparent
violations of the second law of thermodynamics [69–72].

In this work, we derive exact formulas for the parti-
cle and heat currents driven by continuous monitoring
of a single-particle observable O and biased reservoirs in
free fermion systems. We exploit an exact self-consistent
Born scheme for 2-point correlation functions [73, 74] and
rely on a generalized Meir-Wingreen’s approach [49, 75]
to account for biased reservoirs. Our main result is for-
mula (5), which offers a simple and exact tool to address
novel quantum transport phenomena in coherent systems
under continuous monitoring.

We provide two illustrations of our approach show-
ing monitor-assisted non-reciprocal effects in quantum
systems. We consider first the continuous monitor-
ing of a single level (Fig. 1). Under generic assump-
tions, we find that monitoring triggers a non-reciprocal
current between reservoirs without external bias, and

thus generates power. We then show that monitor-
ing cross-correlations between two sites (Fig. 2) enables
quantum measurement cooling [76]. For both cases,
we highlight non-trivial dependencies on the measure-
ment strength γ, showcased by peaks of performances
in regimes which are not encompassed by perturbative
approaches. We also stress that the measurement-based
engines described here do not rely on feedback-loops or
Maxwell’s demons [54–61].
Derivation of monitored currents – For simplicity, we

consider 2-terminal setups [77] described by Hamiltoni-
ans of form H = Hres +HT +Hsys. Left and right (r =

L/R) reservoirs are ruled by Hres =
∑
r,k εr,kc

†
r,kcr,k,

where ck,r annihilates fermions of the reservoir r in
mode k of energy εr,k. Both reservoirs are in ther-
mal equilibrium, with chemical potential µr, tempera-
ture Tr, and mode occupation obeying Fermi’s distribu-
tion fr(ε) = [e(ε−µr)/Tr + 1]−1. Free fermions in the

system are described by Hsys =
∑
i,j d

†
ihijdj , where

hij is a single-particle Hamiltonian with labels i, j re-
ferring to internal degrees of freedom (orbitals, spin. . . ).
The coupling between system and reservoirs reads HT =∑
r,k,i tr,kic

†
r,kdi+H.c., where tr,ki are tunnel amplitudes.

When an observable of the system O is continuously
monitored with strength γ, the averaged dynamics of the
system density matrix ρ obeys Lindblad’s equation ∂tρ =
−i[H, ρ] +D[ρ], where (~ = e = kB = 1) [78–80]

D[ρ] = γ
(
2OρO −

{
O2, ρ

})
. (1)

We are interested in the particle (ζ = 0) and heat (ζ = 1)
currents flowing into a reservoir r, which read

Jζr = i
∑
k,i

(εr,k − µr)ζ
[
t∗r,ki〈d

†
i cr,k〉 − tr,ki〈c

†
r,kdi 〉

]
. (2)

When single-particle observables O =
∑
ij d
†
iOijdj are

monitored, calculating Eq. (2) becomes a difficult task,
since Eq. (1) is non-quadratic. Even though, for quadratic
Hamiltonians, correlation functions obey closed systems
of equations [81–83], efficient numerical calculations can
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be performed only for finite systems [74, 84, 85]. We show
now that analytical solutions can be obtained with infi-
nite reservoirs thanks to the validity of the self-consistent
Born scheme for 2-point correlation functions, exten-
sively discussed in Refs. [73, 74] and in the Supplemental
Material (SM) [86].

We consider the retarded, advanced, and Keldysh
Green’s functions: GRij(t, t′) = −iθ(t− t′)〈{di (t), d

†
j(t
′)}〉,

GAij(t, t′) = [GRji(t′, t)]∗ and GKij (t, t′) = −i〈[di (t), d
†
j(t
′)]〉,

that we collect in the matrix G =
( GR GK

0 GA

)
[87]. The ma-

trix G obeys Dyson’s equation G−1 = G−1
0 −Σ, where G0

is the Green’s function of the isolated system (tr,ki = γ =
0) and Σ is the self-energy, encoding the effects of reser-
voirs and monitoring. The contribution of the reservoir
r to Σ is obtained by integration of the modes cr,k. In
frequency space, Σr,ij(ω) =

∑
k t
∗
r,kitr,kjCr,k(ω), where

Cr,k is the Green’s functions of the reservoir. Particle ex-
change with the system is described by the hybridization
matrix Γr(ω) = [ΣAr (ω) − ΣRr (ω)]/2 [88]. The Keldysh
component ΣKr (ω) = −2iΓr(ω) tanh[(ω−µr)/2Tr] carries
information about the equilibrium state of the reservoirs.

Monitoring contributes to the self-energy following the
self-consistent Born scheme [73, 74], which involves the
full Green’s matrix G, including baths and monitoring:

Σγ
ij(ω) = 2γ

∑
pq

OipGpq(t, t)Oqj . (3)

To derive the retarded and advanced components of Σγ ,

we exploit the prescription GR/Aij (t, t) = ∓iδij/2 [87],

and obtain [GR/A]−1
ij (ω) = ω − hij −

∑
r Σ

R/A
r,ij (ω) ±

iγ
∑
pOipOpj . In this expression, monitoring appears as

a frequency-independent life-time γ
∑
pOipOpj , in anal-

ogy with single-particle gains or losses [37, 40, 41, 47–51].
The difference between monitoring and losses ap-

pears in the Keldysh component of Eq. (3). Inserting

GKij (t, t) = 2i〈d†jdi 〉 − iδij [89] and inverting the Dyson
equation, one finds a self-consistent equation for the cor-
relation matrix Dij = 〈d†jdi 〉

D =

∫
dω

π
GR(ω)

[∑
r

fr(ω)Γr(ω) + γODO

]
GA(ω) .

(4)
The solution of Eq. (4) completes the full derivation of

the Green’s function G. The knowledge of G is sufficient
to derive currents [49, 75]. After straightforward alge-
bra, detailed in the SM [86], we find closed, exact and
non-perturbative expressions for the particle and heat
currents:

Jζr =
2

π

∫
dω (ω − µr)ζ (fr̄ − fr) tr

[
ΓrGRΓr̄GA

]
elastic

+ γ
2

π

∫
dω (ω − µr)ζ tr

[
ΓrGRO (D − fr1)OGA

]
inelastic

. (5)

with r̄ = R if r = L and viceversa. This expression
is the main result of our work. It allows us to draw
general conclusions on monitor-assisted transport and,
combined with Eq. (4), can be directly applied to all
settings described by Lindbladians of the form (1).

Equation (5) appears as a sum of two distinct terms.
The first term reproduces the Landauer-Büttiker for-
mula for currents in non-interacting systems [88, 90]. It
describes the energy-preserving transfer of particles be-
tween reservoirs at energy ω with transmission proba-
bility T (ω) = 4tr

[
ΓrGRΓr̄GA

]
. As T (ω) depends on

GR/A, where measurements only contribute to reducing
life-times, monitoring affects elastic transport exactly as
single-particle gains or losses [37, 40, 41, 47–51].

The second term in Eq. (5) is controlled by monitor-
ing. The implicit dependence of the correlation matrix D
on additional energy integrals, see Eq. (4), indicates that
measurements inelastically add or subtract energy to par-
ticles in the system. A rough inspection of Eq. (5) shows
that the inelastic contribution has a peak as function
of the observation rate γ, interpolating between a linear
growth for small γ and a γ−1 decay in the strong measure-
ment limit, as GR/A ∝ γ−1 for γ → ∞, see Figs. 1b-2c.
Position and strength of this maximum depend on the de-
tails of the problem, but it is generally expected for values
of γ comparable to the spectral width of the system and
its coupling strength to the baths. These maxima are out
of reach in perturbative approaches. Importantly, the in-
elastic current is not directly proportional to fL−fR, and
can thus be finite even without a bias. This mechanism
describes the generation of non-reciprocal currents from
measurement and can be exploited for work generation.

We provide below explicit illustrations of these consid-
erations on two different monitor-assisted devices.

Monitored density engine – We first consider a mon-
itored setting, sketched in Fig. 1, where a single level of
energy εd, described by the Hamiltonian Hsys = εd d

†d,
evolves under the continuous measurement of its occupa-
tion, associated with the operator O = n = d†d. Solving
Eq. (4) gives the occupation of the level

〈n〉 =

∫
dωA(ω)[fL(ω)PL(ω) + fR(ω)PR(ω)]∫

dωA(ω)[PL(ω) + PR(ω)]
, (6)

where A(ω) = −Im[GRdd(ω)]/π = 1
π

ΓL+ΓR+γ
|ω−εd−ΣL−ΣR+iγ|2 is

the spectral function of the level. We have introduced
the quantity Pr(ω) = Γr/[ΓL + ΓR + γ], which highlights
the non-equilibrium effects of monitoring. For instance,
in the unbiased case (fL,R = f), the absence of dephasing
(γ = 0) is needed to recover PR + PL = 1 and the stan-
dard equilibrium expression 〈n〉eq =

∫
dωA(ω)f(ω) [91].

Injecting Eq. (6) in Eq. (5), we obtain the particle current
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Figure 1. a) Monitored level of energy εd, coupled to left and right reservoirs with asymmetric hybridization functions ΓL(ω) 6=
ΓR(ω). The level occupation is measured with strength γ, providing the inelastic mechanism promoting particles from energy
ω1 to ω2 and inducing a current against the bias (arrows). The blue-shaded areas correspond to the finite-temperature Fermi
distributions of the reservoirs. For all plots, we use the two-filter model discussed in the main text, with εR = 1.48t = −εL, ∆ =
0.55t, which we found to maximize the unbiased particle current at µL,R = TL,R = 0. b) Peaked structure of the unbiased
particle current as a function of the measurement strength γ for varying εd. Inset: The unbiased current decays monotonously
for increasing temperatures (γ = 1). c) Differential conductance G as a function of the chemical potential µ at T = 0 for
increasing γ. The measurement suppresses the resonance associated to the single level and favors those from the filters, as
highlighted by arrows. d) Electric power as function of a symmetric bias µR − µL around µ = 0, for different values of γ.
Dashed lines correspond to linear response calculations.

J0 = J0
R = −J0

L flowing through the system

J0 = 2

∫
dωA ΓLΓR

ΓL + ΓR + γ
(fL − fR) (7)

+
2γ∫

dωA (PL + PR)

∫
dωdω′A A′PLP ′R

(
fL − f ′R

)
,

where we omit all frequency dependency for compactness
and use the shorthand notation f ′ = f(ω′).

The first term reproduces the well-known expression
of the current flowing through a Breit-Wigner reso-
nance [92, 93], with an additional suppression controlled
by the monitoring rate γ.

The inspection of the inelastic term in Eq. (7) directly
shows that even without bias (µL,R = µ, TR,L = T ),
monitoring can trigger the flow of a finite, non-reciprocal
current through the system. This non-reciprocal current
is finite provided that at least one of the hybridization
functions ΓL/R depends on energy, and that mirror and
particle-hole symmetry are simultaneously broken [94–
96]. Such conditions are satisfied when ΓL 6= ΓR and at
least one function among A or ΓL/R is not symmetric
around the chemical potential µ. The mechanism gen-
erating this current is sketched in Fig. 1a: electrons at
energy ω1 are emitted from one reservoir onto the level
and the measurement provides the energy for the elec-
tron to exit into an empty state of the other reservoir
at energy ω2. The fact that the injection and emission
rates depend asymmetrically on energy allows the gener-
ation of the current. The emergence of a non-reciprocal
current can be also understood based on the fact that
averaging over the measurement outcomes is equivalent,
in this specific case, to coupling the system to an infinite-
temperature bosonic bath (see SM [86]), which induces a

thermoelectric flow in the system if mirror and particle-
hole symmetry are broken [97–99].

Figure 1b shows that the inelastic current displays
the aforementioned peak as a function of the measure-
ment strength γ at zero bias δµ = µL − µR = 0.
For all numerical applications, we consider a minimal
model where the level is coupled to two metallic reser-
voirs via two energy filters of energy εL/R. In this case,
ΣRr (ω) = t2/(ω− εr + i∆), where t is the level-filter tun-
nel coupling and ∆ the hybridization constant of the filter
with the reservoirs, see SM [86]. The resulting hybridiza-
tion function Γr(ω) = −ImΣRr (ω) is peaked around εr, as
sketched in Fig. 1a. We have found the maximum non-
reciprocal current for γ ' t – that is out of weak coupling
(γ � t) – when εd = 0 and when mirror and particle-
hole symmetry are broken by antisymmetric reservoirs
with εL = −εR. The peak roughly follows εd and is sup-
pressed by finite temperatures, see inset of Fig. 1b. Sim-
ilar non-reciprocal effects and peaks were also discussed,
from a real-time perspective, in Refs. [38, 39].

Figure 1c shows the differential conductance G =
∂J0/∂δµ|δµ=0 for the same system. G also features elas-
tic and inelastic contributions [100, 101], scaling differ-
ently with γ. For small rates, the elastic term dominates,
showing as many peaks as resonances in the system –
three in the application of Fig. 1. Because of the fact that
only the central level is monitored, increasing γ strongly
suppresses its associated resonance, while spectral weight
is transferred to the filters (arrows in Fig. 1c). Conse-
quently, for intermediate monitoring strengths γ ' t, the
conductance actually increases out of resonance (µ 6= 0),
before being also suppressed in the γ � t limit.

The fact that monitoring generates currents at zero
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Figure 2. a) Two-level system under continuous monitoring of its cross-correlations, coupled to a left (hot) and right (cold)
reservoir. For applications, we consider the same filters as in Fig. 1, aligned with the levels εL/R. b) Parameter region where
a reservoir at a temperature TR = t can be cooled by measurement for different values of γ and ∆ = 0.5t. The range of
parameters for which quantum measurement cooling is possible reduces by increasing γ. The black dot corresponds to εL = 10t
and εR = 3t, where panels (c) and (d) are derived. c) Heat flowing into the right reservoirs for increasing temperature bias
TL > TR. Quantum measurement cooling (QmC) occurs in the colored region and below some critical temperature bias. d)
Parametric plot of the coefficient of performance (COP) of QmC. Curves are obtained by varying the measurement strength γ.

bias, implies that they can flow against externally im-
posed biases to generate work. We consider here the
generated power P = δµ · J0 and show the importance
of non-perturbative and out-of-equilibrium effects on this
quantity. In linear response, J0 ' J0|δµ=0 − δµG, and
the power has a parabolic dependence on δµ, with a max-
imum Pmax = J0|2δµ=0/2G and a change of sign at the

stopping voltage δµstop = J0|δµ=0/G. Figure 1d shows
that the maximum power generation is found for moni-
toring of strength γ > t, that is out of the weak coupling
regime. Moreover, we find that non-equilibrium effects
associated to strongly biased reservoirs cannot be ne-
glected. They can be exactly derived via Eq. (7), and the
dashed lines in Fig. 1d clearly show that linear-response
greatly overestimates Pmax and δµstop when γ ' t.
Quantum measurement cooling – We consider two in-

dependent sites Hsys = εLd
†
LdL + εRd

†
RdR that are cou-

pled via the monitoring process, Oij = δiLδjR + δiRδjL,
see Fig. 2a. This process can be in principle realized
by adding an interferometer measuring cross-correlations
between the two sites [102, 103]. Also in this case,
we rely on Eq. (4) to find the occupation of the levels
〈nr〉 =

〈
d†rdr

〉
〈nr〉 =

∫
dω
[
fr̄Pr̄Ar̄ +

(
1−

∫
dω′P ′r̄A′r̄

)
frPrAr

]∑
r′

∫
dωPr′Ar′ −

∏
r′

∫
dωPr′Ar′

, (8)

with modified notation Pr = Γr/(Γr + γ) and spectral
functions Ar(ω) = −ImGRrr/π = 1

π
Γr+γ

|ω−εr−Σr+iγ|2 .

Because of the absence of coherent hopping between

sites, GR/ALR = 0 and only the inelastic component of the
currents in Eq. (5) is finite, for which the knowledge of
Eq. (8) is needed. We are interested in exact expressions
for quantum measurement cooling (QmC) [76], we thus
consider the heat current flowing in the right reservoir

J1
R =

2γ

N

∫
dωdω′(ω − µR)ARPR

[
A′LP ′L (f ′L − fR)

+
(

1−
∫
dω′′A′′LP ′′L

)
A′RP ′R (f ′R − fR)

]
, (9)

where N is the denominator appearing in Eq. (8). To get
physical insight on the physical requirements for QmC
and the multiple processes described by Eq. (9), we first
inspect the γ → 0 limit. To leading order in γ, one can
approximate Pr = 1 and only the first term in Eq. (9)
remains. It can be cast in the compact form

J1
R =2γ

∫
dω (ω − µR)AR(ω)

[
〈nL〉 − fR(ω)

]
. (10)

If we further approximate the spectral function by
AR(ω) = δ(ω − εR), we get J1

R = 2γ(εR − µR)(〈nL〉 −
〈nR〉). This expression makes explicit that the heat flow
in the right reservoir is controlled by the position of the
right level with respect to the chemical potential and the
difference of occupation with respect to the left level.
The condition for cooling the right reservoir is J1

R < 0.
In the absence of bias, such condition requires µR ≶ εR
and εL ≶ εR, as sketched in Fig. 2a. Analogous condi-
tions were found to achieve cooling by heating [104, 105],
where the role of measurement is played by a third hot
reservoir. The second term in Eq. (9) acts at order γ2

and describes the reinjection of heat in the right reservoir
by particles hopping back and forth to the left level via
the monitoring process.

In Figure 2, we explore QmC and its performances also
for strong temperature biases and large values of γ. For
numerical applications, we consider µL/R = 0 and take
the same hybridization functions Γr(ω) than in the previ-
ous section, with peaks aligned with εr. Figure 2b shows
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the regions where QmC occurs, in the absence of bias and
for increasing monitoring strength γ. QmC indeed occurs
when εL ≶ εR ≶ 0. Nonetheless, the parameter region
for QmC shrinks the larger the monitoring strength γ, re-
flecting the fact that more heat is injected in both reser-
voirs the stronger the measurement process is. Fig. 2c
shows the behavior of J1

R for increasing temperature bi-
ases as function of γ. Exactly as the non-reciprocal cur-
rent discussed in the previous section (Fig. 1b), the heat
current shows a peak for γ ≈ t. However, increasing the
temperature bias leads to a change of sign of the heat
current, signaling that the left reservoir is hot enough to
heat the right one.

We conclude this study by discussing the efficiency of
this process, which is characterized by the coefficient of
performance, COP = |J1

R/(J
1
R + J1

L)|, which measures
how much heat can be extracted from monitoring [106].
We depict the COP in Fig. 2d as a parametric plot on
the rate γ. For fixed temperatures in the reservoirs, the
maximum COP is found near the critical measurement
strength γ at which the heat flow changes sign in Fig. 2c.
This monitoring strength is also of order t and is not
encompassed by the weak coupling limit.

Conclusions – We have derived exact and analytic ex-
pressions for the particle and heat currents flowing in a
large class of monitored systems. These formulas were
applied to investigate power harvesting and cooling as-
sisted by measurements. In particular, we have found
current peaks as a function of the measurement strength
γ out of the weak-coupling limit (Figs. 1b-2c). These
peaks are clear features that could favor their observation
in experiments. Our results can be readily generalized to
different monitored setups and pave the way to the inves-
tigation of unexplored regimes which are not captured by
standard, perturbative approaches. We have shown that
these regimes are important, as they manifest the best
performances in terms of power generation and quantum
measurement cooling.

On a more fundamental level, we have provided ex-
act expressions for quantum transport in the presence
of non-elastic effects caused by monitoring. It would be
of great interest to establish in the future whether for-
mulas like Eq. (5) also apply for interacting quantum
impurity models driven out of equilibrium, and/or for
systems coupled to bosonic baths at finite or even zero
temperature [42, 107–110].
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[15] H. P. Lüschen, P. Bordia, S. S. Hodgman, M. Schreiber,
S. Sarkar, A. J. Daley, M. H. Fischer, E. Altman,
I. Bloch, and U. Schneider, Phys. Rev. X 7, 011034
(2017).

[16] T. Tomita, S. Nakajima, I. Danshita, Y. Takasu, and
Y. Takahashi, Science advances 3, e1701513 (2017).

[17] M. Fitzpatrick, N. M. Sundaresan, A. C. Y. Li, J. Koch,
and A. A. Houck, Phys. Rev. X 7, 011016 (2017).

[18] R. Ma, B. Saxberg, C. Owens, N. Leung, Y. Lu, J. Si-
mon, and D. I. Schuster, Nature 566, 51 (2019).

[19] K. Yamamoto, M. Nakagawa, N. Tsuji, M. Ueda, and
N. Kawakami, Phys. Rev. Lett. 127, 055301 (2021).

[20] N. Dogra, M. Landini, K. Kroeger, L. Hruby, T. Donner,
and T. Esslinger, Science 366, 1496 (2019).

[21] F. Ferri, R. Rosa-Medina, F. Finger, N. Dogra, M. Sori-
ente, O. Zilberberg, T. Donner, and T. Esslinger, Phys.
Rev. X 11, 041046 (2021).

[22] N. Syassen, D. M. Bauer, M. Lettner, T. Volz, D. Dietze,
J. J. Garcia-Ripoll, J. I. Cirac, G. Rempe, and S. Durr,
Science 320, 1329 (2008).

[23] K. Sponselee, L. Freystatzky, B. Abeln, M. Diem,
B. Hundt, A. Kochanke, T. Ponath, B. Santra,
L. Mathey, K. Sengstock, and C. Becker, Quantum Sci-
ence and Technology 4, 014002 (2018).

[24] B. Skinner, J. Ruhman, and A. Nahum, Phys. Rev. X
9, 031009 (2019).

[25] Y. Li, X. Chen, and M. P. A. Fisher, Phys. Rev. B 98,
205136 (2018).

[26] S. Choi, Y. Bao, X.-L. Qi, and E. Altman, Phys. Rev.

https://www.sciencedirect.com/science/article/pii/S0003491600960172
https://www.sciencedirect.com/science/article/pii/S0003491600960172
https://doi.org/https://doi.org/10.1016/0378-4371(83)90013-4
https://doi.org/https://doi.org/10.1016/0378-4371(83)90013-4
https://link.springer.com/book/9783540223016
https://link.springer.com/book/9783540223016
https://link.springer.com/book/9783540223016
https://doi.org/10.1103/RevModPhys.82.1155
https://doi.org/10.1103/PhysRevA.31.2403
https://doi.org/10.1103/PhysRevA.31.2403
https://doi.org/10.1103/RevModPhys.75.715
https://doi.org/10.1103/PhysRevLett.77.4728
https://doi.org/10.1103/PhysRevLett.77.4728
https://doi.org/10.1016/B978-0-12-396482-3.00001-6
https://doi.org/10.1016/B978-0-12-396482-3.00001-6
https://www.nature.com/articles/s41586-020-2587-z
https://www.nature.com/articles/s41567-020-0824-x
https://doi.org/10.1103/PhysRevLett.109.045302
http://arxiv.org/abs/quant-ph/9705052
http://arxiv.org/abs/quant-ph/9705052
https://ieeexplore.ieee.org/abstract/document/681315
https://ieeexplore.ieee.org/abstract/document/681315
https://link.aps.org/doi/10.1103/PhysRevLett.110.035302
https://link.aps.org/doi/10.1103/PhysRevLett.110.035302
https://doi.org/10.1103/PhysRevX.7.011034
https://doi.org/10.1103/PhysRevX.7.011034
https://www.science.org/doi/10.1126/sciadv.1701513
https://doi.org/10.1103/PhysRevX.7.011016
https://www.nature.com/articles/s41586-019-0897-9
https://link.aps.org/doi/10.1103/PhysRevLett.127.055301
https://www.science.org/doi/10.1126/science.aaw4465
https://link.aps.org/doi/10.1103/PhysRevX.11.041046
https://link.aps.org/doi/10.1103/PhysRevX.11.041046
https://www.science.org/doi/full/10.1126/science.1155309
https://doi.org/10.1088/2058-9565/aadccd
https://doi.org/10.1088/2058-9565/aadccd
https://doi.org/10.1103/PhysRevX.9.031009
https://doi.org/10.1103/PhysRevX.9.031009
https://doi.org/10.1103/PhysRevB.98.205136
https://doi.org/10.1103/PhysRevB.98.205136
https://link.aps.org/doi/10.1103/PhysRevLett.125.030505


6

Lett. 125, 030505 (2020).
[27] M. J. Gullans and D. A. Huse, Phys. Rev. X 10, 041020

(2020).
[28] O. Alberton, M. Buchhold, and S. Diehl, Phys. Rev.

Lett. 126, 170602 (2021).
[29] T. Müller, S. Diehl, and M. Buchhold, Physical Review

Letters 128, 010605 (2022).
[30] J. C. Hoke, M. Ippoliti, D. Abanin, R. Acharya, M. Ans-

mann, F. Arute, K. Arya, A. Asfaw, J. Atalaya, J. C.
Bardin, et al., arXiv:2303.04792 (2023).
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and J. P. Pekola, Rev. Mod. Phys. 78, 217 (2006).

[53] G. Benenti, G. Casati, K. Saito, and R. S. Whitney,
Physics Reports 694, 1 (2017).

[54] C. Elouard, D. Herrera-Mart́ı, B. Huard, and
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Supplemental Material of “Exact description of transport and
non-reciprocity in monitored quantum devices”

In this Supplemental Material, we recall how averaging over the results of weak measurements of an operator O leads to
the Lindblad dynamics described by Eq. (1) in the main text. We then derive explicitly the contributions to the self-energy Σ
coming from non-interacting reservoirs with energy filters, used for numerical applications in the main text, and, in particular,
from monitoring – Eq. (3) in the main text. We provide details about the derivation of the self-consistent formula for the
correlation matrix D – Eq. (4) in the main text – and the exact expressions for the particle and heat currents – Eq. (5) in
the main text. We then establish the equivalence between the Lindblad dynamics induced by averaged measurements of the
operator O and the coupling of the operator O to a bosonic bath at infinite temperature and large chemical potential.

LINDBLAD DYNAMICS INDUCED IN AVERAGE BY CONTINUOUS MONITORING

Continuous weak monitoring

In this section, we briefly discuss how the Lindbladian in Eq. (1) of the main text originates from an evolution

under continuous measurement of the operator O =
∑
ij d
†
iOijdj with O∗ij = Oji. The associated monitored dynamics

of the quantum state is described by a stochastic Schrödinger equation. Taking the Itō prescription, the infinitesimal
increment of the wave-function d|ψt〉 = |ψt+dt〉 − |ψt〉 obeys [79]

d |ψt〉 =
[
−iH− γ (O − 〈O〉t)

2
]
|ψt〉 dt+

√
2γ (O − 〈O〉t) |ψt〉 dBt , (S1)

where H is the Hamiltonian of the system, 〈O〉t = 〈ψt|O|ψt〉 and γ is the measurement strength. The quantity dBt is
the increment of a stochastic Wiener process Bt, which, according to Itō rules [111], behaves in average as E[dBt] = 0
and dB2

t = dt. The equation ruling the dynamics of the mean density matrix ρt = E [|ψt〉 〈ψt|] is then obtained by
averaging over all measurement outcomes and over the noise realizations Bt. It satisfies the differential equation

dρt = E [(d |ψt〉) 〈ψt|+ |ψt〉 (d 〈ψt|) + (d |ψt〉)(d 〈ψt|)] (S2)

= E
[
−i[H, |ψt〉 〈ψt|]dt− γ[O, [O, |ψt〉 〈ψt|]]dt+

√
2γ{O − 〈O〉t, |ψt〉 〈ψt|}dBt

]
(S3)

= −i[H, ρt]dt− γ[O, [O, ρt]]dt , (S4)

where we have neglected all terms of order dBtdt and dt2 and used the Itō rules dB2
t = dt and E[dBt] = 0.

Importantly, we see that the second term in Equation S4 involves a double commutator, which reproduces the
Lindblad form D[ρ] = γ(2OρO − {O2, ρ}), see also Eq. (1) in the main text. Since we consider observables O and
Hamiltonians H that are quadratic in the creation and annihilation operators, on average, the contribution of the
measurements to the evolution equation of n-point correlators close on themselves.

We illustrate this last point on the two-point function Gk,l(t) = 〈dkd
†
l 〉t = tr[ρtdkd

†
l ]. If we suppose a quadratic

Hamiltonian of the form H =
∑
i,j d

†
ihijdj , thanks to the cyclic properties of the trace, one finds that the time

evolution of the correlation function G is ruled by the differential equation

d

dt
Gk,l(t) =

d

dt
〈dkd

†
l 〉t = i〈[H, dkd

†
l ]〉t − γ〈[O, [O, dkd

†
l ]]〉t . (S5)

Since both the operators H and O are quadratic in the creation and annihilation operators d and d†, the commutators
also generate quadratic operators. As a consequence, one can write down a closed system of equations for the elements
of the correlation matrix G:

d

dt
G(t) = −i[h,G(t)]− γ[O, [O,G(t)]]. (S6)

Such considerations extend to any n-point correlation function.
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Equivalence to averaged evolution of a quantum stochastic Hamiltonian

Alternatively, the averaged evolution equation (S4) can also be generated by the quantum stochastic Hamiltonian
(QSH):

dHt =
√

2γOdBt, (S7)

where Bt is the same Wiener process as above. The infinitesimal evolution of the wave-function is unitary and reads

|ψt+dt〉 = e−iHdt−idHt |ψt〉 =⇒ d|ψt〉 = −i(H+ dHt)dt|ψt〉 − γO2dt|ψt〉 , (S8)

where we have again discarded terms of order dBtdt and dt2 and applied dB2
t = dt. The infinitesimal evolution

generated by this term on the density matrix ρt = E [|ψt〉 〈ψt|] reads

dρt = −i[H, ρt]dt−
1

2
[dHt, [dHt, ρt]] = −i[H, ρt]dt− γ[O, [O, ρt]]dt, (S9)

where we have again made use of the fact that E[dBt] = 0 and which coincides with Eq. (S4).
If we are only interested in the average evolution of the density matrix, it is advantageous to use the unraveling

in terms of QSHs. Indeed, for this procedure, the evolution at the stochastic level is both unitary and quadratic in
fermionic creation and annihilation operators, meaning that Gaussian states are preserved under evolution. Addition-
ally, the equations of motion remain linear at the stochastic level - differently from the monitored case.

Note however that, despite these advantages, the inclusion of thermal baths with finite memory time is still chal-
lenging, as it will render the equations of motion non-local in time. An additional powerful property of QSHs for that
matter is that, at the field theory level, the self-consistent Born approximate (SCBA) is exact for QSHs [49, 73]. This
allows to express all observables of interest in a closed-form even in the presence of thermal baths as we will discuss
in Section .

SELF-ENERGY OF THE SYSTEM: RESERVOIRS AND MONITORING CONTRIBUTIONS

We recall that we consider density matrices ρ evolving according to the Lindblad equation

∂tρ = −i [H, ρ] + γ
(
2OρO − {O2, ρ}

)
, (S10)

where O =
∑
ij d
†
iOijdj is the monitored single particle operator. The Hamiltonian describes a system tunnel coupled

to reservoirs in the generic form H = Hres +HT +Hsys, with

H =
∑

k,r=L,R

εr,kc
†
r,kcr,k

Reservoir

+
∑

k,i,r=L/R

[
tr,kic

†
r,kdi + t∗r,kid

†
i cr,k

]
Tunnel Coupling

+
∑
i,j

d†ihijdj

System

, (S11)

where cr,k destroys electrons in the mode k of the left (r = L) or right (r = R) reservoir and {d†i , di} forms a complete,
ortho-normal set of single-electron creation and annihilation operators acting on the system.

To derive the self-energies associated to reservoirs and monitoring, we rely on the Keldysh path-integral formal-
ism [87], which can be extended to dissipative systems [66]. In this formalism, the partition function of the system
Z = tr[ρ(t)] is expressed in the form

Z =

∫
D
[
c̄, c, d̄, d

]
eiS[c̄,c,d̄,d] , (S12)

where
[
c̄, c, d̄, d

]
is a set of Grassmann variables on the Keldysh contour corresponding to the creation and annihilation

operators in Eq. (S11). The action S corresponding to Eq. (S10) has a unitary and a dissipative component S =
SU + SD. We adopt Larkin-Ovchinnikov’s convention [112] for generic Grassman variables ψ

ψ1 =
ψ+ + ψ−√

2
, ψ2 =

ψ+ − ψ−√
2

, ψ̄1 =
ψ̄+ − ψ̄−√

2
, ψ̄2 =

ψ̄+ + ψ̄−√
2

. (S13)
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In this convention, the unitary action corresponding to the Hamiltonian (S11) reads, in frequency space,

SU =

∫
dω

2π

∑
k,r

c̄r,k(ω)C−1
r,k(ω)cr,k(ω)−

∑
r,ki

[
tr,ki c̄r,k(ω) · di (ω) + t∗r,ki d̄i (ω) · cr,k(ω)

]
+
∑
ij

d̄i(ω)G−1
0,ij(ω)dj(ω)

 ,
(S14)

where we used the shorthand vector notation c̄ = (c̄1 c̄2), c = (c1 c2)T and analogous for d and d̄. The Green’s
functions have a retarded, advanced and Keldysh component

G =

(
GR GK
0 GA

)
. (S15)

In the case of the action (S14), the inverse of the Green’s function of the reservoirs and system read, respectively,

C−1
r,k(ω) =

[
ω − εr,k + i0+ 2iπ0+ tanh

[
ω−µr

2Tr

]
0 ω − εr,k − i0+

]
, G−1

0,ij(ω) =

[
ω − hij + i0+ 0

0 ω − hij − i0+

]
, (S16)

where the infinitesimal Keldysh component of G0 can be safely ignored, being regularized by the integration of the
reservoirs, see Section .

The dissipative contribution of the action is instead diagonal in time and reads

SD = iγ

∫
dt
∑
ijkl

OijOkl

[
d̄1
i (t)d

1
j (t)d̄

1
k(t)d1

l (t) + 2d̄1
i (t)d

1
j (t)d̄

2
k(t)d2

l (t) + d̄2
i (t)d

2
j (t)d̄

2
k(t)d2

l (t)
]
. (S17)

This action can be derived by averaging over the quantum stochastic unitary dynamics, see Section .
Both the presence of reservoirs and monitoring modify the Green’s functions of the system G through a self-energy

Σ, according to the Dyson equation

G =
[
G−1

0 −Σ
]−1

. (S18)

We proceed with the calculation of such contributions below.

Self-energy with generic reservoirs and explicit expression with energy filters

The contribution to the self-energy due to the presence of reservoirs, ΣL/R, can be obtained by Gaussian integration
of the reservoirs, namely of the fields cr,k and c̄r,k in the action (S14). Completing the square in Eq. (S14), one finds
the self-energy associated to generic reservoirs reported in the main text

Σr,ij(ω) =
∑
k

t∗r,kitr,kjCr,k(ω) =
∑
k

t∗r,kitr,kj

[
1

ω−εr,k+i0+ −2iπδ(ω − εr,k) tanh
(
ω−µr

2Tr

)
0 1

ω−εr,k−i0+

]
. (S19)

We derive an explicit expression of this self-energy for the numerical applications used in the main text. The
simplest way to obtain an explicit form of a frequency-dependent hybridization function Γr(ω) consists in considering
the reservoirs as a lead with a constant density of states ν0, which is coupled to the system via an energy filter of
energy εr, see sketches in Fig. S1. We also neglect all energy dependence of the tunnel amplitudes. The Hamiltonians
describing this situation, and which are used for the two numerical applications in the main text, read

H1 =
∑
r,k

[
εr,kc

†
r,kcr,k + τ

(
c†r,kcr + c†rcr,k

)]
+
∑
r

εrc
†
rcr + t

∑
r

[
c†rd+ d†cr

]
+ εdd

†d , (S20)

H2 =
∑
r,k

[
εr,kc

†
r,kcr,k + τ

(
c†r,kcr + c†rcr,k

)]
+ t
∑
r

[
c†rdr + d†rcr

]
+
∑
r

εr

[
c†rcr + d†rdr

]
, (S21)

where the operators cr and c†r act on the filters and where we have also made explicit, in H2, that filters and levels
have the same energy εr. This is the assumption used in the numerical applications of the main text in the context
of quantum measurement cooling, but it is not necessary at all for the following discussion.
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Figure S1. Schematic representation of the systems described by the Hamiltonians (S20) and (S21), used for numerical
applications concerning a) Monitored density engine and b) Quantum measurement cooling in the main text, respectively.
Each reservoir is tunnel coupled to a single level through a constant tunnel coupling τ . These levels act as energy filters, which
are in turn coupled to the system via a tunneling strength t.

Switching back to the field theory language, we proceed now with the integration of all the fields (c, c̄), associated
with the reservoirs. We start with those with labels (r, k), corresponding to a metallic lead with a constant density
of states ν0. Focusing on the case of H1 in Eq. (S20), their integration leads to a self-energy contribution of the
form (S19) to the energy-filters (cr, c̄r), which leads to a Keldysh action of the form

S1 =

∫
dω

2π

{∑
r

c̄r(ω)

[
ω − εr + i∆ 2i∆ tanh

(
ω−µr

2Tr

)
0 ω − εr − i∆

]
cr(ω)

−t
∑
r

[
c̄r(ω) · d(ω) + d̄(ω) · cr(ω)

]
+ d̄(ω)

[
ω − εd 0

0 ω − εd

]
d(ω)

}
, (S22)

where ∆ = πν0τ
2 is the standard expression of the hybridization constant for a single level coupled to a metallic

reservoir with a constant density of states in the wide-band limit. The action corresponding to H2 in Eq. (S21) is
analogous. Notice also that the Keldysh component of the inverse Green’s function in the first term of Eq. (S22) is
now finite and we can send the infinitesimal term in the Keldysh component of the last term of Eq. (S22) safely to
zero. The Gaussian integration of the filters (cr, c̄r) leads to the final form of the self-energy used for the numerical
applications in the main text, namely

Σr(ω) =

[
t2

ω−εr+i∆ −2iΓr(ω) tanh
(
ω−µr

2Tr

)
0 t2

ω−εr−i∆

]
, (S23)

where we have also introduced the hybridization function

Γr(ω) =
ΣAr (ω)− ΣRr (ω)

2
= −ImΣRr (ω) =

t2∆

(ω − εr)2 + ∆2
, (S24)

which has the Lorentzian shape sketched in Figs. 1a and 2a of the main text.

Validity of the self-consistent Born scheme for the monitoring contribution to the self-energy

The action (S17), associated to the monitoring of the observable O averaged over the measurement outcomes, is a
quartic action in the Grassmann fields and thus cannot be integrated using Gaussian integrals. However, it is possible
to derive an exact expression of the self-energy according to the self-consistent Born scheme, Eq. (3) in the main text.
The idea is to rely on the unraveling procedure corresponding to Eq. (S7). The corresponding action reads

SQSH = −
∑
i,j

∫
dt
√

2γOij

[
d̄1
i (t)d

1
j (t) + d̄2

i (t)d
2
j (t)

]
ξ(t) . (S25)

One can readily verify that performing the Gaussian noise average with moments E[ξ(t)] = 0 and E[ξ(t)ξ(t′)] = δ(t−t′)
directly leads to the dissipative action (S17)

E[eiSsto ] =

∫
D[ξ]eiSsto−

∫
dtξ2(t)/2 = eiSD . (S26)
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Figure S2. a) Diagrammatic representation of the bare retarded, advanced and Keldysh Green functions and of the vertex
associated to the quantum stochastic action (S25). Full lines represent the retarded propagator, dashed lines the advanced
one, and mixed lines the Keldysh propagator. b) Diagrammatic expansion of the retarded, advanced and Keldysh propagators.
At a given order n in the expansion, only one diagram contributes to the retarded/advanced self-energy, whereas the Keldysh
component has n + 1 diagrammatic contributions, corresponding to the insertion of the Keldysh bare component at different
times.

Figure S3. a) Diagrammatic representation of the averaging over the noise realizations. The fact that the noise is Gaussian
and δ-correlated in time is represented by connecting two wiggly lines, which are then contracted to a single point in time.
b) Example of a crossing diagram for the Keldysh component. The red lines highlight the part of the diagram violating the
causality structure, as it features two retarded components with opposite directions in time. This diagram thus vanishes and
can be discarded.

The unraveling corresponding to Eq. (S25) thus corresponds to a Hubbard-Stratonovich transformation, where the
action becomes quadratic in terms of the Grassmann variables at the price of introducing the time-dependent noise ξ(t).
However, the fact that the averaged noise is δ-correlated in time allows a dramatic simplification of the diagrammatic
expansion of the single-particle correlation functions in terms of the measurement strength γ.

Consider the diagrammatic representation of the Green’s function in Fig. S2a. The vertex corresponding to Eq. (S25)
only connects solid lines with solid ones and dashed lines with dashed ones. As a consequence, in the diagrammatic
expansion of the retarded (advanced) propagators only retarded (advanced) propagators appear. For the Keldysh
component, one can switch only once from dashed to solid lines through the insertion of a Keldysh propagator, see
Fig. S2b.

Averaging over noise realizations corresponds diagrammatically to imposing an equal time index when connecting
wiggly lines, see Fig. S3a. The key insight is that after noise-averaging the diagrams, those with crossing wiggly lines
do not contribute to the action. In Fig. S3b, we show an example of a diagram with crossing wiggly lines arising from
the diagrammatic expansion of the Keldysh component. In that example, after averaging, two retarded propagators
run in opposite time directions. As a consequence, this diagram involves the multiplication of two retarded functions
with opposite time-dependence, which equals zero. Similar considerations apply for all crossing diagrams, and we
redirect the interested reader to Refs. [73, 74] for the complete demonstration. Since the crossing diagrams vanish, the
Born non-crossing approximation is exact, and all the remaining non-crossing diagrams can be exactly re-summed,
leading to the self-consistent equation for the self-energy

Σγ
ij(t, t

′) = 2γδ(t− t′)
∑
pq

OipGpq(t, t)Oqj , (S27)

which corresponds to Eq. (3) in the main text.

DERIVATION OF THE SELF-CONSISTENT EQ. (4) IN THE MAIN TEXT

The way to solve the self-consistent equation (S27) for its retarded and advanced components is given in the main
text. We provide here additional details concerning the solution of its Keldysh component leading to Eq. (4) in the
main text. We first recall that the total self-energy includes the contributions from the reservoirs. It has thus the



6

form ΣK = ΣKR + ΣKL + 2γOGKO, with ΣKL/R given in Eq. (S23). We then rely on the fact that GK = GRΣKGA to
derive, in time representation,

GK(t, t) = −2i

∫
dω

2π
GR(ω)

 ∑
r=L/R

(1− 2fr(ω))Γr(ω)

GA(ω) + 2γ

∫
dω

2π
GR(ω)OGK(t, t)OGA(ω) . (S28)

Relying on the identities

GR − GA = GR(ΣR − ΣA)GA = −2iGR
(
ΓL + ΓR + γO2

)
GA , Dij = 〈d†jdi 〉 =

δij − iGKij (t, t)

2
, (S29)

we can apply the property

i

∫
dω

2π
[GR(ω)− GA(ω)] = 1 , (S30)

to derive a self-consistent equation for the correlation matrix D, namely

D =

∫
dω

π
GR(ω)

 ∑
r=L/R

fr(ω)Γr(ω) + γODO

GA(ω) , (S31)

which corresponds to Eq. (4) in the main text. Equations of this type can be solved by vectorization or by direct
substitution, for a few site systems.

FORMULA FOR CURRENTS IN MONITORED SYSTEMS – EQ. (5) OF THE MAIN TEXT

In the presence of interactions or dissipation, the Landauer-Büttiker expressions [88, 90] for elastic transport are
no longer applicable and several extensions have been derived [75, 101]. We follow here the approach of Meir and
Wingreen [49, 75] and show how it can be used to derive Eq. (5) of the main text. We start by considering the
particle (ζ = 0) and heat (ζ = 1) currents flowing into the reservoir r – Eq. (2) in the main text

Jζr = i
∑
k,i

(εr,k − µr)ζ
[
t∗r,ki〈d

†
i cr,k〉 − tr,ki〈c

†
r,kdi 〉

]
=
∑
k,i

∫
dω

4π
(εr,k − µr)ζ

[
t∗r,kiGKrk,i(ω)− tr,kiGKi,rk(ω)

]
, (S32)

where we have introduced the Keldysh correlation functions GKi,kr(t, t′) = −i〈[di (t), c
†
r,k(t′)]〉 and GKkr,i(t, t′) =

−i〈[cr,k(t), d†i (t
′)]〉. By performing the diagrammatic expansion of these correlation functions in the tunnel amplitudes

tr,ki, one finds that they can be factorized as

GKrk,i(ω) = CRr,k(ω)
∑
j

tr,kjGKj,i(ω) + CKr,k(ω)
∑
j

tr,kjGAj,i(ω) , (S33)

GKi,rk(ω) = CAr,k(ω)
∑
j

t∗r,kjGKi,j(ω) + CKr,k(ω)
∑
j

t∗r,kjGRi,j(ω) , (S34)

where the correlation functions Cr,k(ω) are the correlation functions of the isolated reservoirs given in Eq. (S16),
whereas the correlation functions G are the full Green’s functions of the system including both reservoirs and moni-
toring. By inserting Eqs. (S33-S34) into Eq. (S32), we then derive the expression

Jζr =
∑
k,i,j

∫
dω

4π
(εr,k − µr)ζ tr,kit∗r,kj

[(
CRr,k(ω)− CAr,k(ω)

)
GKi,j(ω) + CKr,k(ω)

(
GAi,j(ω)− GRi,j(ω)

)]
. (S35)

Exploiting the fact that CRr,k(ω) − CAr,k(ω) = −2πiδ(ω − εr,k) and that CKr,k(ω) = −2πiδ(ω − εr,k) tanh[(ω − µr)/2Tr]
we obtain:

Jζr = −i
∫
dω

2π
(ω − µr)ζ tr

[
Γr(ω)GK(ω) + (1− 2fr(ω))Γr(ω)

(
GA(ω)− GR(ω)

)]
, (S36)
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where we have introduced the generalized hybridization function Γr,ij(ω) = π
∑
k tr,kit

∗
r,kjδ(ω − εr,k). Note that

although Eq. (S24) corresponds to the particular case of a reservoir composed of a metallic lead tunnel coupled to an
energy filter the relation Γr(ω) = [ΣAr (ω)− ΣRr (ω)]/2 is always valid.

The formula (S36) also applies to the monitored systems described by the Liouvillian dynamics (S10). Injecting
the exact expressions Eqs. (S28-S29), we derive Eq. (5) in the main text, namely

Jζr =
2

π

∫
dω (ω − µr)ζ (fr̄ − fr) tr

[
ΓrGRΓr̄GA

]
elastic

+ γ
2

π

∫
dω (ω − µr)ζ tr

[
ΓrGRO (D − fr1)OGA

]
inelastic

. (S37)

LINDBLAD DYNAMICS INDUCED BY A BOSONIC BATH AT LARGE TEMPERATURE AND
CHEMICAL POTENTIAL

In this section, we show how the Lindblad dynamics of Eq. (1) in the main text can also describe the situation where
a bosonic bath of large temperature and chemical potential is coupled to the monitored operator O. This situation
is described by a Hamiltonian of the form, H =

∑
k εkb

†
kbk + τ

∑
k(bk + b†k)O, with the operator O being hermitian

and quadatic O =
∑
ij d
†
iOijdj , and where the operators bk and b†k annihilate and create bosons of energy εk in the

bath. To derive the Keldysh action associated to this Hamiltonian, we follow the standard convention defining rotated
classical and quantum bosonic fields in the Keldysh action [87]

bc =
b+ + b−√

2
, bq =

b+ − b−√
2

, (S38)

which also applies for the complex counterparts, at variance from the Grassman fermionic variables, see Eq. (S13).
The resulting action reads

Sboson bath =
∑
k

∫
dtdt′

[
b̄ck b̄qk

]
t
[Bk(t− t′)]−1

[
bck
bqk

]
t′
−

τ
∑
k,i,j

Oi,j

∫
dt

[
b̄ck + bck√

2
(d̄1
i d

1
j + d̄2

i d
2
j ) +

b̄qk + bqk√
2

(d̄1
i d

2
j + d̄2

i d
1
j )

]
, (S39)

where Bk is the Green’s matrix of the isolated (τ = 0) bosonic bath, which in frequency space reads

Bk(ω) =

[
BKk (ω) BRk (ω)
BAk (ω) 0

]
=

[
−2iπδ(ω − εk) coth

(
ω−µB

2TB

)
1

ω−εk+i0+

1
ω−εk−i0+ 0

]
, (S40)

where µB and TB are the chemical potential and the temperature of the bosonic bath respectively. The bosonic
degrees of freedom of the action (S39) can be integrated using a Gaussian integral to obtain

S ′boson bath = −τ
2

2

∑
k,i,j,k,l

OijOkl

∫
dtdt′

[
d̄1
i d

1
j + d̄2

i d
2
j d̄1

i d
2
j + d̄2

i d
1
j

]
t
Bk(t− t′)

[
d̄1
kd

1
l + d̄2

kd
2
l

d̄1
kd

2
l + d̄2

kd
1
l

]
t′

= −τ
2

2

∑
k,i,j,k,l

OijOkl

∫
dtdt′

{(
d̄1
i d

1
j + d̄2

i d
2
j

)
t
BKk (t− t′)

(
d̄1
kd

1
l + d̄2

kd
2
l

)
t′

+

(
d̄1
i d

1
j + d̄2

i d
2
j

)
t

[
BRk (t− t′) + BAk (t′ − t)

](
d̄1
kd

2
l + d̄2

kd
1
l

)
t′

}
.

(S41)

We want to find the conditions for which this action maps onto the action (S17), corresponding to the Lindbladian in
Eq. (S10). For this, the last term in Eq. (S41) must vanish and

∑
k BKk (t− t′) is proportional to a δ-function in time,

or, equivalently, its Fourier transform does not depend on frequency. The last term in Eq. (S41) is proportional to∑
k

[
BRk (t− t′) + BAk (t′ − t)

]
= −iθ(t− t′)

∑
k

[
e−iεk(t−t′) − eiεk(t−t′)

]
= −iθ(t− t′)

∫
dω ν(ω)

[
e−iω(t−t′) − eiω(t−t′)] ,

(S42)
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where we have introduced the density of states of the bosonic bath ν(ω). If this density of states is constant, the
contribution (S42) vanishes as well as the last term in Eq. (S41).

The k-integration of the Keldysh component gives instead∑
k

BK(t) = −i
∫
dω ν(ω) coth

(
ω − µB

2TB

)
e−iωt , (S43)

which would equal
∑
k BK(t) ' 2πi coth(µB/2TB)δ(t), if we can neglect the energy dependence of the density of states

ν(ω) and of the cotangent in the integration. Assuming negative chemical potential, one finds the action (S17) by
making the identification

γ = πτ2 coth

(
|µB |
2TB

)
. (S44)

The above approximations can be justified in the limit where the density of states of the bosonic bath is constant for
energies comparable to the spectral width of the fermionic system to which the bosonic bath is coupled to, and in
the limit where µB and TB are much larger than the spectral width of the fermionic system. Similar arguments were
used to derive loss and gain terms in the Lindblad form by allowing the system to exchange particles with a fermionic
reservoir with a much larger temperature and chemical potential [49].
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