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Abstract

Video retrieval (VR) involves retrieving the ground truth
video from the video database given a text caption or vice-
versa. The two important components of compositional-
ity: objects & attributes and actions are joined using cor-
rect syntax to form a proper text query. These compo-
nents (objects & attributes, actions and syntax) each play
an important role to help distinguish among videos and re-
trieve the correct ground truth video. However, it is unclear
what is the effect of these components on the video retrieval
performance. We therefore, conduct a systematic study to
evaluate the compositional and syntactic understanding of
video retrieval models on standard benchmarks such as
MSRVTT, MSVD and DIDEMO. The study is performed on
two categories of video retrieval models: (i) which are pre-
trained on video-text pairs and fine-tuned on downstream
video retrieval datasets (Eg. Frozen-in-Time, Violet, MCQ
etc.) (ii) which adapt pre-trained image-text representa-
tions like CLIP for video retrieval (Eg. CLIP4Clip, XCLIP,
CLIP2Video etc.). Our experiments reveal that actions and
syntax play a minor role compared to objects & attributes
in video understanding. Moreover, video retrieval models
that use pre-trained image-text representations (CLIP) have
better syntactic and compositional understanding as com-
pared to models pre-trained on video-text data. The code
is available at https://github.com/IntelLabs/
multimodal_cognitive_ai/tree/main/ICSVR.

1. Introduction

Video-retrieval (VR) is the task of retrieving videos for a
given text caption or given a video, retrieve the correspond-
ing text caption. This involves understanding important de-
tails such as objects & attributes (Eg: two women and a
man, red shirt guy), actions (Eg. playing, standing, talking
etc.) in the text caption and the video. In vision it is referred
to as compositional reasoning [5, 18, 24, 29, 30], i.e. rep-

resenting the image or video requires the understanding of
primitive concepts that make them. In the recent years, new
benchmarks [6, 23, 27, 38] have been proposed to measure
the compositional capabilities of foundational image mod-
els. The compositionality in these models is measured by
creating new text captions from the original text captions
using word ordering [48], word substitutions [39], negative
pairs [21], image-text mismatch [45].

When compared to images, measuring compositional-
ity is a lot harder in videos. There are multiple reasons to
this: First, videos are made-up of time-series image frames
with multiple objects & attributes and actions unlike im-
ages. Therefore, methods like creating negative pairs, mis-
matching pairs etc. used for evaluating compositionality
in image-language models have very limited scope. Sec-
ond, even though tasks based on video question answering
(VQA) [6, 23] have been proposed to measure the compo-
sitionality, recent studies [3, 9, 13, 22, 42] have shown that
these datasets exhibit single frame bias. Most of the pre-
vious works [21, 39, 48] focus on understanding the com-
positionality of image-text models. It mainly involves ex-
perimenting with objects & attributes in the text captions
and retrieving the images. However, actions play a crucial
role in when retrieving videos using text captions. Another
important aspect which is often overlooked in the previous
studies is the syntactics. For example consider the query “a
guy wearing a red shirt drives a car while talking”, the ob-
jects & attributes are guy, red shirt and car, the actions
are wearing, driving and talking and rest of the words (a,
while) form the syntactics of the text captions. The video
retrieval models can comprehend such queries because of
the accurate syntactic and compositionality (objects & at-
tributes and actions).

Now consider the following scenarios of the text captions
in which (i) objects & attributes are missing (a wearing a
drives a while talking) (ii) actions are missing (a guy a red
shirt a car while) and (iii) syntactics are missing (guy wear-
ing red shirt drives car talking). This begs an important
question: What is the effect of each of these scenarios on
the video retrieval performance?
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To address this question, we propose a detailed study
to evaluate the syntax and compositional understanding of
video retrieval models. For this study we create a com-
prehensive test bed to evaluate the state-of-the-art video re-
trieval models for compositonality and syntactics. We base
this investigation along three axes: Objects & attributes,
actions and syntactics. We propose a set of 10 tasks for
these categories: four tasks to evaluate the knowledge of
VR models for objects & attributes (§3.1.1), three tasks for
testing action understanding (§3.1.2) and finally, three tasks
for syntactic capabilities (§3.2). Table 1 describes these
tasks with an example. We perform a comprehensive evalu-
ation on 12 state-of-the-art video retrieval models belong-
ing to two categories (§4.1): The first category of mod-
els such as Frozen-in-Time (FiT) [2], MCQ [15] etc. are
pre-trained on large scale video datasets and fine-tuned for
video retrieval. The second category uses pretrained image
features like CLIP for video retrieval namely CLIP4Clip
[33], CLIP2Video [10] etc. These models are tested on
three standard video retrieval benchmarks (§4.2) such as
MSRVTT [52], MSVD [4] and DiDeMo [1].

Our experiments (§5.1) reveal that objects & attributes
are the most crucial to video retrieval followed by actions
and syntax. Among video retrieval models, CLIP based
models have a better compositional and syntactic under-
standing when compared with pretrained video models. We
further perform detailed studies to fully judge how retrieval
models perceive each of the components. We find that
(§5.2) video retrieval models have a poor understanding of
relationship between objects and its attributes. However,
they are extremely sensitive to incorrect object references
in the captions. Our studies on action understanding (§5.3)
disclose that models have poor sense of action negation and
replacing them with incorrect actions lead to slight decrease
in video retrieval performance. Finally, we discover (§5.4)
that models perform significantly better even without the
right syntax. In summary, our contributions in this paper
are as follows:

• Ours is the first work to comprehensively investigate the
compositional and syntactic understanding of video re-
trieval models.

• For this study, we propose a set of 10 tasks dealing with
different aspects of compositionality and syntax.

• We perform this analysis on a broad range of 12 state-
of-the-art models and generalize the findings to the video
retrieval task.

• We establish that video retrieval models exhibit distinct
and contrasting behaviours for interpreting various ele-
ments in the text captions.

2. Related Work
2.1. Video retrieval

In the recent years, there has been a tremendous improve-
ment on the task of video-retrieval. This is mainly due
to two reasons (i) with the adaption of transformer based
models to vision tasks like image classification [8, 19, 32]
(ii) with the availabilty of large scale video-text datasets
like HowTo100M [37], WebVid-2M [2] and YT180M [54].
Frozen-in-Time [2] is a dual-stream transformer model pre-
trained on WebVid-2M and Conceptual captions-3M [44]
datasets and fine-tuned for downstream video retrieval.
A prompt based novel pre-training task [28] is proposed
to effectively align visual and text features during large
scale video-text pre-training. A new pre-training approach
Masked Visual-token Modeling (MVM) [11] is presented to
better model the temporal dependencies among videos for
video-retrieval. To incorporate the rich semantic features of
the videos, a novel pretext task Multiple Choice Questions
(MCQ) is put forward in which the model is trained to an-
swer questions about the video.

In a parallel direction, image features pre-trained on
large amounts of image-text data have been adopted for the
task of video retrieval. CLIP4Clip [33] is an end-to-end
trainable video retrieval model based on CLIP [41] architec-
ture in which frame features are extracted using clip image
encoder and the temporal modelling is performed using a
transformer encoder. A two-stage framework CLIP2Video
[10] is proposed to enhance interaction among video fea-
tures and video-text features for video-retrieval. Madasu
et at. [36] used off-the-shelf multi-lingual data to enhance
the performance of video-retrieval. All these video-retrieval
models haven’t been tested for syntactic and compositional
understanding. To the best of our knowledge, ours is the
first work to comprehensively explore syntactic and com-
positional understanding of video retrieval models.

2.2. Syntactics

Transformer based language models [7, 20, 53] have
achieved state-of-the-art results on most natural language
understanding tasks [50, 51]. Hence, there has been a grow-
ing interest to explore the morphological capabilities of
these models [14, 40, 43, 49, 55]. Since all the video re-
trieval models use pre-trained language models for encod-
ing text captions, we build upon those works and investigate
their syntactic understanding.

2.3. Compositionality

Although vision-language models pretrained on large
amounts of data achieved state-of-the-results there has been
a growing interest to understand the working of these mod-
els [6, 23, 23, 27, 38, 47]. These works mainly focus
on compositional knowledge these models by proposing

2



new benchmarks. Winoground [48] dataset was introduced
in which a pair of text captions contain the same set of
words but pertain to different images. The models are
then tested for image and caption match. Another bench-
mark CREPE [13] was put forward to evaluate two aspects
of compositionality: systematicity and productivity. This
benchmark contains unseen compounds and atoms in the
test split to evaluate the models’ generalization. Parcal-
abescu et al. [39] proposed VALSE dataset to measure
visio-linguistic capabilities of pretrained vision and lan-
guage models. AGQA-Decomp [13] is a new benchmark
to measure compositional consistency for the task of Video
Question Answering. All these works proposed new bench-
marks for compositional reasoning in image-language mod-
els. Contrary to these, our work focuses on measuring com-
positionality of video retrieval models using the standard
datasets and doesn’t require a new benchmark. Moreover,
our experiments are evaluated on 12 models which are sig-
nificantly higher than the frequency of models used in these
works.

3. Compositional and Semantic Understanding

In this section, we first define syntax and compositionality
and subsequently establish the evaluation protocol for syn-
tactic and compositional understanding in video retrieval
models. For this evaluation, we augment the existing text
captions and create new datasets that assess their syntactic
and compositional understanding. We explain this proto-
col using an example test caption (Q) “a guy wearing a red
shirt drives a car while talking” from the MSRVTT dataset.
Table 1 summarizes different augmentation methods used
for the proposed study.

3.1. Compositionality in videos

A video is composed of multiple objects & attributes inter-
acting with each other in a similar or different fashion. To
retrieve a video, corresponding text caption is passed as an
input to the video retrieval model. This text caption typi-
cally consists of objects & attributes and interactions (ac-
tions) unique to that particular video. The video retrieval
model parses the input caption and computes the match-
ing scores with all the videos. Finally, the video with the
highest matching score is the predicted ground truth video.
Therefore a video retrieval model should be able to under-
stand each of the objects & attributes and actions present
in the caption. This is called compositionality in the vi-
sual world. To evaluate the compositional understanding
in video retrieval models, we mainly focus on their ability
to parse objects & attributes and actions. Next we discuss
the evaluation protocol to measure compositionality in VR
models.

3.1.1 Object & Attribute knowledge

Object & Attribute removal (Qobjattrrem): In this setup,
we remove all the objects & attributes in the original cap-
tion Q and the resulting caption is “wearing a drives a while
talking”. Here guy, red shirt and car are the objects & at-
tributes.
Object shift (Qobjshift): To test the VR models ability to
relate objects with their attributes, we shift the places of
objects in the captions. The modified caption is “a shirt
wearing a red car drives a guy while talking”.
Object replacement (Qobjrep): We evaluate the VR mod-
els sensitivity to objects by randomly replacing the objects
with an entirely different objects. The replaced caption is
“a surf wearing a red mars drives a guy channel while talk-
ing”.
Object partial (Qobjpartial): In this setup, the VR models
are given access to just 50% of the objects in the caption.
This is to understand if the models perform any shortcuts
while retrieving videos. Eg: “a wearing a red drives a car
while talking”. Next, we introduce the tasks for evaluating
action knowledge in VR models.

3.1.2 Action knowledge

Action removal (Qactrrem): The actions present in the
original captions are eliminated. The modified caption is
“a red shirt a car while” as the actions wearing, drives are
removed. This is to understand the influence of actions on
the video retrieval performance.
Action negation (Qactneg): A negation is added to all the
actions in the captions resulting in the new caption “a guy
not wearing a red shirt not drives a car while not talking”
This tests the VR models ability to comprehend negation in
the captions.
Action replacement (Qactrep): In this setup, the actions
are randomly replaced with a different set of actions. The
replaced actions are neither antonyms nor synonyms. It
checks if the models truly recognize the meaning of the ac-
tion words. Next we present the evaluation protocol for syn-
tactic understanding of VR models.

3.2. Syntactic understanding

In the previous section we elucidated the components for
compositional reasoning in videos namely objects & at-
tributes and actions. These components are bind together
by syntax there by forming a meaningful caption. Let’s
consider a part of the example described previously “a guy
wearing a red shirt drives a car”, if the word “car” and “guy”
are interchanged the resulting caption will be “a car wear-
ing a red shirt drives a guy” which is not meaningful. Con-
sequently, syntax also play a crucial role in video retrieval
performance along with the compositonality. Subsequently,
we put forward the evaluation protocol to measure syntactic
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Notation Caption type Example
Q Original caption a guy wearing a red shirt drives a car while talking

Qobjattrrem Object & Attribute removal a wearing a drives a while talking
Qobjshift Object shift a shirt wearing a red car drives a guy while talking
Qobjrep Object replacement a surf wearing a red mars drives a channel while talking

Qobjpartial Object partial a wearing a red drives a car while talking
Qactrem Action removal a guy is a red shirt a car while
Qactneg Action negation a guy not wearing a red shirt not drives a car while not talking
Qactrep Action replacement a guy removing a red shirt flying a car while sleeping
Qsynrem Syntax removal guy wearing red shirt drives car talking
Qshuf Word order shuffle talking red shirt drives while car a guy a wearing a
Qrev Word order reverse talking while car a drives shirt red a wearing guy a

Table 1. Table shows the types of perturbations applied to the text captions. The example text caption is taken from the MSRVTT [52]
dataset. Red color denotes the change from the original text caption.

understanding in video retrieval models.
Syntax removal (Qsynrem): Our first experiment focuses
on the effect of syntax on VR models. We modify the cap-
tion by keeping just the objects & attributes, actions and
eliminate any meaningful syntax among them. The result-
ing caption is “guy wearing red shirt drives car talking”.
Word order shuffle (Qshuf ): In this setup, all the words
are shuffled in the caption. This destroys the order of com-
positionality and syntax. This tests the order sensitivity of
VR models.
Word order reverse (Qrev): In this setup, we preserve the
word order except that in the reverse order. It evaluates the
positional knowledge of video retrieval models. Next, we
present the experiment set up for quantifying the composi-
tional and syntactic understanding.

4. Experiments
In this section, we explain the video retrieval models and
datasets used for the proposed analysis.

4.1. Models

We experiment with two categories of video retrieval mod-
els. The first category of models are pretrained on large
scale video-text datasets like WebVid-2.5M [2] and YT-
Temporal-180M [54] and fine-tuned for downstream video
retrieval datasets. These include Frozen-in-Time (FiT) [2],
MCQ [15], MILES [16], VIOLET [11] and MVM [12].
The second category involves models that adapt pretrained
image-text features such as CLIP [41] for the task of video
retrieval. This category comprise of seven architectures
namely TS2NET [31], CLIP4CLip [33], CLIP2Video [10],
XCLIP [34], XPOOL [17], EMCL [25] and DiCoSA [26].

4.2. Datasets

We perform the evaluation on three video retrieval datasets:
MSRVTT [52], MSVD [4] and DiDeMo [1]. MSRVTT

has 10000 videos and each video has multiple captions to-
talling 200K. We report the results on MSRVTT-9k split
(9000 for training and 1000 for testing). MSVD consists
of 1970 videos and 80K captions. The training split has
1300 videos and the test split has 670 videos. The captions
in these datasets are single sentence. DiDeMo is made up
of 10K videos and 40K descriptions. Following [33], we
concatenate all the sentences and evaluate as paragraph-to-
video retrieval.

4.3. Implementation

We use spacy1 to identify parts-of-speech for all the words
in the caption. We consider nouns, adverbs and adjectives as
objects & attributes, verbs as actions and rest of the parts-
of-speech as syntax. We use the exact set up used by the
state-of-the-art video retrieval models and measure the per-
formance on all the augmented datasets.

5. Results and Discussion
5.1. Objects & Attributes vs Actions vs Syntax: Do

all of them matter?

Our aim is to analyze the importance of three components:
objects & attributes, actions and syntactics that make up
a text query for retrieving videos. Hence, we test the video
retrieval models with text captions that have missing ob-
jects & attributes (Qobjattrrem), actions (Qactrem) and syn-
tax (Qsynrem). Tables 2, 3 and 4 show the results on
MSRVTT, MSVD and DiDeMo datasets respectively. It is
evident from the table that there is a drop in video retrieval
performance when tested with text captions that don’t have
actions (Qactrem). The drop is more pronounced among
CLIP based models than pretrained video models. This
shows that actions play a role for retrieving correct videos.
However, we see that the performance drop is not as ex-

1https://spacy.io/usage/linguistic-features
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Text-to-Video Retrieval Video-to-Text Retrieval
Type Model Q Qactrem Qobjattrrem Qsynrem Q Qactrem Qobjattrrem Qsynrem

Pretrained

FiT [2] 26.1 22.8 5.2 20 27.9 23.7 5.8 25.7
MCQ [15] 26 21.9 4.1 20.1 19.4 15.7 3.7 18.6

video
MILES [16] 26 21.3 3.3 19.9 17.5 15.2 2.9 17.1

VIOLET [11] 35.6 29.5 0.1 25 - - - -
MVM [12] 36.3 31 8.7 33.7 - - - -

CLIP [41]

TS2NET [31] 36 30.6 6 29.3 25.4 21.2 4.3 41.4
CLIP4Clip [33] 43.4 37 9.7 35.3 43.6 39 10.3 39.7

CLIP2Video [10] 46 38.8 8.4 35.3 43 38 10 40.8
XCLIP [34] 46.1 39.8 10.5 35.6 45.4 40.2 11 42.2
XPOOL [17] 46.9 39.5 7.6 36.4 44.4 39.6 11.1 42
EMCL [25] 47.8 40.8 8.2 37.4 46.2 39.5 11.6 42.8

DiCoSA [26] 47.9 41.3 9.1 38.3 45.9 41.2 13.4 43.1

Table 2. The table shows the results on MSRVTT [52] dataset in both text-to-video and video-to-text retrieval settings. Q denotes the
performance (R@1 score) on the original unchanged dataset. Qactrem, Qobjattrrem and Qsynrem is the R@1 score on datasets that have
excluded actions, attributes and syntax respectively.

Text-to-Video Retrieval Video-to-Text Retrieval
Type Model Q Qactrem Qobjattrrem Qsynrem Q Qactrem Qobjattrrem Qsynrem

Pretrained

FiT [2] 36 32.7 6.9 34.9 36.1 31 7.9 34.9
MCQ [15] 43.6 36.4 9 42.4 40.3 33.7 9.9 39

video
MILES [16] 44 39 8.1 43.9 43.7 37.3 9.6 41.5

VIOLET [11] 48.3 40.6 10.8 45.8 - - - -
MVM [12] 49.6 41.5 10.5 45.6 - - - -

CLIP [41]

TS2NET [31] 52.8 38.5 11.8 49.4 51.2 37.1 10.7 48.6
CLIP4Clip [33] 54.5 42.1 11.9 51.9 51.8 38.5 10.9 50.7

CLIP2Video [10] 55.8 41.6 11.8 50.6 53.6 40.5 12.5 51.6
XCLIP [34] 54 39.7 12.4 49.7 54.9 42.6 13.3 48.6
XPOOL [17] 56.1 47 11.9 53.9 56.6 48 12.4 53.3

Table 3. The table shows the results on MSVD [4] dataset in both text-to-video and video-to-text retrieval settings. Q denotes the
performance (R@1 score) on the original unchanged dataset. Qactrem, Qobjattrrem and Qsynrem is the R@1 score on datasets that have
excluded actions, attributes and syntax respectively.

pected. Videos are time-series image frames which can have
same attributes. In those scenarios, actions help in differ-
entiating those videos. We see this effect when the R@1
is lower among pretrained video models and higher among
CLIP based models. When the performance is lower, ac-
tions do not play a significant role in video retrieval and
hence the videos can be retrieved without them in the text
caption. On the contrary if R@1 score is higher, we see
a notable decline. This is due to the robust video repre-
sentations of CLIP based models as compared to pretrained
video models. CLIP based models accurately encode video
representations but, when the differentiating factor among
videos i.e actions are missing in text captions leads to re-
trieval of incorrect videos. In short caption length datasets
like MSRVTT and MSVD, we notice a significant drop in

performance as compared with DiDeMo which is a para-
graph (> 1 sentences) dataset. This is because text captions
in DiDeMo contains detailed description of the videos and
hence, missing actions didn’t lead to drop in performance
as compared to MSRVTT and MSVD. It demonstrates that
actions are not essential in paragraph-video retrieval.

Next, we analyze the performance of video re-
trieval models tested with text captions without syntactics
(Qsynrem). From the table, it is clear that there is a re-
duction in R@1 without the syntax in the text captions. It
validates that syntactics are necessary for retrieving correct
ground truth videos. For MSRVTT, we observe that models
tested without syntax under-perform compared to actions in
the text captions and the average difference in performance
is 2%. The reverse is true for MSVD and DiDeMo datasets
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Text-to-Video Retrieval Video-to-Text Retrieval
Type Model Q Qactrem Qobjattrrem Qsynrem Q Qactrem Qobjattrrem Qsynrem

Pretrained

FiT [2] 29.2 28 4.4 27.4 28.2 27.1 5.6 27
MCQ [15] 24.6 22.3 5.6 22.8 23.8 21.2 5.2 21.4

video
MILES [16] 28 24.4 3.9 24 22.6 22.4 4.7 22.2

VIOLET [11] 24.8 23.9 4.5 26 - - - -
MVM [12] 24.8 23.9 4.5 26 - - - -

CLIP [41]

CLIP4Clip [33] 42.6 25.4 6.7 37.7 41.4 19 7.9 38
XCLIP [34] 43.2 39.8 8.7 41.5 45.6 41.2 10.3 40.2
XPOOL [17] 43.7 40.3 8.4 40.1 43.7 40.4 8.9 39.5
EMCL [25] 46.3 40.2 6.9 41.7 44.8 42.1 9.3 42.3

DiCoSA [26] 45.4 41.5 7.9 41.1 45.1 41.8 9.5 41.2

Table 4. The table shows the results on DiDeMo [1] dataset in both text-to-video and video-to-text retrieval settings. Q denotes the
performance (R@1 score) on the original unchanged dataset. Qactrem, Qobjattrrem and Qsynrem is the R@1 score on datasets that have
excluded actions, attributes and syntax respectively.

(a) MSRVTT (b) MSVD

Figure 1. We perform ablation studies on the role of objects & attributes in video retrieval. The video retrieval models are evaluated on
three tasks namely: Object shift (Qobjshift), Object replacement (Qobjrep) and Object partial (Qobjpartial). Results show that swapping
of objects has minor effect on performance followed by masking 50% objects. The highest drop is seen when the objects are randomly
replaced. These ablation studies are performed on MSRVTT [52] and MSVD [4] datasets

.

where there is a huge difference of 9%. In addition, we also
notice that CLIP based models are more sensitive to syntax
than pretrained video models. Finally, we evaluate the video
retrieval models on text captions in the absence of objects
& attributes (Qobjattrrem). As seen from the results, these
models perform poorly (a drop in 20%) which underscores
the significance of objects & attributes. We also notice that
Qattrrem trails Qactrem and Qsynrem by a huge margin.
This difference is more striking among CLIP based models
as opposed to pretrained video models.

5.2. What role do Objects & Attributes play in video
retrieval?

In the previous sections (§5.1), findings from our experi-
mental results suggested that objects & attributes are the
most important component in text captions while retrieving
videos. To investigate further, we perform additional de-
tailed studies on their importance. In captions there can be
multiple objects & attributes and every pair of object & at-
tribute is distinct from the other. Any slight modification

6



(a) MSRVTT (b) MSVD

Figure 2. Figure shows the performance comparison (R@1 score) of video retrieval models on action ablation studies. The VR models are
evaluated on captions with negated actions and replaced actions from MSRVTT [52] and MSVD [4] datasets respectively. These studies
illustrate that VR models have incomplete knowledge of negation and also are immune to action replacement in the captions

(a) MSRVTT (b) DiDeMo

Figure 3. Video retrieval performance (R@1) on word order task. We test the models on original (unchanged) captions, captions with
shuffled word order and captions with reversed word order for MSRVTT and DiDeMo datasets. We demonstrate that VR models act like
bag-of-words and do not require substantial word order information.

in the pairs can totally change their correspondence and
thereby the ground truth video and hence, video retrieval
models should be able to account for these changes. We
perform a test in which we interchange the places of ob-
jects while keeping rest of the caption same Qobjshift. In

the second study, we randomly replace objects in the cap-
tion Qobjrep and evaluate the models on the modified ones.
The final ablation involves keeping just half the objects in
the captions (Qobjpartial). This is to assess if VR models
adapt any shortcuts and still retrieve correct videos without
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the critical information. Figure 1 demonstrates the results
for these studies. As shown in the figure, there is a slight
deterioration of video retrieval performance when there is a
object shift in the caption. The drop is a meagre 5.5% for
MSRVTT and 3.6% in case of MSVD dataset. It demon-
strates that VR models do not quite fully understand the
relationship between object and its attribute. On the other
hand if the objects are randomly replaced (Qobjrep) with
different unrelated objects, there is a massive degradation
in R@1 score. In fact, the performance is quite similar
to the models performance tested on captions without ob-
jects & attributes. These results prove that video retrieval
models are extremely sensitive to alteration of objects. Fig-
ure 1 shows that there is a noticeable fall in performance
when the VR models have access to just 50% of the ob-
ject data in the captions. The R@1 score lags by 30% in
MSRVTT and 22% in MSVD datasets. It reinforces the
aforesaid extreme sensitivity nature of the retrieval models
towards objects. Furthermore, random object replacement
performs far worse than partial objects in the captions. This
highlights that factual object description even though 50%
is much more crucial than access to the entire caption albeit
with incorrect objects.

5.3. Do VR models pay attention to actions?

We demonstrated in the section 5.1 that actions play a role
in video retrieval. Now, this raises an important question
How much attention do VR pay to actions in the captions?
To investigate this we perform certain ablation studies on
the action understanding of VR models in the text captions.
We replace the action word with the negation of it (Qactneg)
and test the performance of VR models on the newly formed
captions. In parallel, the actions in the captions are ran-
domly replaced with different actions (Qactrep) and VR
models are evaluated on the altered captions. In Figure 2,
we provide the results of VR models tested on captions with
negated (Qactneg) and replaced (Qactrep) actions. From the
figure, it is evident that action negation (Qactneg) achieves
comparable results to Q and there is a slight drop in per-
formance in case of action replacement (Qactrep). Most of
the actions are expressed in positive sense in these datasets
and this is not always the case. For a fine-grained descrip-
tion of videos, the actions of the static objects can be com-
municated in a negation form. So, naturally video retrieval
models are expected to understand the negation in captions.
However, we notice that action negation has similar per-
formance as original captions which demonstrates that VR
models lack the capability of action negation sense. Next,
we randomly replace the actions with a different action and
test the attention of VR models. In an ideal scenario, the
performance of these models should drop drastically as the
replaced actions do not correspond to that of the ones in
ground truth videos. Nevertheless, we see that the R@1

score of action replacement (Qactrep) is only slightly less
than original caption Q. In fact the average drop in R@1
is only 6.8% in MSRVTT and 7.5% in MSVD. Hence even
though the actions are important in video retrieval, VR mod-
els use other influential information such as objects & at-
tributes to retrieve ground truth videos.

5.4. Does word order of text captions matter?

In the figures 3a and 3b, we present the findings on the word
order evaluation. First we observe that models tested on
datasets without word order perform worse than the original
dataset. The R@1 score is reduced on average by 6.3% and
9.1% on shuffled (Qs) and reversed (Qr) MSRVTT captions
respectively. On a similar note the performance drops 5.5%
on shuffled and 5% on reversed DiDeMo dataset. Addition-
ally, the R@1 decrease is more pronounced on reversed cap-
tions than shuffled. This is surprising as the object-action
order is preserved in reversed captions in contrast with shuf-
fled. This shows that models adapt bag-of-words approach
for syntactic understanding of captions and positioning of
object-action order doesn’t matter. A possible explanation
for this behaviour is: all the video retrieval models use pre-
trained language models as their text encoder. Recent stud-
ies have shown that [35, 46] distributional information is
preserved even though the syntactic word order is disturbed
and hence, LMs leverage it for hierarchical text understand-
ing. Surprisingly, video retrieval models manifest the same
behaviour in caption understanding.

6. Conclusion
In this work, we proposed a comprehensive investigation
of compositional and syntactic understanding of video
retrieval models. For this study we put forward 10
different tasks to evaluate models reasoning of objects
& attributes, actions and syntax for retrieving videos.
We experiment with a wide range of 12 state-of-the-art
video retrieval models and 3 standard benchmarks. We
show that video retrieval performance is heavily impacted
by objects & attributes and lightly by syntactics. Fur-
thermore, our results also reveal that word order matter
less for video retrieval models. These results shed an
important light on the inner workings of video retrieval
models. We believe the future works can utilize these find-
ings to design compositional aware video retrieval models.
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