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RÉMI LASSALLE

Abstract. This paper investigates applications of the Tsirelson spectral measures

to noise filtering problems within the classical Wiener noise framework. We partic-

ularly focus on those among those measures associated to square integrable Radon-

Nikodym derivatives of laws of observation signals absolutely continuous with re-

spect to the Wiener measure. Explicit formulas are provided to compute the values

of the Tsirelson spectral measure of specific sets of interests. Then, several ap-

plications to filtering problems are considered, notably to the so-called innovation

problem of filtering.
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1. Introduction

This paper investigates practical applications of the so-called Tsirelson spec-

tral measures to address precise noise filtering problems, on the somehow tangible

ground of the classical Wiener noise. Within the range of stochastic analysis, the

corresponding Tsirelson’s spectrum of noise has been recently qualified to be an

important notion within the lines of Itô’s theorems on chaos expansions and mar-

tingale representations theorems in [44], which motivates the study unrolled in the

present paper. Although the whole paper will be performed within a classical con-

tinuous framework, at this stage it seems to be worth to notice that the discrete

counterpart to those tools has recently received further developments and applica-

tions related to other fields as percolation (for instance, see the Lemma 5.3. of [14]).

Recall that these mathematical objects have been introduced by Tsirelson (p.274

of [37], Definition 3d2 of [38]) within a systematic study of mathematical models of

what may be interpreted as pure noises : up to a normalization constant, they provide

quantitative instruments which describe accurately the statistical properties of some

random compact subsets, which are associated to square integrable functionals over

the underlying probability space of a noise. Their behavior is known to yield a distinc-

tion between classical noises and non-classical noises (see [27], [37], [43]), depending

on whether all the related random compact sets are almost surely finite, or not (see
1
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[44], and the references therein). Thus, up to a normalization, the present paper will

essentially focus on the quantitative description of some finite random compact sets

associated to the classical Wiener noise. As it is well known, still in this case, given

f ∈ L2(µW ), where µW denotes the so-called Wiener measure, the existence of the

Tsirelson spectral measure ρf of µW with respect to f readily follows from the

so-called Itô-Wiener chaos expansion theorem of L2(µW ), as it will be recalled.

For the sake of clarity, in the whole paper, the time parameter t will run through

the whole closed unit interval T := [0, 1] (rather than R), so that the noise will be

conveniently described here by a standard Brownian motion (Bt)t∈T defined on a

complete probability space (Ω,A,P) which is endowed with a filtration (At)t∈T which

satisfies to the usual conditions (it is right continuous and complete, see [33]). Subse-

quently, we handle B as an (equivalence class of suitably measurable) application(s)

B : ω ∈ Ω → C([0, 1],R) which to a given ω ∈ Ω associates the continuous curve

t ∈ T → Bt(ω) ∈ R. The noise filter will be described by an (equivalence class of

measurable) application(s) of the form

Fu : x ∈ C([0, 1],R)→ x + u(x) ∈ C([0, 1],R),

where t → ut(x) is assumed to be absolutely continuous, with finite energy, and

determined at each t by the sole past values {x(s) : s ∈ [0, t]} of x ∈ C([0, 1],R),

outside some suitable negligible sets. This filter turns the input noise (Bt)t∈T into

an output observation signal which we describe by a stochastic process (Yt), which in

functional form reads

Y = Fu ◦B,

◦ denoting the pullback of equivalence classes of maps (more accurately of morphisms

of probability spaces, see [1]), which will require to take into account precise aspects

of absolute continuity of some deterministic causal transport plans of µW , and for

short we shall also denote it by Fu(B). Similarly, when h ∈ H1 is an element of

the so-called Cameron-Martin space (see [28]), so that t ∈ [0, 1] → ht ∈ R is an

absolutely continuous function with square integrable derivative (ḣ), which describes

a deterministic signal of finite energy, we denote by Yh the output which is obtained

by applying the filter to the noisy input signal X := B + h, which with a similar

notation reads

Yh := Fu(B + h),

which is well defined. Under further assumptions, notably that the Radon-Nikodym

derivative fY := dpY
dµW

of the absolutely continuous probability pY with respect to µW
is square integrable, this paper investigates applications of the Tsirelson spectral
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measure ρfY to associated noise filtering problems. More accurately, this work is

directed toward the following practical cases of study :

(1) The question of the existence of a realizable inverse filter described by some

Hu to the real-time filter described by Fu, and its application to the statistical

estimation of a deterministic input signal (ht) by a robust estimator (ĥt), for

t ∈ T.

(2) The so-called innovation problem (see [2], [29]). In a nutshell, this problem, which

will be recalled accurately below, is to decide whether the data of a specific

observable noise, which is called the innovation process, provides a sufficient

summary to access in real-time to the whole information on past values of the

observation process (Yt).

As far as (1) is concerned, we obtain a necessary and sufficient condition which

is based on Tsirelson’s spectral measures in Theorem 4.1, for the existence of a

realizable inverse filter. As an application, we establish a sufficient condition on ρfY
for the existence of the real-time unbiased robust statistical estimator ĥt := Hu

t (Yh)

of the value at t of the deterministic signal described by ht ∈ R. Here, we emphasize

that the problematic of existence of such an inverse filter is a classical problem of the

spectral analysis of time series. As a classical reference, we refer here to [21] p.105

where similar problems are stated with linear filters and stationary random inputs

: within the framework and hypothesis of [21] the linearity and the stationarity

allow to use classical spectral measures. However, within our framework, the noise is

Wiener and the filter is not necessarily linear. Still, Theorem 4.1 shows that within

the specific circumstances which we encounter within this context, the Tsirelson

spectral measure ρfY of µW with respect to fY can be used as a somehow analogous

substitute to the usual spectral measure to provide a criterion for the existence for

the inverse filter Hu. The proof of the latter takes advantage of recent advances

in stochastic analysis from works of D.Feyel, A.S. Üstünel, M.Zakai and their

collaborators (for instance, see [11], [12], [39], [41]) on distinct but related problems

which, as a by product, can be used to study the invertibility of filters in particular

cases. More accurately, within the proof a key role will be played by a causal Monge-

Ampère equation, while some values of ρfY plays a role somehow analogous to the

relative entropy in [41]. Turning now to the case (2), by following a parallel strategy,

we show that the so-called innovation problem of filtering can be also conveniently

addressed by using the Tsirelson spectral measure of fY .

The structure of this paper is the following. In Section 2 we fix the notation for

the whole paper. In particular, the definition of the Tsirelson spectral measures



4 RÉMI LASSALLE

is recalled within the particular framework of the Wiener noise, under the specific

hypothesis which we adopt here. Then, in Section 3, under precise hypothesis, we

obtain explicit formulas for the values of the Tsirelson spectral measure ρfY (A),

for specific Borel subsets A of the set Comp(T) of compact subsets of T, which

is endowed with the corresponding Hausdorff distance. Those formulas are then

applied in Section 4 to state Theorem 4.1 which corresponds to the case (1) above.

Then, Corollary 5.1 of Section 5 provides a precise result toward the application (2) to

the innovation problem. Finally, in Section 6 which also provides further perspectives,

a probabilistic normalization is performed, so that the results of Section 4 first yield

an explicit lower bond for the probability of a precise random set associated to (Yt)

to be empty, and then provide a criterion for (1) which is founded on the law of this

specific spectral random set.

2. Preliminaries and notation

2.1. Notation for stochastic processes. Within the filtering model which we con-

sider here, any realization of random signals on the interval of time [0, 1] will be

described by a continuous function ω : t ∈ [0, 1] → ω(t) ∈ R. Therefore, we de-

note by C([0, 1],R) the space of continuous real valued functions defined on [0, 1],

which we endow with the norm ‖.‖∞ of uniform convergence, so that it is turned

into a separable Banach space, whose associated Borel sigma-field will be de-

noted by B(C([0, 1],R)). Within this point of view, the law of a random continuous

signal is described by an element ν of the set M1(C([0, 1],R)) of Borel proba-

bility measures on C([0, 1],R). Among those laws, the standard Wiener measure

µW ∈ M1(C([0, 1],R)) will play a key role within this model, as it will be used to

model a white noise, since the latter is well known to be conveniently interpreted

as some generalized derivative of the Brownian motion. Given a standard Brownian

motion (Bt)t∈[0,1], with B0 = 0, P − a.s., which is defined on a complete probability

space (Ω,A,P), and denoting by B : Ω→ C([0, 1],R) the application which to ω ∈ Ω

associates the curve t → Bt(ω) of a continuous modification, outside some P− null

set, recall that we have µW = pB, where pB := B?P denotes the pushforward of

the probability measure P by the A/B(C([0, 1],R))− measurable function B, that is,

pB(A) := P({ω ∈ Ω : B(ω) ∈ A}), ∀A ∈ B(C([0, 1],R)). Realizations of signals of

finite energy will be described as elements of the classical Cameron-Martin space

H1 (see [28]), which is the linear subspace of C([0, 1],R) defined by

H1 =

{
h : [0, 1]→ Rd : h =

∫ .

0

ḣsds ,

∫ 1

0

‖ḣs‖2
Rdds < +∞

}
;
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recall that the latter takes its name from a celebrated sequence of papers of R.H.

Cameron, and W.T. Martin (for instance see [5], [6]).

When it is endowed with the scalar product < ., . >H1 : (h, k) ∈ H1 × H1 →∫ 1

0
ḣsk̇sds ∈ R, H1 is a separable Hilbert space. Subsequently, to handle random

signal models as time evolves together with martingales, and to overcome technical

aspects, we will require to work on a complete stochastic basis (Ω,A, (At)t∈[0,1],P),

where (Ω,A,P) denotes a P− complete probability space, and (At)t∈[0,1] a filtra-

tion which satisfies to the usual conditions. Furthermore, when X : Ω → R is an

A/B(R)− measurable function, where B(R) denotes the Borel sigma field on R, we

use the standard notation of the mathematical expectation EP [X] :=
∫

Ω
X(ω)P(dω),

if EP[|X|] < +∞, in which case EP[X] ∈ R and X is said to be P-integrable, or

if X ≥ 0, P − a.s., in which case EP[X] ∈ [0,+∞]. At this stage it seems to be

worth to mention that within the whole paper, we adopt the usual convention ac-

cording to which the P− completion GP of a sub-sigma field G of A is defined to

be the smallest sigma-field on Ω among those which contain both all the elements

of G and all the elements of NP := {N ⊂ Ω : ∃A ∈ A, N ⊂ A,P(A) = 0}. To

handle random processes of finite energy, we define the Hilbert space L2(P, H1)

to be the set which is constituted of (P- equivalence classes) of A/B(C([0, 1],R))-

measurable functions f : Ω → C([0, 1],R) such that EP[‖f‖2
H1 ] < +∞. Further-

more, in order to take into account the information flows described by (At)t∈[0,1]

(see [7], Definition 2.11, p. 39), we will further consider the subset L2
a(P, H1) of the

u ∈ L2(P, H1), such that the random variable ft : ω ∈ Ω → ft(ω) ∈ R is At−
measurable, ∀t ∈ [0, 1], for any (and then all) A/B(C([0, 1],R)−measurable function

f : Ω → C([0, 1],R) whose equivalence classes is u, ft(ω) denoting the value of the

continuous function f(ω) ∈ C([0, 1],R) at point t ∈ [0, 1], ∀ω ∈ Ω. Then, given

t ∈ [0, 1], to shorten subsequent statements and proofs, it is convenient to define the

operator πt : u ∈ L2
a(P, H1)→

∫ .
0

1[0,t](σ)u̇σdσ ∈ L2
a(P, H1).

In the particular case where (Ω,A,P) coincides with the canonical probability space

(C([0, 1],R), B(C([0, 1], R)), ν), for some ν ∈ M1(C([0, 1],R)), in this paper, we

systematically endow it with the usual augmentation (Fνt ) of the filtration generated

by the evaluation process (Wt)t∈[0,1], where Wt : ω ∈ C([0, 1],R)→ ω(t) ∈ R denotes

the function which to any ω associates its value Wt(ω) = ω(t) at t ∈ [0, 1] ; recall

that (Fνt ) is right-continuous and ν− complete. In this latter case, we simply denote

by L2
a(ν,H

1) for the corresponding L2
a(P, H

1) space, which doesn’t seem to yield

any confusion below. Aside filtrations, to perform computations, given a stochastic

process (Yt)t∈[0,1] defined on a complete probability space (Ω,A,P), and given s, t ∈
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[0, 1] such that s ≤ t, we shall denote by (GY[s,t])t∈[s,1] the usual augmentation of the

filtration (σ(Yv − Yu : s ≤ u ≤ v ≤ t))t∈[s,1], and whenever Yt = Wt, ∀t ∈ [0, 1],

and the underlying probability space is (C([0, 1],R),B(C([0, 1],R)), ν), for some ν ∈
M1(C([0, 1],R)), we use the specific notation Fν[s,t] to denote GY[s,t], so that Fνt = Fν[0,t],
∀t ∈ [0, 1]. In particular, with this notation, the independency of increments of the

Brownian motion yields the continuous product structure, with in particular

FµW1 = FµW[0,s] ⊗F
µW
[s,1],∀s ∈ [0, 1]

where the sigma-field in the r.h.t. denotes the smallest sigma-field which contains

both all elements of FµW[0,s] and elements of the µW− independent sigma-field FµW[s,1].

2.2. The Tsirelson spectral measures. We denote by Comp([0, 1]) the set which

is constituted by the compact subsets of [0, 1], including the empty-set ∅, which is en-

dowed with the so-called Hausdorff distance dHaus : Comp([0, 1])×Comp([0, 1])→
[0,+∞], defined by

dHaus(K, K̃) := inf
({
ε ∈ (0,+∞) : K ⊂ K̃ε and K̃ ⊂ Kε

})
,

for any K, K̃ ∈ Comp([0, 1]), where for any subset D contained in [0, 1], and ε ∈
(0,+∞), we use the notation Dε := {t ∈ [0, 1] : ∃s ∈ D, |s − t| < ε}. We denote

by B(Comp([0, 1])) the associated Borel sigma-field on Comp([0, 1]). Within our

specific framework, we recall the definition of the Tsirelson spectral measures, in

particular see section 3d4 of [38]. Although this definition usually holds for much gen-

eral noise models with rather elaborated proofs, by following [38], we emphasize that

within our specific framework, its existence follows from the so-called Itô-Wiener

chaotic representation of L2(µW ), as it will be recalled in this section. For the sake

of clarity denote by E := {∪ni=1[si, ti] : 0 ≤ s1 ≤ t1 ≤ ... ≤ ss ≤ tn, n ∈ N},
and for E = ∪ni=1[si, ti] ∈ E , FµWE denotes the sigma-field generated by the FµW[si,ti]

,

∀i ∈ {1, ..., n}.

Definition 2.1. (Tsirelson’s spectral measures within this specific framework.) Given

f ∈ L2(µW ) there exists a unique finite Borel measure ρf on Comp([0, 1]) such that

ρf ({K ∈ Comp([0, 1]) : K ⊂ E}) = EµW
[
(EµW [f |FE])2

]
,

holds, ∀E ∈ E. ρf is called the Tsirelson spectral measure of µW with respect to f .
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As far as the existence is concerned, for the reader’s convenience, we now recall

how this measure can be explicitly defined for f ∈ L2(µW ) by setting

ρf (K) := |f0|21K(∅) +
+∞∑
n=1

n!

∫
[0,1]n
|fn(t1, ..., tn)|21K({t1, ..., tn})λRn(dt1, ..., dtn),

(2.1)

for any K ∈ B(Comp([0, 1])), where λRn denotes the Lebesgue measure on Rn, while

f =
+∞∑
n=0

In(fn), µW − a.s.

denotes the Itô-Wiener chaos expansion (section XXI of [9], [16], [28], p. 68 of

[30], [31], [32], Theorem 3.7 p.202 of [34]) of f (the limit is in L2(µW )), with f0 =

EµW [f ] ∈ R, with fn ∈ L2([0, 1]n) which is a symmetric square integrable real-valued

function defined on [0, 1]n which is endowed with the restriction of the measure λRn

to the Borel σ− field B([0, 1]n), for any n ∈ N, and where

In(fn) :=

∫
[0,1]n

fndW
⊗n := n!

∫ 1

0

(

∫ s1

0

...(

∫ sn−1

0

fn(s1, ..., sn)dWsn)...)dWs1 ,

denotes iterated Itô’s integrals, with (n+1)! = (n+1)n! and 0! = 1, while I0(f0)(ω) :=

f0, µW− a.s. coincides with f0 ∈ R outside some µW− negligible set ; notice that,

since the function

(t1, ..., tn) ∈ [0, 1]n → {t1, ..., tn} ∈ Comp([0, 1])

is continuous and therefore Borel measurable, for any n ∈ N, the r.h.t. of (2.1) is

well defined. Then, it follows that ρf meets the hypothesis of Definition 2.1, while

the uniqueness is clear.

Example 2.1. For f =
W 4

1√
EµW [W 8

1 ]
, ρf is a probability measure. In this particular case,

ρf is the law of a random set, which is obtained from an i.i.d. sequence of random

variables (ξn)n∈N of uniform law on ]0, 1[ (ξ1 ∼ U(]0, 1[)), which is defined on some

probability space (Ω,A,P), where is also defined an independent integer-valued random

variable N : Ω→ R, which is distributed according to the law pN :=
∑+∞

n=0 pN({n})δn,

where δn denotes the Dirac mass concentrated at n ∈ {0} ∪ N, and where

pN({n}) := ρf ({K ∈ Comp([0, 1]) : Card(K) = n}),

∀n ∈ {0} ∪ N. Then ρf is the law of the random set

C : ω ∈ Ω→

{ξ1(ω), ..., ξN(ω)(ω)} ∈ Comp([0, 1]) if N(ω) ≥ 1

∅ ∈ Comp([0, 1]) if N(ω) = 0
.



8 RÉMI LASSALLE

Table 1. Numerical table : numerical approximations with 10−5 ac-

curacy of values of the function n→ pN({n}) of Example 2.1.

n 0 1 2 3 4 >4

pN({n}) 0.08571 0 0.68571 0 0.22857 0

Figure 2.1. The figure on the left (resp. on the right) illustrates Ex-

ample 2.1 (resp. Example 2.2). It represents a restriction of the graph of

the Tsirelson spectral mass function n ∈ {0}∪N→ pN({n}) ∈ [0, 1],

with the data of Table 1 (resp. by taking β = 4 in Example 2.2).

Example 2.2. For β ∈ (0,+∞), set f := exp(
√
βW1 − β), so that once again ρf is

a probability since EµW [f 2] = 1. Then, the probability law pN defined by pN({n}) :=

ρf ({K ∈ Comp([0, 1]) : Card(K) = n}), ∀n ∈ N, is now a Poisson distribution of

parameter β.

2.3. The noise filter. In the whole paper, (Bt)t∈[0,1] will denote a standard brownian

motion defined on a complete stochastic basis (Ω,A, (At)t∈[0,1],P), where (At) satisfies

to the usual conditions. Given h ∈ H1, we may consider noisy input signals of the

form

Xt = Bt + ht, ∀t ∈ [0, 1],P− a.s..

It is a well known consequence of the so-called Cameron-Martin-Segal theorem

(see [28]) that the law pX is actually equivalent to the Wiener measure pB = µW ,

which we denote by pX ∼ µW . We further assume that this noisy input signal is then

turned into the observation signal (Yt) by a not necessarily linear filter Fu which is

determined by a given u ∈ L2
a(µW , H

1), from the formula

Fu := IC([0,1],R) + u, (2.2)

so that we define

Yh = Fu ◦X, (2.3)
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◦ denoting the usual pullback of (equivalence classes) of measurable functions which

is well defined here, since pX ∼ µW (i.e. equivalent), and for short we may also denote

it by Fu(X). The latter means that

Y h
t = Fu

t ◦X, ∀t ∈ [0, 1],P− a.s.,

where Fu
t = Wt ◦Fu, and subsequently, to simplify the notation, we may also denote

it by Y h
t = Fu

t (X), ∀t ∈ [0, 1], while in the particular case where h = 0H1 we shall

denote Y0H1 by Y. Notice here that, for given t ∈ [0, 1], the value of Fu
t (X) := Fu

t ◦X
may be determined by the whole past values {Xs, s ∈ [0, t]} of the input (Xs)s∈[0,1],

in a not necessarily linear fashion. Although filters of the form (2.3) may seem to be

quite restrictive with respect to some of the forthcoming computations, it turns out

to be taylor made to obtain a compact statement of our main results Theorem 4.1,

and Corollary 5.1 on the innovation conjecture, while it emphasizes the clarity of

the method. Sunsequently, pY (resp. pX) denotes the law of Y (resp. X) that is,

the Borel probability measure on C([0, 1],R) which is the pushforward of P by the

C([0, 1],R)− valued (equivalence class of) measurable function(s) Y (resp. X) which

is defined on (Ω,A,P). In the particular case where X = B, notice again that we

have pB = µW .

2.4. The innovation conjecture. In this whole subsection we focus on the case

where ht = 0, ∀t ∈ [0, 1], so that the input signal (Xt) coincides with the noise (Bt)

; as it will be clear below, within our specific purposes, the case where h 6= 0H1 can

actually be reduced to this case, by considering the composition of the filter described

by Fu with the filter described by the function Th := IC([0,1],R) + h. Hence, in this

section, given u ∈ L2
a(P, H1) we still define Y := Y0H1 by (2.4) with Fu given by (2.2)

with now X = B, so that we have

Y = Fu ◦B = B + ũ, (2.4)

where ũ ∈ L2
a(P, H1) is defined by

ũ := u ◦B = Y −B.

Recall that, in this case, the innovation process of (Yt) which we denote here by

(Bũ
t ) is the (GY[0,t])− brownian motion on (Ω,A,P) (see [3], [18], [29]) which is defined

by

Bũ
t := Bt +

∫ t

0

( ˙̃us − EP
[

˙̃us|GY[0,s]
]
)ds, ∀t ∈ [0, 1],P− a.s.,
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so that it satisfies to

Yt = Bũ
t +

∫ t

0

EP

[
˙̃us|GY[0,s]

]
ds, ∀t ∈ [0, 1],P− a.s..

At this stage, it seems to be worth to notice that the small increments of the so-

called innovation noise process (Bũ
t ) may be interpreted as the part of increments of

(Yt) which are not determined by the past of (Yt) and are independent to it under

P. A natural question is then to determine whether (Yt) is totally determined by its

innovation (Bũ
t ), which is the so-called innovation problem of Frost and Kailath

(see [2], [29] and the references therein). Subsequently, given t ∈ [0, 1], (Ys) is said to

satisfy to the innovation conjecture of filtering on [0, t], if and only if, the answer to

the previous question is affirmative, that is, if and only if, the following coincidence

of filtrations

(GBũ

[0,s])s∈[0,t] = (GY[0,s])s∈[0,t] (innovation conjecture on [0,t]),

holds. In cases, this problems may involves sharp aspects of filtrations theory (for

instance, see [36]).

Denoting by pY := Y?P ∈M1(C([0, 1],R)) the law of (Yt), it is known (see [19]) to

be absolutely continuous to the Wiener measure µW = pB ([45], see also [22]), so that

the corresponding Radon-Nikodym derivative dpY
dpB
∈ L1(pB) is well defined. Under

the further assumption that dpY
dpB
∈ L2(pB), we can consider the Tsirelson spectral

measure ρfY with fY := dpY
dpB

. Subsequently, it is shown that under suitable hypothesis,

such (Yt) which satisfy to the innovation conjecture can be characterized through ρfY .

Finally, given ũ ∈ L2
a(P, H

1), δBũ :=
∫ 1

0
˙̃usdBs denotes the Itô stochastic integral

([17]), while

E
(
−δBũ

)
:= exp

(
−δBũ−

‖ũ‖2
H1

2

)
(2.5)

denotes the so-called Doléans-Dade exponential (see [33]).

3. Tsirelson’s spectral measures associated to the Radon-Nikodym

derivatives of pY with respect to the law of the Wiener noise

Proposition 3.1. Let s, t ∈ [0, 1] be such that s ≤ t, and let u ∈ L2
a(µW , H

1) which

satisfies to the hypothesis

EµW

[
exp

(
−
∫ t

0

u̇sdWs −
1

2

∫ t

0

u̇2
sds

)]
= 1. (3.6)
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Further define Y by (2.4), with Fu given by (2.2), and set ũ := Y −B ∈ L2
a(P, H

1)

so that Y = B + ũ. Then, we have

EP
[
E
(
−δBπtũ

)∣∣GY[s,t]] = exp

(
−
∫ t

s

EP

[
˙̃uσ|GY[s,σ]

]
dYσ +

1

2

∫ t

s

(
EP

[
˙̃uσ|GY[s,σ]

])2

dσ

)
,

where the notation of the l.h.t is given by (2.5), while the integral in the r.h.t. denotes

the Itô stochastic integral with respect to the semi-martingale (Ys̃)s̃∈[0,1].

Proof: Let s, t ∈ [0, 1] be such that s ≤ t. For n ∈ N, first define the (GY[s,σ])σ∈[s,t]−
stopping time

τn := inf

({
s̃ ∈ [s, t] :

∫ s̃

s

(
EP

[
˙̃uσ

∣∣∣GY[s,σ]

])2

dσ > n

})
∧ t,

with the convention inf(∅) = +∞, and further notice that since τn is GY[s,t]− measur-

able, it can be written of the form τn = σn ◦Y, P− a.s., where σn is a
(
FpY[s,s̃]

)
s̃∈[s,t]

−
stopping time on the probability space (C([0, 1],R), B(C([0, 1],R))pY , pY). Since

ũ ∈ L2(P, H1), the conditional Jensen inequality yields limn→+∞ τn = t, P−a.s.. Let

θs,t be a continuous and bounded FpY[s,t]− measurable real-valued function which is de-

fined on C([0, 1],R), and define θns,t := θs,t◦ρn where ρn : ω ∈ C([0, 1],R)→ ω.∧σn(ω) ∈
C([0, 1],R). First notice that due to (3.6) the Cameron-Martin-Girsanov the-

orem ([15]) ensures that (Ys̃ − Ys)s̃∈[s,t] is an (As̃)s̃∈[s,t]− Brownian motion starting

from 0 at s on the probability space (Ω,A,Pu), where Pu denotes the probability

absolutely continuous (and also due to (3.6) equivalent) with respect to P whose

Radon-Nikodym derivative is defined by

dPu
dP

= E
(
−δBπtũ

)
, P− a.s..

Therefore, we first obtain

EP
[
θns,t ◦YE

(
−δBπtũ

)]
= EP

[
θns,t ◦B

]
. (3.7)

On the other hand, notice that

Ys̃ − Ys = Ns̃ +

∫ s̃

s

EP

[
˙̃uσ|GY[s,σ]

]
dσ, ∀s̃ ∈ [s, t],P− a.s., (3.8)

where we have defined

Ns̃ := Bs̃ −Bs +

∫ s̃

s

(
˙̃uσ − EP

[
˙̃uσ|GY[s,σ]

])
dσ, ∀s̃ ∈ [s, t], P− a.s.. (3.9)

While (3.8) ensures that (Ns̃)s̃∈[s,t] is (GY[s,s̃])s̃∈[s,t]− adapted with Ns = 0, P − a.s.,

since for s̃ ∈ [s, t], we have GY[s,s̃] ⊂ As̃, from (3.9), the tower property yields

EP
[
Nt̃ −Ns̃|GY[s,s̃]

]
= 0, P− a.s.,
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so that from Paul Lévy’s criteria we conclude that (Ns̃)s̃∈[s,t] is a (GY[s,s̃])s̃∈[s,t] Brow-

nian motion starting from 0 at time s on (Ω,A,P). Henceforth, and until the end of

the proof, for n ∈ N, let (Mn
s̃ )s̃∈[s,t] be the stochastic process defined on (Ω,A,P) by

Mn
s̃ := exp

(
−
∫ s̃

s

1[0,τn](σ)EP

[
˙̃uσ|GY[s,σ]

]
dNσ −

1

2

∫ s̃

s

1[0,τn](σ)
(
EP

[
˙̃uσ

∣∣∣GY[s,σ]

])2

dσ

)
,

∀s̃ ∈ [s, t],P − a.s., which is a non-negative (GY[s,s̃])s̃∈[s,t]− martingale due to the

Novikov criterion. For θns,t as above, from the Cameron-Martin-Girsanov theo-

rem, now applied to the (G[s,s̃])s̃∈[s,t]− Brownian motion (Ns̃)s̃∈[s,t], it therefore follows

that

EP[Mn
t θ

n
s,t ◦Y] = EP[θns,t ◦B],

which together with (3.7) yields

EP[Mn
t θ

n
s,t ◦Y] = EP

[
θns,t ◦YE

(
−δBũ

)]
. (3.10)

Now, notice that the optional sampling theorem (see [16], Theorem 6.11, p.34) ensures

that (Mn
t )n∈N is a uniformly integrable (GY[s,τn])n∈N− martingale with respect to the

probability P, GY[s,τn] denoting the corresponding σ− field of the (GY[s,s̃])s̃∈[s,t]− stopping

time τn (see Definition 5.3. of [16], p.22), ∀n ∈ N, and that it is closed by the P−
integrable random variable

Mt := exp

(
−
∫ t

s

EP

[
˙̃uσ|GY[s,σ]

]
dNσ −

1

2

∫ t

s

(
EP

[
˙̃uσ

∣∣∣GY[s,σ]

])2

dσ

)
.

Hence, by noticing that t ∈ [0, 1] is fixed, the martingale convergence theorem (see

Theorem 10 and Theorem 13 p.8-9 of [33]) ensures that the discrete time martingale

(Mn
t )n∈N converges P− almost surely to Mt ∈ L1(P), while we have ρn(Y) = Y.∧τn ,

∀n ∈ N, where ρn(Y) := ρn ◦ Y, ∀n ∈ N. The latter entails that (ρn(Y))n∈N
converges P− a.s. to Y, and then, by continuity, that (θns,t(Y))n∈N converges almost

surely to θs,t(Y), where θns,t(Y) := θns,t ◦Y, ∀n ∈ N (respectively θs,t(Y) := θs,t ◦Y).

Since Mt ∈ L1(P), and since (θns,t) is uniformly bounded, the Lebesgue convergence

theorem (see [8]) yields

lim
n→+∞

EP[Mn
t θ

n
s,t ◦Y] = EP [Mtθs,t ◦Y] , (3.11)

while

lim
n→+∞

EP
[
θns,t ◦YE

(
−δBπtũ

)]
= EP

[
θs,t ◦YE

(
−δBũ

)]
(3.12)

follows similarly.

Then, taking the limit in (3.10), from (3.11) and (3.12), it follows that

EP
[
θs,t ◦YE

(
−δBπtũ

)]
= EP [Mtθs,t ◦Y] ,
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Figure 3.2. This figure illustrates Lemma 3.1. It represents the graph

of the function

(s, t) ∈ [0, 1]× [0, 1]→ ρfY ({K ∈ Comp([0, 1]) : K ⊂ [s ∧ t, s ∨ t]}) ∈ R+,

for the particular case where u =
∫ .

0
sin(s)ds, µW − a.s. ; s ∧ t (resp.

s ∨ t) denotes min(s, t) (resp. max(s, t)), ∀s, t ∈ [0, 1].

so that, taking into account that Mt is GY[s,t]− measurable, we get the result.

Lemma 3.1. Given u ∈ L2
a(µW , H), further define Y by (2.4), where Fu is given

by (2.2), and set ũ := Y − B ∈ L2
a(P, H

1). Further assume that fY ∈ L2(µW ),

where fY = dpY
dpB

denotes the Radon-Nikodym derivative of the absolutely continuous

probability pY with respect to pB = µW . Then, for any 0 ≤ s ≤ t ≤ 1 such that (3.6)

holds with t, we have

ρfY (J([s, t])) = EP

[
exp

(∫ t

s

EP

[
˙̃uσ|GY[s,σ]

]
dYσ −

1

2

∫ t

s

(
EP

[
˙̃uσ|GY[s,σ]

])2

dσ

)]
,

where

J([s, t]) := {K ∈ Comp([0, 1]) : K ⊂ [s, t]} ∈ B(Comp([0, 1])), (3.13)

and where ρfY denotes the Tsirelson spectral measure (see Definition 2.1) of µW
with respect to fY.

Proof: From the definitions, we obtain

ρfY(J([s, t])) = EP

[
EpB

[
dpY
dpB

∣∣∣∣FpB[s,t]

]
◦Y

]
. (3.14)

Since for any real valued functions θs,t which is bounded and FpY[s,t]− measurable,

the Cameron-Martin-Girsanov theorem, whose application is ensured by (3.6),
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yields

EP

[
θs,t ◦YEpB

[
dpY
dpB

∣∣∣∣FpBs,t ] ◦YE(−δBπtũ)

]
= EP [θs,t ◦Y] ,

we obtain

EpB

[
dpY
dpB

∣∣∣∣FpB[s,t]

]
◦YEP

[
E(−δBπtũ)

∣∣GY[s,t]] = 1, P− a.s.. (3.15)

Substituting (3.15) into (3.14), the result follows from Proposition 3.1.

Remark: By taking s = 0, (3.15) boils down to the causal Monge-Ampère

equation as Proposition 3.4. of [12].

4. First application : realizable inverse of a real-time noise filter

Theorem 4.1. Let t ∈ [0, 1] and let u ∈ L2
a(µW , H

1) be such that (3.6) holds. Further

define Y by (2.4), set ũ := Y−B, and denote by fY := dpY
dµW

the Radon-Nikodym of

the absolutely continuous probability pY with respect to the Wiener measure. More-

over, assume that fY ∈ L2(µW ). Then, we have

ρfY(J([0, t])) ≤ EP

[
exp

(∫ t

0

˙̃usdYs −
1

2

∫ t

0

˙̃u
2

sds

)]
, (4.16)

with equality, if and only if, there exists a B(C([0, 1],R))pY/B(C[0, 1],R)− measurable

function

Hu : C([0, 1],R)→ C([0, 1],R)

such that Hu
s is FpYs − measurable, where Hu

s := Ws ◦Hu, ∀s ∈ [0, t], and

Bs = Hu
s (Y), ∀s ∈ [0, t],P− a.s.. (4.17)

Moreover, still in this case, for any h ∈ H1, and t ∈ [0, 1], ĥs := Hu
s (Yh), P − a.s.

provides an unbiased estimator for hs for any s ∈ [0, t], that is,

hs = EP

[
ĥs

]
, ∀s ∈ [0, t], (4.18)

where Yh is given by (2.3), with X := B + h.

Proof: Lemma 3.1 and Proposition 3.1 yield

ρfY(J([0, t])) = EP

 1

EP

[
E(−δBπtũ)

∣∣∣GY[0,t]]
 ,

so that (4.16) follows from the conditional Jensen inequality, by taking into account

that Ys = Bs + ũs, ∀s ∈ [0, t], outside some P− negligible set. Since the inverse

function is strictly convex on (0,+∞), and the σ− field GY[0,t] is P− complete, the
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equality occurs in (4.16), if and only if, E(−δBπtũ) is GY[0,t]− measurable. From the

proof of Lemma 3.1 (see (3.15)), the latter condition is also equivalent to the following

causal Monge-Ampère equation

EpB

[
dpY
dpB

∣∣∣∣Fνt ] ◦YE(−δBπtũ) = 1, P− a.s.. (4.19)

Then, it is routine to check that the latter is indeed equivalent to the existence of Hu,

which satisfies the assertions of the claim, by applying same methods as Proposition

3.1. of [12]. However, since the equality is assumed here at time t, for the reader’s

convenience, and for the paper to be enough self-contained, we fix details of the

proof for the sake of completeness, and recall why (4.19) is indeed equivalent to the

existence of Hu as stated, which in particular satisfies to (4.17). First assuming the

existence of Hu as stated, since Y = Fu ◦ B entails GY[0,s] ⊂ GB[0,s], we first obtain

GB[0,s] = GY[0,s], ∀s ∈ [0, t]. As a consequence, since (ũs) is (GB[0,s])− adapted, so that

together with (3.6), Itô’s Lemma ensures that (E(−δBπsũ))s∈[0,t] is a (GB[0,s])s∈[0,t]−
martingale on (Ω,A,P), we get

EP[E(−δBπtũ)|GY[0,t]] = EP[E(−δBπtũ)|GB[0,t]] = E(−δBπtũ), P− a.s., (4.20)

while similarly as above (see Remark 3), the Cameron-Martin-Girsanov theorem

yields

EpB

[
dpY
dpB

∣∣∣∣FpBt ] ◦YEP[E(−δBũ)|GY[0,t]] = 1, P− a.s.. (4.21)

Substituting (4.20) into (4.21), we obtain (4.19).

On the converse, assume now that (4.19) holds, and recall that since the Cameron-

Martin-Girsanov theorem ensures that pY is absolutely continuous with respect

to pB, it is known (see [20], see also [10], or [13]) that there exists a unique

bpY :=

∫ .

0

vpYds ∈ L2
a(pY, H

1), (4.22)

which belongs to L2
a(pY, H

1) since ũ ∈ L2
a(P, H1) (see [4] formula (75) and (76)

and see also [13]), such that setting Hu := IC([0,1],R) − bpY , the stochastic process

(Hu
s )s∈[0,1] is a (FpYs )− brownian motion on (C([0, 1],R), B(C([0, 1],R)), pY), where

Hu
s := Ws ◦Hu, ∀s ∈ [0, 1], and

EpB

[
dpY
dpB

∣∣∣∣FpBσ ] =
dpY|FpBσ
dpB|FpBσ

= exp

(∫ σ

0

vpYs dWs −
1

2

∫ σ

0

(vpYs )2ds

)
, pY − a.s.,

(4.23)

∀σ ∈ [0, 1]. With this notation, the definitions easily yield

bpY ◦Y =

∫ .

0

EP

[
˙̃us|GY[0,s]

]
ds, P− a.s.,
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where the r.h.t denotes the dual predictable projection of (ũs) on (GY[0,s])s∈[0,t], as it

is well known (for instance see Proposition 3.1. of [23] for a direct proof). Hence,

taking the logarithm and then the expectation under P in both terms of (4.19) we get

(πtb
pY) ◦Y =

∫ .

0

1[0,t](s)EP

[
˙̃us|GY[0,s]

]
ds = πtũ, P− a.s.,

where we used that since the L2(P, H1) norm of πtu coincides with the norm of its pro-

jection
∫ .

0
1[0,t](s)EP

[
˙̃us|GY[0,s]

]
ds on the closed linear subspace of the k :=

∫ .
0
ks̃ds̃ ∈

L2
a(P, H1) such that (ks̃) is (GY[0,s̃])s̃∈[0,1]− adapted, both elements of L2

a(P, H1) neces-

sarily coincide. Thus, we get

Hu
s ◦ Fu ◦B = Bs, ∀s ≤ t, P− a.s., (4.24)

so that, taking into account once again that Y = Fu ◦B, P− a.s., we obtain (4.17).

We now turn to the proof of (4.18). Thus, assume that we are in the equality

case in the above inequality, and still denote by Hu the previous map. We then take

h ∈ H1, and denote by Yh := Fu(B + h). First observe that

Yh = Fu ◦ (B + h) = Fu ◦Th ◦B,

where Th(ω) := ω+h ∈ C([0, 1],R), ∀ω ∈ C([0, 1],R). Therefore, taking into account

that pTh(B) ∼ µW , which follows from the Cameron-Martin-Segal theorem (see

[28], [35], Theorem 2.2. p. 339 of [34]), from (4.24) we get

Hu
s ◦ Fu = Ws, ∀s ≤ t, pTh(B) − a.s.,

from which we deduce that

Hu
s ◦Yh = Hu

s ◦ Fu ◦Th ◦B = Bs + hs,∀s ≤ t, µW − a.s..

By taking the expectation under P, and since B0 = 0, (4.18) follows.

5. Second application : the innovation problem of filtering

The following result may be seen as complementary to the approaches unrolled

in [2], [39], [41], [42] and [26] ; for related topics, see also [24] or [25]. It yields

a criterion for the innovation conjecture to hold which is based on the Tsirelon

spectral measure.

Corollary 5.1. Let t ∈ [0, 1] and let u ∈ L2
a(µW , H

1) be such that (3.6) holds. Further

define Y by (2.4), set ũ := Y−B, denote by fY := dpY
dµW

the Radon-Nikodym of the

absolutely continuous probability pY with respect to the Wiener measure µW , and
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assume that fY ∈ L2(µW ). Then, the innovation conjecture is satisfied by (Ys) until

time t ∈ [0, 1], that is,

(GBũ

[0,s])s∈[0,t] = (GY[0,s])s∈[0,t], (5.25)

if and only if, there exists a ξ ∈ L2
a(µW , H

1) which meets the following assumptions :

(i) pY|FµWt = pZ|FµWt , where Z := Fξ(B), with Fξ := IC([0,1],R) + ξ.

(ii) EP

[
E(−δBπtξ̃)

]
= 1, where ξ̃ := ξ ◦B = Z−B ∈ L2

a(P, H
1).

(iii) The following formula holds :

ρfY(J([0, t])) = EP

[
exp

(∫ t

0

˙̃
ξsdZs −

1

2

∫ t

0

˙̃
ξ

2

sds

)]
, (5.26)

where

J([0, t]) := {K ∈ Comp([0, 1]) : K ⊂ [0, t]}.

Proof: First assuming the existence of a ξ ∈ L2
a(µW , H

1) as above, notice that (i)

implies

EµW

[
dpY
dµW

∣∣∣∣FµW[0,t]

]
= EµW

[
dpZ
dµW

∣∣∣∣FµW[0,t]

]
, µW − a.s.,

so that

ρfY(J([0, t])) = ρfZ(J([0, t])),

where fZ := dpZ
dµW

. Thus, by (ii) and (iii), Theorem 4.1 applied to Z yields the

existence of Hξ such that Hξ
s ◦ Z = Bs, ∀s ≤ t, outside some P− null set. Since

Zs = Fξ
s ◦B, for all s ≤ t, P− a.s., it entails

Hξ
s ◦ Fξ = Ws,∀s ≤ t, µW − a.s., (5.27)

which notably implies that (Hξ
s )s∈[0,t] is a canonical Brownian motion until time t, on

the canonical probability space endowed with the probability pZ .

Let A := {ω ∈ C([0, 1],R) : Hξ
s ◦ Fξ = Ws,∀s ≤ t}, Ã := {ω ∈ C([0, 1],R) :

F ξ
s ◦Hξ ◦Fξ = F ξ

s ,∀s ≤ t}, and C = {ω ∈ C([0, 1],R) : F ξ
s ◦Hξ = Ws,∀s ≤ t}. Since

A ⊂ Ã and µW (A) = 1, by noticing that C ∈ FpZt , we get

1 ≥ pZ(C) = Fξ
?µW (C) = µW (Ã) ≥ µW (A) = 1,

Fξ
?µW denoting the pushforward of the probability µW by Fξ, so that

F ξ
s ◦Hξ = Ws, ∀s ∈ [0, t], pZ − a.s.. (5.28)

From this, we deduce that Hξ
s = Ws − ξs ◦Hξ, ∀s ≤ t, pZ |Ft − a.s.. Since pY|FµWt =

pZ|FµWt and pY ∼ µW (equivalent), the uniqueness of the semi-martingale decomposi-

tion of (Ws)s∈[0,t] entails, ξs ◦Hξ = bpYs , ∀s ≤ t pY − a.s. (and then pB − a.s.), where

bpY :=
∫ .

0
vpYs ds is as in (4.22), so that in particular (vpYs ) satisfies to (4.23) (finite
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variation part), and Bũ
s = Hξ

s ◦ Y, ∀s ≤ t, P − a.s., which easily follows from the

identification of the martingale parts together with the definition of the innovation

process (Bũ
s ). Hence (5.28) yields F ξ

s ◦ Bũ = Ys, ∀s ∈ [0, t], P − a.s., and therefore

GY[0,s] ⊂ GB
ũ

[0,s], ∀s ∈ [0, t]. Since (Bũ
s ) is known to be a (GY[0,s])s∈[0,1]− brownian motion,

this proves (5.25).

Conversely, we now assume that (5.25) holds, and define the continuous stochastic

processes (Ỹs) and (X̃s) by

Ỹs = 1[0,t)(s)Ys + 1[t,1](s)(Yt +Bs −Bt), ∀s ∈ [0, 1],P− a.s.,

and

X̃s = 1[0,t)(s)B
ũ
s + 1[t,1](s)(B

ũ
t +Bs −Bt) ∀s ∈ [0, 1],P− a.s.

Then, (5.25) implies

(GỸ[0,s])s∈[0,1] = (GX̃[0,s])s∈[0,1].

This ensures the existence of two maps Ĩ, J̃ : C([0, 1],R)→ C([0, 1],R) such that Ĩ is

BpX̃ (C([0, 1],R))/B(C([0, 1],R)) - measurable, while J̃ is BpỸ(C([0, 1],R))/ B(C([0, 1],R))

- measurable, J̃ ◦ Ĩ = IC([0,1],R), pX̃ − a.s., Ĩ ◦ J̃ = IC([0,1],R), pỸ − a.s., Ĩ (resp. J̃) is

(FpX̃t )− (resp. (FpỸt )−) adapted, and Ỹ = Ĩ ◦ X̃ (resp. X̃ = J̃ ◦ Ỹ), P − a.s. (for

instance, see Proposition 1.3. of [23]). Hence, we obtain

Ys = Ỹs = Ĩs ◦ X̃ = Ĩs ◦Bũ, ∀s ≤ t, P− a.s., (5.29)

and Bũ
s = X̃s = J̃s ◦ Ỹ = J̃s ◦ Y, ∀s ≤ t, P − a.s.. On the other hand, since

Bũ = (IC([0,1],R)−bpY)◦Y, where bpY is defined by (4.22), we get J̃s◦Y = Ys−bpYs ◦Y,

∀s ∈ [0, t], P − a.s., so that J̃s = Ws − bpYs , ∀s ∈ [0, t], pY|FpYt − a.s., which implies

that Ws = J̃s ◦ Ĩ = Ĩs− ξs, ∀s ≤ t, µW−a.s., where we have defined ξ := (πtb
pY) ◦ Ĩ =∫ .

0
1[0,t](s)v

pY
s ◦ Ĩds. Further notice that pX̃ = µW , so that ξ ∈ L2

a(µW , H
1) follows

from bpY ∈ L2
a(pY, H

1). Then, we define Fξ := IC([0,1],R) + ξ, ξ̃ := ξ ◦ B, and

Z := Fξ(B) = B + ξ̃. By definition, we obtain Zs = Ĩs(B), ∀s ≤ t, P − a.s., so

that in particular, ξ̃s = bpYs ◦ Z, ∀s ≤ t, P − a.s., while we obtain Ĩs = Ws + ξs,

∀s ≤ t, µW − a.s.. Thus, taking into account that pBũ = pB, (5.29) entails that

pZ|FµWt = pY|FµWt , while (GZ[0,s])s∈[0,t] ⊂ (GB[0,s])s∈[0,t]. On the other hand, due to

the Camron-Martin-Girsanov theorem, (3.6) entails pY|FµWt ∼ µW |FµWt , so that

(4.23) yields

dpY|FµWt
dpB|FµWt

= exp

(∫ t

0

vpYs dWs −
1

2

∫ t

0

(vpYs )2ds

)
, µW |FµWt − a.s.. (5.30)
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Therefore, we get

EP

[
E(−δBπtξ̃)

]
= EP

[
exp

(
−
∫ t

0

vpYs ◦ ZdBs −
1

2

∫ t

0

(vpYs ◦ Z)2ds

)]
= EµW

[
exp

(
−
∫ t

0

vpYs ◦ ĨsdĨs +
1

2

∫ t

0

(vpYs ◦ Ĩs)2ds

)]
= EpZ

[
exp

(
−
∫ t

0

vpYs dWs +
1

2

∫ t

0

(vpYs )2ds

)]
= EpY

[
exp

(
−
∫ t

0

vpYs dWs +
1

2

∫ t

0

(vpYs )2ds

)]
= EµW |FµWt

[
dpY|FµWt
dµW |FµWt

exp

(
−
∫ t

0

vpYs dWs +
1

2

∫ t

0

(vpYs )2ds

)]
= 1,

where the last inequality follows from (5.30). Thus, ξ satisfies to (i) and (ii). Finally,

notice that for s ≤ t, we have J̃s ◦ Z = J̃s ◦ Ĩ ◦ B = Ws ◦ B = Bs, ∀s ≤ t, P − a.s.,
so that (GB[0,s])s∈[0,t] = (GZ[0,s])s∈[0,t]. As a consequence, we are in the equality case of

Theorem 4.1 applied to ξ, from which we obtain that the latter satisfies to (iii). This

achieves the proof.

6. Probabilistic perspective by normalization, spectral random sets,

and further developments

To clarify the statements in view of applications to the above problems of filtering,

we did not require the Tsirelson spectral measures to be necessarily normalized.

However, taking a finite measure of finite mass one, as it is usual in stochastic analysis,

notably increases the insight on this kind of studies, as it is the case in Example 2.1

and Example 2.2 above. Moreover, we notice that the spectral measures investigated

above were determined by the laws of the associated processes. This motivates to

introduce the following notation to shorten the statement of Corollary 6.1 below :

Definition 6.1. Let ν ∈ M1(C([0, 1],R)) be a Borel probability measure which

is absolutely continuous with respect to the Wiener measure (ν << µW ), whose

Radon-Nikodym derivative fY := dν
dµW

is square-integrable (i.e. EµW

[
( dν
dµW

)2
]
<

+∞). Then, we denote by Pν the normalized Tsirelson spectral measure associated

with the probability ν, which is the Borel probability measure Pν on Comp([0, 1])
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given by

Pν(K) :=
ρ dν
dµW

(K)

ρ dν
dµW

(Comp([0, 1]))
, ∀K ∈ B(Comp([0, 1])), (6.31)

i.e.,

Pν := ρgν ∈M1(Comp([0, 1])),

where we have set

gν :=

dν
dµW√

EµW [( dν
dµW

)2]
,

and where ρgν denotes the Tsirelson spectral measure (see Definition (2.1)) of µW
with respect to gν ∈ L2(µW ).

Notice that the latter is well defined since from Jensen’s inequality, it follows that

‖ dν
dµW
‖L2(µW ) > 0, for any ν << µW (absolutely continuous). In this way, under the

assumptions of Definition 6.1, any such ν is associated to a random compact set ;

in the limit case where ν = µW this compact set is a.s. empty. Then, we obtain

the following ersatz for part of Theorem 4.1, which notably provides a probabilistic

insight on the previous criterion of existence of a realizable inverse to a real-time noise

filter, thanks to some spectral random set :

Corollary 6.1. Given u ∈ L2
a(µW , H

1) which satisfies to (3.6) with t = 1, further de-

fine Y by (2.4), and set ũ := Y−B. Further assume that we have dν
dµW
∈ L2(µW ), the

latter denoting the Radon-Nikodym derivative of the absolutely continuous proba-

bility ν := pY with respect to the Wiener measure µW .Then, the following lower

bound holds

Pν({∅}) ≥
1

EP

[
exp

(∫ 1

0
˙̃usdYs − 1

2

∫ 1

0
˙̃u

2

sds
)] ,

Pν denoting the normalized Tsirelson spectral measure (6.31) of the probability pY.

Moreover, there exists Hu : C([0, 1],R)→ C([0, 1],R) which satisfies to the hypothesis

of Theorem 4.1 with t = 1, if and only if,

Pν({∅}) =
1

EP

[
exp

(∫ 1

0
˙̃usdYs − 1

2

∫ 1

0
˙̃u

2

sds
)] .

Proof: Since Comp([0, 1]) = J([0, 1]) (see (3.13) above), from Definition 6.1, we get

Pν({∅}) =
ρfY ({∅})

ρfY (J([0,1]))
, where fY := dpY

dµW
. On the other hand, (2.1) implies

ρfY({∅}) = (EµW [fY])2 = 1,
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since fY is the Radon-Nikodym derivative of a probability measure with respect to

the probability µW . Thus, the result follows from Theorem 4.1.

Remark: Within this viewpoint, the above results can be extended in several fash-

ions to a class of Borel probability measures absolutely continuous with respect to

the Wiener measure whose Radon-Nikodym derivatives are also square integrable,

which will be done in some forthcoming works.

.
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