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Abstract

We construct a 4-dimensional quantum field theory on a Hilbert space,
dependent on a simple Lie Algebra of a compact Lie group, that satisfies
Wightman’s axioms. This Hilbert space can be written as a countable sum
of non-separable Hilbert spaces, each indexed by a non-trivial, inequivalent
irreducible representation of the Lie Algebra.

In each component Hilbert space, a state is given by a triple, a space-like
rectangular surface S in R

4, a measurable section of the Lie Algebra bundle
over this surface S, represented irreducibly as a matrix, and a Minkowski
frame. The inner product is associated with the area of the surface S.

In our previous work, we constructed a Yang-Mills measure for a compact
semi-simple gauge group. We will use a Yang-Mills path integral to quan-
tize the momentum and energy in this theory. During the quantization pro-
cess, renormalization techniques and asymptotic freedom will be used. Each
component Hilbert space is the eigenspace for the momentum operator and
Hamiltonian, and the corresponding Hamiltonian eigenvalue is given by the
quadratic Casimir operator. The eigenvalue of the corresponding momentum
operator will be shown to be strictly less than the eigenvalue of the Hamilto-
nian, hence showing the existence of a positive mass gap in each component
Hilbert space. We will further show that the infimum of the set containing
positive mass gaps, each indexed by an irreducible representation, is strictly
positive.

In the last section, we will show how the positive mass gap will imply the
Clustering Theorem.
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1 Preliminaries

LetM be a 4-manifold, with Λq(T ∗M) being the q-th exterior power of the cotangent
bundle over the manifold M . Fix a Riemannian metric g on M and this in turn
defines an inner product 〈·, ·〉q on Λq(T ∗M), for which we can define a volume form
dω on M . This allows us to define a Hodge star operator ∗ acting on k-forms,
∗ : Λk(T ∗M) → Λ4−k(T ∗M) such that for u, v ∈ Λk(T ∗M), we have

u ∧ ∗v = 〈u, v〉k dω. (1.1)

An inner product on the set of smooth sections Γ(Λk(T ∗M)) is then defined as

〈u, v〉 =
∫

M

u ∧ ∗v =
∫

M

〈u, v〉k dω. (1.2)

See [1].

Introduce a compact and simple gauge group G. Without loss of generality we
will assume that G is a Lie subgroup of U(N̄), N̄ ∈ N. We will identify the (real) Lie
Algebra g of G with a Lie subalgebra of the Lie Algebra u(N̄) of U(N̄) throughout
this article. Suppose we write the trace as TrMat(N̄,C), which we will abbreviate as
Tr in future. Then we can define a positive, non-degenerate bilinear form by

〈A,B〉 = −TrMat(N̄ ,C)[AB] (1.3)

for A,B ∈ g. Its Lie bracket will be denoted by [A,B] ≡ ad(A)B.

Let P → M be some trivial vector bundle, with structure group G. The vector
space of all smooth g-valued 1-forms on the manifold M will be denoted by AM,g.
Denote the group of all smooth G-valued mappings on M by G, called the gauge
group. The gauge group induces a gauge transformation on AM,g, AM,g×G → AM,g

given by
A · Ω := AΩ = Ω−1dΩ+ Ω−1AΩ

for A ∈ AM,g, Ω ∈ G. The orbit of an element A ∈ AM,g under this operation will
be denoted by [A] and the set of all orbits by AM,g/G.

For A ∈ AM,g, the curvature dA + A ∧ A is a smooth g-valued 2-form on M ,
whereby dA is the differential of A and A∧A is computed using the Lie Bracket of g
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and the wedge product on Λ1(T ∗M), at each fibre of the tensor bundle Λ1(T ∗M)⊗
(M × g → M). The Yang-Mills Lagrangian is given by

SYM(A) =

∫

M

|dA+ A ∧ A|2 dω.

Here, the induced norm | · | is from the tensor product of 〈·, ·〉2 and the inner product
on g, computed on each fiber of the bundle Λ2(T ∗M)⊗ (M × g →M). The integral
over M is then defined using Equation (1.2). Note that this Lagrangian is invariant
under gauge transformations.

The 4-manifold we will consider in this article is R × R
3 ≡ R

4, with tangent
bundle TR4. Note that R will be referred to as the time-axis and R3 is the spatial
3-dimensional Euclidean space. We will choose the standard Riemannian metric on
R

4, denoted as 〈·, ·〉. Let {ea}3a=0 be an orthonormal basis on R
4 ≡ R × R

3, hence
defining the standard coordinates, ~x ≡ (x0, x1, x2, x3), with time coordinate x0 and
spatial coordinates (x1, x2, x3).

Let Λq(R4) denote the fiber of the q-th exterior power of the cotangent bundle
over R4, and we choose the canonical basis {dx0, dx1, dx2, dx3} for Λ1(R4). Let
Λ1(R3) denote the subspace in Λ1(R4) spanned by {dx1, dx2, dx3}. There is an
obvious inner product defined on Λ1(R4), i.e. 〈dxa, dxb〉 = 0 if a 6= b, 1 otherwise.
Finally, a basis for Λ2(R4) is given by

{dx0 ∧ dx1, dx0 ∧ dx2, dx0 ∧ dx3, dx1 ∧ dx2, dx3 ∧ dx1, dx2 ∧ dx3}.

Using the volume form dω = dx0 ∧ dx1 ∧ dx2 ∧ dx3, the Hodge star operator ∗ is
a linear isomorphism between Λ2(R4) and Λ2(R4), i.e.

∗(dx0 ∧ dx1) = dx2 ∧ dx3, ∗(dx0 ∧ dx2) = dx3 ∧ dx1, ∗(dx0 ∧ dx3) = dx1 ∧ dx2.

We adopt Einstein’s summation convention, i.e. we sum over repeated super-
scripts and subscripts. We set the speed of light c = 1. We can define the Minkowski
metric, given by

~x · ~y = −x0y0 +
3∑

i=1

xiyi. (1.4)

Note that our Minkowski metric is negative of the one used by physicists. A vector
~x is time-like (space-like) if ~x · ~x < 0 (~x · ~x > 0). It is null if ~x · ~x = 0. When ~x and
~y are space-like separated, it means that

−(x0 − y0)2 +

3∑

i=1

(xi − yi)2 ≥ 0.
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A Lorentz transformation Λ is a linear transformation mapping space-time R4

onto itself, which preserves the Minkowski metric given in Equation (1.4). Indeed,
the Lorentz transformations form a group, referred to as Lorentz group L. It has 4
components, and we will call the component containing the identity, as the restricted
Lorentz group, denoted L↑

+.

1.1 Why should one read this article

At the time of this writing, an online search will reveal that several authors have
attempted to solve the Yang-Mills mass gap problem, which is one of the millennium
problems, as described in [2]. The problem is to construct a Hilbert space satisfying
Wightman’s axioms for a compact, simple Yang-Mills gauge theory in 4-dimensional
Euclidean space. See [3] for a complete description of the axioms. The axioms are
also stated in [4]. Furthermore, this theory has a minimum positive mass gap. This
means that besides the zero eigenvalue, the Hamiltonian has a minimum positive
eigenvalue. The momentum operator is also a non-negative operator, and the dif-
ference between the squares of their eigenvalues, is known as the mass gap squared.
Despite all these attempts, no solution has been widely accepted by the scientific
community. So, why should one spend time reading this article?

It is known that the set of inequivalent, non-trivial, irreducible representation
{ρn : n ∈ N} of a simple Lie Algebra g is indexed by highest weights, hence count-
able. See [5]. Using all the inequivalent, non-trivial, irreducible representations of
g, we can construct a Hilbert space

HYM(g) = {1} ⊕
⊕

n≥1

H (ρn),

for which Wightman’s axioms are satisfied. The vacuum state will be denoted by 1
and {1} will denote its linear span. The Hilbert space H (ρn) is defined using the
non-trivial irreducible representation ρn.

Experiments have shown that quantum fields are highly singular. Hence, we
need to smear the field, which we will represent it as a ρ(g)-valued vector field, over
a rectangular surface. This will define a state in H (ρ).

Each state in H (ρ) is described by a space-like rectangular surface S equipped
with a Minkowski frame, and a measurable section of S × [ρ(g) ⊗ C] → S defined
on it. See Definition 2.5. This is where the geometry comes in, as surfaces have a
well-defined physical quantity, which is the area. Incidentally, when we compute the
average flux of non-abelian Yang-Mills gauge fields through a surface in [6], we will
obtain a formula for the area of the surface. Further justification for its connection
with the Yang-Mills action will be given in Remark 3.21.
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But area is not invariant under the action of the Poincare group. To define an
unitary action by the Poincare group, we will consider time to be purely imaginary
and hence define a physical quantity on the surface S, associated with the area of
the surface. See Definition A.2.

We can now allow a test function to act on this ‘smeared’ field. This test function
will be represented as a field operator, to be defined later in Section 3, and it acts
on a dense subset in the Hilbert space HYM(g), as required in Wightman axioms.

A non-abelian Yang-Mills measure was constructed in [6]. Using a Yang-Mills
path integral, we will proceed in Section 7 to quantize momentum, which will yield
its quantum eigenvalues, associated with the quadratic Casimir operator. A path
integral approach to quantize the Yang-Mills theory was described in [7]. During
the quantization process, we will use renormalization techniques and asympotic free-
dom. Incidentally, H (ρn) is the eigenspace for both the Hamiltonian and quantized
momentum operator. We will now list down the following reasons why we think this
is a correct approach to prove the existence of a mass gap.

The quadratic Casimir operator is dependent on the non-trivial irreducible rep-
resentation of the simple Lie Algebra g. It is a positive operator and proportional
to the identity. If our gauge group is SU(2), then the quadratic Casimir operator
is given by j(j + 1), for a given representation ρ : su(2) → End(C2j+1), j is a non-
negative half integer or integer. Its square root is well known to be the eigenvalue
of total momentum in quantum mechanics.

The square of the Hamiltonian will be defined later to be proportional to the
dimension of the representation times the quadratic Casimir operator. Hence, we will
correlate the Casimir operator directly with the energy levels squared. Large values
of the Casimir operator mean high energy levels. The momentum eigenvalues will be
computed via a path integral. The set containing the eigenvalues will be discrete, and
because the eigenvalues of both operators go to infinity, both are unbounded. See
subsection 7.1. By comparing the eigenvalues of the squares of the Hamiltonian and
the quantized momentum operator, we will prove the existence of a mass gap. See
subsection 7.3. Note that it is not enough to just show that the Hamiltonian has a
strictly positive minimum eigenvalue, besides the zero eigenvalue. Our construction
will also show that the the vacuum state is an eigenstate of the Hamiltonian and
quantized momentum operator with eigenvalue 0 respectively, implying the vacuum
state is massless.

A successful quantum Yang-Mills theory should explain the following:

1. There is a mass gap, which will explain why the strong force is short range.

2. The theory should incorporate asymptotic freedom, i.e. at high energies and
short distances, the theory is like a free theory.

6



In the case of gauge group SU(3), which describes the strong force, it must also
explain the following:

3. The theory should demonstrate quark confinement, i.e. the potential between a
quark and anti-quark grows linearly;

4. The theory should incorporate chiral symmetry breaking, which means that the
vacuum is potentially invariant only under a certain subgroup of the full sym-
metry group that acts on the quark fields.

Item 2 was proved in a prequel [6], but we only showed asymptotic freedom in
the context for short distances. In that prequel, we derived the Wilson Area Law
formula of a time-like surface S using a (non-abelian) Yang-Mills path integral. This
will show quark confinement and that the potential energy between quarks grows
linearly, which is Item 3. We also like to mention that the Area Law formula does
not hold in the abelian gauge group case, as was shown in [8].

In this article, our main goal will be to prove Item 1, and also show that asymp-
totic freedom holds at high energies. Item 4 can be demonstrated in Example 3.17.
If one assumes that asymptotic freedom holds for non-abelian simple compact gauge
group, then a positive mass gap is implied, which we will furnish the details later in
this article. On pages 541-543 in [9], and also in [10], the authors gave a qualitative
explanation of asymptotic freedom, using gauge group SU(2). See also [11].

The weak interaction is described by a SU(2) gauge theory. An unification of
the weak and electromagnetic interaction is described by the electroweak theory,
which is SU(2) × U(1) gauge theory, first put forth by Sheldon Glashow in 1961,
then completed later by Abdus Salam and Steven Weinberg in 1967. Mathemat-
ically formulated as Yang-Mills fields, the gauge bosons in this theory have to be
massless. But experimentally, it was shown that the gauge bosons responsible for
weak interaction are massive, hence short range; whereas the photons, responsible
for electromagnetic interaction, are massless, hence long range. To resolve this issue,
the Higgs mechanism was introduced. See page 330 in [12]. But to date, there is no
experimental evidence to suggest that gluons have any physical mass, even though
strong interaction is short range.

A successful quantum Yang-Mills theory that satisfies Wightman’s axioms and
exhibits a positive mass gap, will then imply and explain the short range nature
of the weak and strong interaction, without assuming the existence of a physical
non-zero mass of these gauge bosons. This will be mathematically formulated later
as the Clustering Theorem in Section 8.

This article is focused on a construction of a 4-dimensional Yang-Mills quantum
field theory that satisfies Wightman’s axioms, without assuming the existence of
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a positive mass. However, the proof that a positive mass gap exists, requires a
construction of a Yang-Mills path integral, which is detailed in [8, 6]. An abelian
Yang-Mills path integral was constructed in [8]. The former details the construction
of an infinite dimensional Gaussian probability space using Abstract Wiener space
formalism, developed by Gross. See [13]. The construction of an abelian Yang-Mills
path integral will then allow us to construct a non-abelian Yang-Mills path integral
in [6]. The latter is instrumental in proving the mass gap.

These two prequals are technical in nature. By removing all the technical as-
pects of the construction, we hope that this article, will be more palatable to both
physicists and mathematicians, who only want to understand a construction of a
4-dimensional quantum field, satisfying Wightman’s axioms.

To further convince the reader that the construction of a 4-dimensional quantum
field theory is correct, we will proceed to prove the Clustering Theorem, that will
imply that the vacuum expectation has an exponential decay along a space-like
separation, which implies that the force represented by the Lie Algebra g is short
ranged in nature. Because our construction of a 4-dimensional quantum theory for
Yang-Mills fields satisfies a modified version of Wightman’s axioms, we will give an
alternative proof of the Clustering Theorem, that fits into our context.

2 A Description of Quantum Hilbert space

To construct our Hilbert space, we need a compact Lie group G, with its real simple
Lie Algebra g, of which {Eα}Nα=1 is an orthonormal basis using the inner product
defined in Equation (1.3), fixed throughout this article.

Extend the inner product defined in Equation (1.3) to be a sesquilinear complex
inner product, over the complexification of g, denoted as gC ≡ g⊗R C. Hence, it is
linear in the first variable, conjugate linear in the second.

A finite dimensional representation of g is a Lie Algebra homomorphism ρ of g
into End(CÑ) or into End(V ) for some complex vector space V . All our represen-
tations will be considered to be non-trivial and irreducible. The dimension of the
representation is given by Ñ . Because G is a compact Lie group, every finite dimen-
sional representation of G is equivalent to a unitary representation. See Theorems
9.4 and 9.5 in [5].

Hence, we can always assume that our Lie Algebra representation ρ : g →
End(CÑ) is represented as skew-Hermitian matrices. Thus, the eigenvalues of ρ(E)
will be purely imaginary, E ∈ g.

Suppose each non-trivial irreducible representation ρn : g → End(CÑn) is indexed
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by n, whereby n ∈ N and no two representations are equivalent. We will order them
as described in subsection 7.3.

Introduce state 1, which will be referred to as the vacuum state, and {1} refers
to the linear span of 1, over the complex numbers. Let H (ρ0) := {1}, which is
an one dimensional complex inner product space, with a complex sesquilinear inner
product defined by 〈1, 1〉 = 1.

Define

HYM(g) :=
∞⊕

n=0

H (ρn), (2.1)

whereby ρn : g → End(CÑn), n ≥ 1. The inner product defined on this direct sum
is given by 〈 ∞∑

n=0

vn,
∞∑

n=0

un

〉
:=

∞∑

n=0

〈vn, un〉,

whereby 〈vn, un〉 is the inner product defined on H (ρn).

We will now give the full description of each Hilbert space H (ρ), ρ is an ir-
reducible representation. Later, we will see that H (ρ) is an eigenspace for the
momentum operator and Hamiltonian.

2.1 Time-like and space-like surfaces

Notation 2.1 We will let I = [0, 1] be the unit interval, and I2 ≡ I × I. Denote
ŝ = (s, s̄), t̂ = (t, t̄) ∈ I2, dŝ ≡ dsds̄, dt̂ ≡ dtdt̄. Typically, s, s̄, t, t̄ will be reserved
as the variable for some parametrization, i.e. ρ : s ∈ I 7→ ρ(s) ∈ R

4.

Definition 2.2 (Time-like and space-like)
Let S be a bounded rectangular surface in R4, contained in some plane. By rotat-
ing the spatial axes if necessary, we may assume without any loss of generality, a
parametrization of S is given by

{
(a0 + sb0, a1, a2 + sb2, a3 + tb3)T ∈ R

4 : s, t ∈ I
}
, (2.2)

for constants aα, bα ∈ R. Now, the surface S is spanned by two directional vectors
(b0, 0, b2, 0)T and (0, 0, 0, b3)T . Note that (b0, 0, b2, 0)T lie in the x0 −x2 plane and is
orthogonal to (0, 0, 0, b3)T .

We say a rectangular surface is space-like, if |b0| < |b2|, i.e. the acute angle
which the vector (b0, 0, b2, 0)T makes with the x2-axis in the x0 − x2-plane is less
than π/4.
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We say a rectangular surface is time-like, if |b0| > |b2|, i.e. the acute angle which
the vector (b0, 0, b2, 0)T makes with the x0-axis in the x0−x2-plane is less than π/4.

Let S be a rectangular surface in R
4 contained in some plane, and TS denote

the set of directional vectors that lie inside S.

Write ~v = (v0, v) ≡ (v0, v1, v2, v3)T ∈ TS, and define |v|2 = v1,2+ v2,2+ v3,2. An
equivalent way to say that S is time-like is

inf
~06=~v∈TS

|v|2
v0,2

< 1. (2.3)

And we say that S is space-like if

inf
~06=~v∈TS

|v|2
v0,2

> 1. (2.4)

Remark 2.3 1. By definition, a time-like surface must contain a time-like di-
rectional vector in it. Since under Lorentz transformation, a time-like vec-
tor remains time-like, we see that a time-like surface remains time-like under
Lorentz transformation. Similarly, a surface is space-like means all its direc-
tional vectors in the surface are space-like. Under Lorentz transformation, all
its directional vectors spanning S remain space-like, hence a space-like surface
remains space-like under Lorentz transformation.

2. By a boost, any space-like rectangular surface contained in a plane can be
transformed into a surface lying strictly inside {c} ×R3, for some constant c.

3. Recall e0 spans the time-axis. By a boost, any time-like rectangular surface
contained in a plane can be transformed into a surface which is spanned by e0
and an orthogonal directional vector v ∈ R3.

4. Any two distinct points on a space-like surface is space-like separated; but two
distinct points on a time-like surface may not be time-like separated.

When we say surface S in this article, we mean it is a countable, disjoint union
of rectangular surfaces in R4, which are space-like, containing none, some or all of
its boundary points.

Definition 2.4 (Surface)
Any surface S ≡ {Su}u≥1 ⊂ R4 satisfies the following conditions:

• each component Su is a space-like rectangular surface contained in some plane;

10



• each connected component Su may contain none, some or all of its boundary;

• Su ∩ Sv = ∅ if u 6= v;

• Su is contained in some bounded set in R4.

Definition 2.5 Let S0 be a compact rectangular space-like surface inside the x2−x3
plane. From Equation (2.2), we see that any rectangular space-like surface S con-
tained in a plane, can be transformed to S0 by Lorentz transformations and transla-
tion.

Recall {ea}3a=0 is an orthonormal basis on R4. We say that {f̂a}3a=0 is a Minkowski
frame for a compact space-like surface S contained in some plane, if there exists a
sequence of Lorentz transformations Λ1, · · · ,Λn and a translation by ~a ∈ R4, such
that

• S = Λn · · ·Λ1S0 + ~a;

• f̂a = Λn · · ·Λ1ea ∈ R4, a = 0, · · · , 3.

Remark 2.6 Observe that f̂0 is time-like and for i = 1, 2, 3, f̂i is space-like, satis-
fying the following properties:

• f̂a · f̂b = 0 if a 6= b; and

• f̂0 · f̂0 = −1 and f̂i · f̂i = 1.

Note that {f̂2, f̂3} spans S. Later we will let S♭ be a time-like plane, spanned by
{f̂0, f̂1}. Clearly, {f̂a}3a=0 is a basis on R

4.

Each component Hilbert space H (ρ) will consists of vectors of the form∑∞
u=1

(
Su, f

u
α ⊗ ρ(Eα), {f̂u

a }3a=0

)
, whereby S =

⋃∞
u=1 Su is some countable union of

compact, rectangular surfaces in R
4, fu

α will be some (measurable) complex-valued
function, which is defined on the surface Su. And {f̂u

a }3a=0 is a Minkowski frame for
each compact rectangular surface Su contained in a plane as described in Definition
2.5.

Let σ : [0, 1]× [0, 1] → R4 be a parametrization of a compact S. The complex-
valued function fα is measurable on S, if fα ◦ σ : [0, 1]2 → C is measurable.

Each of these surfaces is assumed to be space-like, as defined above. We sum
over repeated index α, from α = 1 to N . One should think of fu

α ⊗ ρ(Eα) as a
section of the vector bundle Su × ρ(g)C → Su, defined over the surface Su. In terms
of the parametrization σ, the section at σ(ŝ) is given by fu

α(σ(ŝ))⊗ ρ(Eα).

11



Remark 2.7 Another way to view this vector
(
Su, f

u
α ⊗ ρ(Eα), {f̂a}3a=0

)
is via tak-

ing its Fourier Transform into energy-momentum space. We will refer the reader to
Section 8.

Let S and S̃ be rectangular space-like surfaces contained in a plane. Given
complex scalars λ and µ, we define the addition and scalar multiplication as

λ
(
S, fα ⊗ ρ(Eα), {f̂a}3a=0

)
+ µ

(
S̃, gα ⊗ ρ(Eα), {f̂a}3a=0

)

:=
(
S ∪ S̃,

(
λf̃α + µg̃α

)
⊗ ρ(Eα), {f̂a}3a=0

)
. (2.5)

Here, we extend fα to be f̃α : S ∪ S̃ → C by f̃α(p) = fα(p) if p ∈ S; f̃(p) = 0
otherwise. Similarly, g̃α is an extension of gα, defined as g̃α(p) = gα(p), if p ∈ S̃,
g̃α(p) = 0 otherwise.

Remark 2.8 For the above addition to hold, we require that the Minkowski frame
{f̂a}3a=0 on S and S̃ to be identical.

Given 2 surfaces, S and S̃, we need to take the intersection and union of these
surfaces. Now, the union of these 2 surfaces can always be written as a disjoint
union of connected sets, each such set is a space-like surface, containing none, some
or all of its boundary points. However, the intersection may not be a surface. For
example, the two surfaces may intersect to give a curve. In such a case, we will take
the intersection to be the empty set ∅.

Given a surface S, let σ be any parametrization of S. We can define
∫
S
dρ using

this parametrization σ as given in Definition A.1. Now, replace σ ≡ (σ0, σ1, σ2, σ3)
with σ́ = (iσ0, σ1, σ2, σ3) and hence define

∫
S
d|ρ́| as given in Definition A.2. With

this, define the following inner product on H (ρ).

Definition 2.9 Given a surface S =
⋃n

u=1 Su equipped with a collection of frames

{f̂u
a : a = 0, · · · , 3}u≥1, and a set of bounded and continuous complex-valued func-

tions {fu
α : α = 1, · · · , N}u≥1 for u ≥ 1, defined on S, form a vector∑n

u=1

(
Su, f

u
α ⊗ ρ(Eα){f̂u

a }3a=0

)
, also referred to as Yang-Mills field. Note that for

each u, fu
α ⊗ ρ(Eα) is a section of Su × [ρ(g)⊗C] → Su, with Su contained in some

plane, equipped with a Minkowski frame {f̂u
a }3a=0.

Let V be a (complex) vector space containing such vectors, with addition and
scalar multiplication defined in Equation (2.5). The zero vector can be written

as
(
S, 0, {f̂a}3a=0

)
for any space-like rectangular surface S contained in a plane,

equipped with any suitable Minkowski frame {f̂a}3a=0.

12



Refer to Definition A.2. Assume that S and S̃ be space-like surfaces, contained

in a plane. Define an inner product 〈·, ·〉 for
(
S, fα ⊗ ρ(Eα), {f̂a}3a=0

)
∈ V , and

(
S̃, gβ ⊗ ρ(Eβ), {ĝa}3a=0

)
∈ V , given by

〈(
S, fα ⊗ ρ(Eα), {f̂a}3a=0

)
,
(
S̃, gβ ⊗ ρ(Eβ), {ĝa}3a=0

)〉

:=

∫

S∩S̃
[fαgβ] · d|ρ́| · Tr[−ρ(Eα)ρ(Eβ)] (2.6)

≡
N∑

α=1

C(ρ)

∫

I2
[fα · gα](σ(ŝ))

∣∣∣∣∣
∑

0≤a<b≤3

ρ́abσ (ŝ)
[
det J́σ

ab(ŝ)
]∣∣∣∣∣ dŝ,

provided f̂a = ĝa, for a = 0, . . . , 3. Otherwise, it is defined as zero. Here, σ : I2 →
R4 is a parametrization of S ∩ S̃ and C(ρ) is defined later in Notation 7.1.

Denote its norm by | · |. Let H (ρ) denote the Hilbert space containing V .

Remark 2.10 The quantity
∫
S
dρ was first derived in [8], which motivates the defi-

nition of this quantity
∫
S
d|ρ́|. It was obtained from computing an abelian Yang-Mills

path integral, by computing the average square of the flux of a Yang-Mills gauge field,
over a time-like or space-like surface, using an infinite-dimensional Gaussian mea-
sure.

This quantity can also be derived from the Wilson Area Law formula in [6],
computed using a non-abelian gauge group. The reader will later observe that this
quantity

∫
S
d|ρ́|, plays an important role in all the 4 Wightman’s axioms.

Using this quantity is one reason why we call the states as Yang-Mills fields, as
the above inner product has its origins from a Yang-Mills path integral. There is
also a second reason for calling them Yang-Mills fields. Refer to Remark 3.21.

Proposition 2.11 The Hilbert space H (ρ) is non-separable.

Proof. Consider a compact rectangular surface S0 contained in the x2 − x3

plane, with {ea}3a=0 as its Minkowski frame. Then, we see that

{(
S0 + ~a, ρ(Eα), {ea}3a=0

)
: ~a ∈ R

}

is an uncountable set of orthogonal vectors in H (ρ), since
〈(
S0 + ~a, ρ(Eα), {ea}3a=0

)
,
(
S0 +~b, ρ(E

α), {ea}3a=0

)〉
= 0,

if ~a 6= ~b. Hence the Hilbert space is non-separable.

13



2.2 Unitary representation of inhomogeneous SL(2,C)

Given a continuous group acting on R
4, we can consider its corresponding inhomoge-

neous group, whose elements are pairs consisting of a translation and a homogeneous
transformation. For example, the Poincare group P containing the Lorentz group
L, will have elements {~a,Λ}, where Λ ∈ L and ~a will represent translation in the
direction ~a. The multiplication law for the Poincare group is given by

{~a1, A1}{~a2, A2} = {~a1 + A1~a2, A1A2}.

Associated with the restricted Lorentz group L↑
+ is the group of 2 × 2 complex

matrices of determinant one, denoted by SL(2,C). There is an onto homomorphism
Y : SL(2,C) → L↑

+. Thus, given Λ ∈ SL(2,C), Y (Λ) ∈ L↑
+ ⊂ L. See [3].

Instead of the Poincare group, we can consider the inhomogeneous SL(2,C) in
its place, which we will also denote by SL(2,C), and use it to construct unitary
representations. Its elements will consist of {~a,Λ} and its multiplication law is
given by

{~a1,Λ1}{~a2,Λ2} = {~a1 + Y (Λ1)~a2,Λ1Λ2}.
By abuse of notation, for any Λ ∈ SL(2,C), we will write Λ~a to mean Λ being
represented as a 4 × 4 matrix, acting on ~a ∈ R4. This means we will write Λ1~a2 ≡
Y (Λ1)~a2.

Given a vector ~x ∈ R4, {~a,Λ} acts on ~x by ~x 7→ Λ~x+ ~a. By abuse of notation,
for a surface S, {~a,Λ} acts on S by S 7→ ΛS + ~a, which means apply a Lorentz
transformation Y (Λ) to every position vector on the surface S, followed by trans-
lation in the direction ~a. In terms of some parametrization σ : I2 → R4 for S, the
surface ΛS + ~a is parametrized by Λσ + ~a : I2 → R4.

In general, the only finite dimensional unitary representation of SL(2,C) is the
trivial representation. See Theorem 16.2 in [14]. Thus, to construct a unitary
representation, we must consider an infinite dimensional space. See [15].

Definition 2.12 (Unitary Representation of the inhomogeneous SL(2,C))
Let Ĥ(ρ), P̂ (ρ) be positive numbers, dependent on the representation ρ, to be defined
later in Definition 7.13. Let Λ be in SL(2,C).

There is an unitary representation of the inhomogeneous SL(2,C), {~a,Λ} 7→
U(~a,Λ). Now, U(~a,Λ) acts on the Hilbert space H (ρ),

(
S, fα ⊗ ρ(Eα), {f̂a}3a=0

)
7−→ U(~a,Λ)

(
S, fα ⊗ ρ(Eα), {f̂a}3a=0

)
,
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by

U(~a,Λ)
(
S, fα ⊗ ρ(Eα), {f̂a}3a=0

)

:=
(
ΛS + ~a, e−i[~a·(Ĥ(ρn)Λf̂0+P̂ (ρn)Λf̂1)]fα(Λ

−1(· − ~a))⊗ ρ(Eα), {Λf̂a}3a=0

)
. (2.7)

Here, S is a space-like surface contained in some plane.

Remark 2.13 1. Notice that U(~a,Λ) acts trivially on ρ(g). In classical Yang-
Mills equation, the fields over R4, are g-valued. The Lie group G describes
the internal symmetry, on each fiber of the vector bundle. See [16]. When
we apply a Lorentz transformation, we expect that G remains invariant under
Lorentz transformation. After all, G acts fiberwise on the vector bundle over
R4.

2. Let us explain the formula on the RHS of Equation (2.7). Suppose σ : I2 → S
is a parametrization for S. Then Λσ+~a ≡ Y (Λ)σ+~a will be a parametrization
for Y (Λ)S +~a. And, the field at the point ~x := Y (Λ)σ(ŝ) +~a ∈ Y (Λ)S +~a, is
given by

e−i[~a·(Ĥ(ρn)Y (Λ)f̂0+P̂ (ρn)Y (Λ)f̂1)]fα[Y (Λ
−1)(~x− ~a)]⊗ ρ(Eα)

≡ e−i[~a·(Ĥ(ρn)Y (Λ)f̂0+P̂ (ρn)Y (Λ)f̂1)]fα[σ(ŝ)]⊗ ρ(Eα).

3. When there is no translation, the vector field over Y (Λ)S is the pushforward
of the vector field fα ⊗ ρ(Eα) over S.

4. When there is only translation, the unitary operator can be simplified to be

U(~a, 1)
(
S, fα ⊗ ρ(Eα), {f̂a}3a=0

)

≡e−i[~a·(Ĥ(ρn)f̂0+P̂ (ρn)f̂1)]
(
S + ~a, fα(· − ~a)⊗ ρ (Eα) , {f̂a}3a=0

)
,

directly from Equation (2.7).

It is straightforward to check that this map {~a,Λ} 7→ U(~a,Λ) is a representation,
to be left to the reader.

Lemma 2.14 The map U(~a,Λ) defined on H (ρ) is unitary, using the inner product
〈·, ·〉 as defined in Definition 2.9.

15



Proof. It suffices to show for S and S̃, both contained in some space-like plane
respectively. Let {f̂a}3a=0, {ĝa}3a=0 be as defined in Definition 2.5 for ΛS and ΛS̃
respectively.

By Definition 2.9, it suffices to prove when ΛS ∩ΛS̃ has non-zero area. We only
consider the case when f̂a = ĝa, a = 0, · · · , 3, since the result is trivial otherwise.
Thus,

〈
U(~a,Λ)

(
S, fα ⊗ ρ(Eα), {f̂a}3a=0

)
, U(~a,Λ)

(
S̃, gβ ⊗ ρ(Eβ), {f̂a}3a=0

)〉

:=

∫

[ΛS+~a]∩[ΛS̃+~a]

d|ρ́| e−i[~a·(Ĥ(ρn)Λf̂0+P̂ (ρn)Λf̂1)]ei[~a·(Ĥ(ρn)Λf̂0+P̂ (ρn)Λf̂1)]

× [fαgβ](Λ
−1(· − ~a)) · Tr[−ρ(Eα)ρ(Eβ)]

=

∫

Λ(S∩S̃)+~a

[fαgβ](Λ
−1(· − ~a)) · d|ρ́| · Tr[−ρ(Eα)ρ(Eβ)]

=

∫

S∩S̃
[fαgβ](·) · d|ρ́| · Tr[−ρ(Eα)ρ(Eβ)],

after applying Lemma A.3.

Remark 2.15 In general, the directional derivative for
(
S, fα ⊗ ρ(Eα), {f̂a}3a=0

)

does not exist for arbitrary direction ~a. Thus, in the computation of the generator
for translation, the derivative does not appear.

The author in [17] also talked about problems when taking the derivative of a
quantum field, at short distances. The differences in fields at different spatial points
actually diverges as the separation gets smaller. The fields become infinitely rough
at small distance scales and it means that it is impossible experimentally to probe
the field at a single point.

We have just described the Hilbert space H (ρ). Now let us focus on the vacuum
state, which we denoted it as 1. Recall our Yang-Mills fields are described by a triple∑∞

u=1

(
Su, f

u
α ⊗ ρ(Eα), {f̂u

a }3a=0

)
, whereby Su is some non-empty surface.

Definition 2.16 The vacuum state 1 is synonymous with the empty set ∅, i.e. 1 ≡
(∅). We define 〈1, 1〉 := 1.

Remark 2.17 1. On the empty set, it does not make sense to have a measurable
function or Minkowski frame defined on it.
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2. Recall that {1} is a one-dimensional subspace spanned by the vacuum state.
The Lie Algebra g acts trivially on {1}, via the trivial representation ρ0 : g →
C. Refer to Equation (2.1).

Clearly the empty set is invariant under the Poincare action. Hence, it is invariant
under U(~a,Λ).

Given a Schwartz function g on R
4, we can define a quantum field operator

φα,n(g), acting on the vacuum state and
∑∞

u=1

(
S, fu

α ⊗ ρn(E
α), {f̂u

a }3a=0

)
in Section

3. We will show later that φα,n(g) is densely defined on HYM(g). Furthermore,
{φα,n(g) : 1 ≤ α ≤ N} defines a spinor of dimension N . Using this definition and
the definition of unitary transformation, one can prove the transformation law given
in Proposition 4.1, and causality in Section 5 using this action.

Remark 2.18 In [4], the function g is interpreted as an observable, which is ele-
vated to be a quantum field operator φα,n(g). One can also understand it as applying
canonical quantization to a classical field g.

In our description of the Hilbert space containing Yang-Mills fields, nowhere did
we use the Yang-Mills action, so it is not clear if HYM(g) is a Hilbert space for a
quantum Yang-Mills gauge theory.

The set {Ĥ(ρn), P̂ (ρn)}n≥1, indexed by the non-trivial irreducible, inequivalent

representations, will give us a discrete set of eigenvalues. The choices of Ĥ(ρ) and
P̂ (ρ) will be given later, referred to as the eigenvalues of the Hamiltonian Ĥ and
momentum operator P̂ respectively. Indeed, these discrete eigenvalues will give us
a countable spectrum for the translation operator U(~a, 1), provided ~a = a0f̂0+a

1f̂1.
There are many choices of {Ĥ(ρ), P̂ (ρ)} and it is not clear how we should choose
these numbers.

It is only in Wightman’s zeroth axiom, where the mass of the theory appears.
This axiom requires that Ĥ(ρ)2 − P̂ (ρ)2 = m(ρ)2, for some mass gap m(ρ) ≥ 0.1

Furthermore, these eigenvalues are required to be unbounded. The mass gap prob-
lem is equivalent to show that m0 := infn∈Nm(ρn) > 0, and this is only true for a
compact simple gauge group.

For each eigenstate in H (ρn), Ĥ and P̂ will be multiplication by scalars Ĥ(ρn)
and P̂ (ρn) respectively. Then Ĥ

2 − P̂ 2 = m2 translates to

P̂ (ρn)
2

Ĥ(ρn)2
− 1 = −m(ρn)

2

Ĥ(ρn)2
. (2.8)

1See Remark 8.3.
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To prove that the Hamiltonian and momentum operators are unbounded, and there
is a positive mass gap m0, it suffices to show that for all n ≥ 1,

0 >
P̂ (ρn)

2

Ĥ(ρn)2
− 1 −→ 0,

as n→ ∞, and limn→∞m(ρn) = ∞.

To show that the operators are unbounded and the existence of a positive mass
gap, we need to make use of the Yang-Mills path integral to quantize, so that we will
obtain Equation (2.8). During the quantization process, we will use renormalization
techniques and asymptotic freedom. Note that asymptotic freedom only holds for a
non-abelian gauge group. The compact simple gauge group will give us a quadratic
Casimir operator, dependent on the representation ρn. As the set containing all
Casimir operators, each corresponding to a non-equivalent irreducible representation
of g, is countably infinite and unbounded from above, the Hamiltonian will be shown
to be an unbounded operator.

The existence of a positive mass gap is a consequence of Equation (7.4), first
proved in [6]. To prove this equation, we need

• renormalization techniques,

• asymptotic freedom,

• the compactness of the gauge group allows us to represent the Lie Algebra as
skew-Hermitian matrices,

• the structure constants and the quadratic Casimir operator of the simple Lie
Algebra, and

• the quartic term in the Yang-Mills action,

all of which are collectively responsible for the existence of a mass gap. We also
need to impose the Callan-Symanzik Equation to prove the existence of a mass gap
m0.

Remark 2.19 The idea that the quartic term in the Yang-Mills action might be
responsible for the mass gap was suggested in [18].

Using a Yang-Mills path integral to define the Hamiltonian and momentum op-
erator eigenvalues justify our construction as a 4-dimensional Yang-Mills quantum
gauge theory. In Section 8, we will show how the positive mass gap, will imply the
Clustering Theorem.

As for the rest of the axioms, we see that it does not make use of the Yang-Mills
action. We will postpone the proof of the mass gap till Section 7. For now, we will
move on to the remaining Wightman’s axioms.
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3 Quantum Field Operators

We will now begin our discussion on the field operators that act on the Hilbert space⊕∞
n=0 H (ρn), which contains our Yang-Mills fields.

Now, every irreducible finite dimensional representation of SL(2,C) is denoted
by D(j,k), j, k are non-negative integers or half integers. This representation is
known as the spinor representation of SL(2,C). Under this representation, one sees
that D(j,k)(−1) = (−1)2(j+k). Incidently, when restricted to SU(2), Λ ∈ SU(2) 7→
D(j,0)(Λ) is equivalent to an irreducible representation of SU(2). See [3].

Recall we have a Minkowski frame {f̂a}3a=0 defined on a rectangular space-like
surface S in Definition 2.5. Now, f̂a = Λea ≡ Y (Λ)ea for some Λ ∈ SL(2,C).
Suppose we have another Minkowski frame {ĝa}3a=0 on S such that f̂a = ĝa for all
a. Then, we have that Y (Λ)ea = Y (Λ̃)ea for some Λ̃ ∈ SL(2,C). Hence, Y (Λ) =
Y (Λ̃), which can be shown that Λ = ±Λ̃. When j + k is an integer, we see that
D(j,k)(±1) = 1, thus D(j,k) is a representation describing vector bosons.

Definition 3.1 (Test functions)
We let P denote the Schwartz space consisting of infinitely differentiable complex-
valued functions on R4, which converge to 0 at infinity faster than any powers of
|~x|. We will refer f ∈ P as a test function, which is bounded.

Notation 3.2 For ~k = (k0, k1, k2, k3), ka ∈ {0} ∪ N, we will write

D
~k =

(
∂

∂x0

)k0 (
∂

∂x1

)k1 (
∂

∂x2

)k2 (
∂

∂x3

)k3

, ~x
~k = (x0)k

0

(x1)k
1

(x2)k
2

(x3)k
3

.

And |~k| =∑3
a=0 |ka|.

Definition 3.3 (Norm on P)
Let r, s be whole numbers. Suppose f ∈ P. With the above notation, define a norm
‖ · ‖r,s on P as

‖ f ‖r,s:=
∑

|~k|≤r

∑

|~l|≤s

sup
~x∈R4

|~x~kD~lf(~x)|.

3.1 Creation operators

Definition 3.4 (Time-like plane)
Refer to Definition 2.5. Let S be a connected space-like rectangular surface contained
in some plane.

19



Let S♭ be a time-like plane spanned by {f̂0, f̂1}, parametrized by

ŝ = (s, s̄) 7→ σ(s, s̄) = sf̂0 + s̄f̂1, s, s̄ ∈ R. (3.1)

And we will write dŝ = dsds̄.

Refer to Definition A.2. Define using a Minkowski metric, η̃ : ~v ∈ R
4 7→ ~v ·

(Ĥ(ρn)f̂0 + P̂ (ρn)f̂1) ∈ R. Suppose we are given a f̃ ∈ P. We will define a new

function f̃ {f̂0,f̂1} : R4 → C by

~x ∈ R
4 7−→ f̃ {f̂0,f̂1}(Ĥ(ρn), P̂ (ρn))(~x) :=

∫

S♭

e−iη̃(·)

2π
f̃(~x+ ·) d|ρ́|

=

∫

ŝ∈R2

e−i[σ(ŝ)·(Ĥ(ρn)f̂0+P̂ (ρn)f̂1)]

2π
f̃ (~x+ σ(ŝ)) · |ρ́σ|(ŝ) dŝ, (3.2)

integration over a time-like plane S♭, using the parametrization given in Equation
(3.1), for representation ρn.

Remark 3.5 1. Note that f̃ {f̂0,f̂1} /∈ P, unless f̃ ≡ 0.

2. Even though we compute the integral using a given parametrization σ, it is
actually independent of the parametrization and only depends on the time-like
plane span by {f̂0, f̂1}. Because we are doing a Fourier Transform on time-like
and one space-like variable, evaluated at Ĥ(ρn)f̂0 + P̂ (ρn)f̂1, we see that the
transformed function depends on {f̂0, f̂1}, not just S♭.

3. If ~x =
∑3

a=0 x
af̂a, then

f̃ {f̂0,f̂1}(Ĥ(ρn), P̂ (ρn))(~x)

= e−i[x0Ĥ(ρn)−x1P̂ (ρn)]f̃ {f̂0,f̂1}(Ĥ(ρn), P̂ (ρn))(x
3f̂3 + x3f̂3).

Hence, Ĥ(ρn) (P̂ (ρn)) is the generator for translation, in the f̂0 (f̂1) direction.

Definition 3.6 Let A := {F α : 1 ≤ α ≤ N} ⊂ g be a finite set, and define
recursively for n ≥ 2, An := [An−1,A], A1 := A, such that g can be spanned by⋃n

j=1A
j for some n ≥ 1.

Given f̃ ∈ P, we now wish to describe the field operator φα,n(f̃), 1 ≤ α ≤ N .
Suppose we have a spinor representation A : SL(2,C) → End(CN). For each n ∈ N,
the field operator {φα,n(f̃) : 1 ≤ α ≤ N} transforms like a spinor under the action
of A(Λ), for any Λ ∈ SL(2,C). Hence, a Schwartz function f̃ will be ‘promoted’
to be some spinor

∑N
α=1 cαφ

α,n(f̃). But first, how does φα,n(f̃) act on 1, for some

Schwartz function f̃?
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Definition 3.7 (Creation operators)
Recall we indexed our non-trivial irreducible representation by a natural number n.
Fix a connected space-like plane S0 ⊂ R4. We will choose S0 to be the x2−x3 plane.
Using spatial rotation, we can rotate S0 to be the xi − xj plane, for i, j = 1, 2, 3.
Together with translation and boost, we can transform any surface contained inside
S0, to be any space-like surface, using the unitary representation of SL(2,C). By
Definition 2.5, we will choose {ea}3a=0 to be a Minkowski frame for S0.

For any f̃ ∈ P, we define an operator φα,n(f̃), α = 1, 2, · · · , N , n ∈ N, which
acts on the vacuum state 1 by

φα,n(f̃)1 :=
(
S0, f̃

{e0,e1} ⊗ ρn(F
α), {ea}3a=0

)

≡
(
S0, f̃

{e0,e1}(Ĥ(ρn), P̂ (ρn))⊗ ρn(F
α), {ea}3a=0

)
∈ H (ρn),

for F α ∈ A ⊂ g.

In the notation above, it is understood that f̃ {e0,e1} ≡ f̃ {e0,e1}(Ĥ(ρn), P̂ (ρn)). And
we restrict the domain of f̃ {e0,e1}(Ĥ(ρn), P̂ (ρn)) : R

4 → C to be on the surface S0.

Remark 3.8 The field operators can be indexed by a countably infinite set. See
[19].

3.2 Domain and continuity

Definition 3.9 Let S denote the set consisting of countable union of space-like
rectangular surfaces in R4, each component surface is compact or a plane. For
S ∈ S , let PS denote the set of Schwartz functions defined on S.

In particular, if σ : I2 → R4 is a parametrization of a compact space-like surface
S, we say f is a Schwartz function on S when f ◦ σ is an infinitely differentiable
function on I2, and is compactly supported in the interior of I2, i.e. it decays to
zero at the boundary.

If S is a space-like plane, then for some parametrization σ : R2 → S, we say f
is a Schwartz function on S when f ◦ σ is a Schwartz function on R2.

Definition 3.10 (Domain of field operators)
Define a domain D ⊂⊕∞

n=0 H (ρn) as

{
a01 +

∞∑

n,u=1

(
Sn,u, f

u
n,α ⊗ ρn(E

α), {f̂n,u
a }3a=0

)
: a0 ∈ C, fu

n,α ∈ PSn,u , Sn,u ∈ S

}
.
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Given a parametrization σ : I2 → R4 for a surface S, we say that f ∈ L2(S) if f
is measurable on S and

∫

I2
|f ◦ σ|2(ŝ)

∣∣∣∣∣
∑

0≤a<b≤3

ρ́abσ (ŝ)
[
det J́σ

ab(ŝ)
]∣∣∣∣∣ dŝ <∞.

By construction of H (ρ), we only consider space-like surfaces, equipped with a
Minkowski frame. For any surface S ∈ S , PS is dense inside L2(S). So we see that
D is actually a dense set inside HYM(g), and it contains the vacuum state.

Remark 3.11 In the proof of Proposition 3.20, we will show that PS is dense
inside L2(S), when S is compact.

From Equation (2.2), a compact space-like surface in the x2 − x3 plane can be
transformed to any compact space-like surface under translation, spatial rotation or
boost. Hence, S remains invariant under the action of SL(2,C). From Definition
2.5, a Minkowski frame associated with a rectangular surface, is generated by Lorentz
transformations of {ea}3a=0. Hence U(~a,Λ)D ⊂ D .

We can now define the field operator, whose domain is given by D , as follows.
Recall from Definition 3.4, how we can define a new function f̃ {f̂0,f̂1}, from f̃ ∈ P,
using {f̂0, f̂1} contained in a Minkowski frame, associated with a space-like surface
S.

From the opening paragraph in Section 3, we saw that {f̂a}3a=0 uniquely deter-
mines Λ ∈ SL(2,C), up to ±1. When j + k is an integer, we see that D(j,k)(±Λ) =
D(j,k)(Λ).

Definition 3.12 Let
∑∞

u=1

(
Su, g

u
β ⊗ ρ(Eβ), {f̂u

a }3a=0

)
∈ H (ρ), whereby each Su is

a connected rectangular space-like surface contained inside some plane, and guβ ∈
PSu. Refer to Definition 3.4. For each Minkowski frame {f̂u

a }3a=0, let Λuea =
f̂u
a for some Λu ∈ SL(2,C). The adjoint representation ad of ρ(g) is defined as
ad(ρ(Eα))ρ(Eβ) = [ρ(Eα), ρ(Eβ)].

Recall from Definition 3.6, we defined a set A ⊂ g with cardinality N . Suppose
we have a spinor representation A : SL(2,C) → End(CN). This representation
can be written as a sum of irreducible representations of the form

⊕m
α=1D

(jα,kα),
D(jα,kα) is an irreducible representation of SL(2,C) as described earlier. We will
further assume that for each 1 ≤ α ≤ m, jα + kα is an integer.
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For Λ ∈ SL(2,C), let A(Λ)βα denote the entry at the β-th row, α-th column.
Given a test function f ∈ P, define a field operator φα,n(f) as

φα,n(f)

∞∑

u=1

(
Su, g

u
β ⊗ ρm(E

β), {f̂u
a }3a=0

)

:=

{∑∞
u=1

(
Su, f

{f̂u
0 ,f̂

u
1 }

n A(Λu)αγ · guβ ⊗ ρn
(
[F γ , Eβ]

)
, {f̂u

a }3a=0

)
, m = n;

0, m 6= n.

There is an implied sum over γ from 1 to N , and over β from 1 to N . Here,

f
{f̂u

0 ,f̂u
1 }

n ≡ f {f̂u
0 ,f̂u

1 }(Ĥ(ρn), P̂ (ρn)) and the restricted vector field f
{f̂u

0 ,f̂u
1 }

n

∣∣∣
Su

A(Λu)αγ ⊗

ρn(F
γ) acts on guβ ⊗ ρn(E

β), by ad
(
f
{f̂u

0 ,f̂u
1 }

n |SuA(Λ
u)αγ ⊗ ρn(F

γ)
)
, over the surface

Su fiberwise, ad(ρn(E)) is the adjoint representation of ρn(E).

Remark 3.13 1. The alpha in φα,n(f) is referred to as the spinor index. Indeed,
for each n ∈ N and f ∈ P, we have that

{φα,n(f) : 1 ≤ α ≤ N}

is a spinor of dimension N . If A = D(s,0), then we must have that s is an
integer, i.e. the spinors are vector bosons in this case.

2. By linearity, we define

φα,n(f)

∞∑

m=0

vm :=

∞∑

m=0

φα,n(f)vm

= a0

(
S0, f

{e0,e1}
n ⊗ ρn(E

α), {ea}3a=0

)
+ φα,n(f)vn,

v0 = a01 is a scalar multiple of the vacuum state and vn ∈ H (ρn). The
domain for φα,n(f) will be D. Note that it is a bounded operator.

3. Suppose gβ is measurable, or L2 integrable on a space-like rectangular surface

S, contained in some plane. Since f {f̂0,f̂1} is bounded and continuous, we see
that f {f̂0,f̂1} · gβ is measurable and L2 integrable. So,

φα,n(f)
(
S, gβ ⊗ ρn(E

β), {f̂a}3a=0

)

:=
(
S, f {f̂0,f̂1}

n · A(Λ)αγgβ ⊗ ρn([F
γ, Eα]), {f̂a}3a=0

)
,

and f
{f̂0,f̂1}
n · gβ is defined almost everywhere on S. But we will run into

problems later, when proving Proposition 3.22. This is because multiplying
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a measurable function with a tempered distribution, may not be a tempered
distribution. It is thus necessary to restrict the domain for the field operators
to be on D, to avoid technical difficulties later on.

We showed how φα,n(f) is defined on D . We can now define its adjoint.

Definition 3.14 (Annihilation operators)
Using the inner product in Definition 2.9, we define the adjoint φα,n(g)∗ on a space-
like surface S contained in some plane, as

φα,n(g)∗
(
S, fβ ⊗ ρn(E

β), {f̂a}3a=0

)

=−
(
S, g{f̂0,f̂1}A(Λ)αγ · fβ ⊗ ρn([F

γ, Eβ]), {f̂a}3a=0

)

+
〈(
S, fβ ⊗ ρn(E

β), {f̂a}3a=0

)
, φα,n(g)1

〉
1,

whereby f̂a = Λea for a = 0, · · · , 3, and we sum over repeated indices γ from 1 to
N , and over β from 1 to N . This is because

〈
ad(ρ(Eα))ρ(Eβ), ρ(Eγ)

〉
= −

〈
ρ(Eβ), ad(ρ(Eα))ρ(Eγ)

〉
.

And

• φα,n(g)∗ will send
(
S, fβ ⊗ ρm(E

β), {f̂a}3a=0

)
to 0 if m 6= n;

• φα,n(g)∗1 = 0.

Remark 3.15 Clearly, we can choose the domain to be D.

Example 3.16 Consider the Lie group SU(2). Its Lie algebra can be generated
by the three Pauli matrices. Suppose A as described in Definition 3.6 is linearly
independent. Hence, 2 ≤ |A| ≤ 3. If A = D(j,k), then j = 1, k = 0, since j + k
must be an integer. Thus, the Pauli matrices, which represent W± and Z bosons
responsible for weak force interactions, transform like spin 1 vector bosons.
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Example 3.17 Consider the Lie group SU(3). Its Lie algebra can be generated by
the Gell-Mann matrices

λ1 =




0 1 0
−1 0 0
0 0 0


 , λ2 =




0 i 0
i 0 0
0 0 0


 , λ3 =



i 0 0
0 −i 0
0 0 0


 ,

λ4 =




0 0 i
0 0 0
i 0 0


 , λ5 =




0 0 1
0 0 0
−1 0 0


 ,

λ6 =




0 0 0
0 0 i
0 i 0


 , λ7 =




0 0 0
0 0 1
0 −1 0


 , λ8 =

1√
3



i 0 0
0 i 0
0 0 −2i


 ,

each representing the gluons responsible for strong force interaction.

Observe that {λ1, λ2, λ3} is the Lie algebra of a subgroup H1 ⊂ SU(3), isomorphic
to SU(2). Furthermore, λ8 generates an abelian subgroup H2, such that the elements
in H1 commutes with elements in H2, because λ8 commutes with {λ1, λ2, λ3}. Let
H̃ be a Lie subgroup in SU(3), generated by {λ1, λ2, λ3, λ8}.

Suppose the vacuum state 1 is invariant under this unbroken subgroup H̃ and A

as described in Definition 3.6 is linearly independent. This means that 3 ≤ |A| ≤ 4
and cannot contain any elements that are linear combination of {λ1, λ2, λ3, λ8}, also
referred to as unbroken generators. Therefore, this SU(3) gauge theory is sponta-
neously broken. Furthermore, if A = D(j,k), then either j = 1, k = 0 or j = k = 1/2.

Choose A = {λ4, λ5, λ7}. A direct computation shows that

[λ7, λ4] =λ2, [λ7, λ5] = λ1, ad(λ4)ad(λ5)λ7 = −λ6,
ad(λ7)ad(λ4)ad(λ5)λ7 =λ3 −

√
3λ8, [λ5, λ4] = λ3 +

√
3λ8.

Thus, we see that
⋃4

j=1A
j spans su(3). In this case, we can choose A = D(1,0) as an

irreducible representation and the vectors in the span of A are called spin 1 vectors.

If we choose A = {λ4, λ5, λ6, λ7}, which are the broken generators in su(3), then
A = D(1/2,1/2) is equivalent to Y , and the vectors in the span of A transform like
4-vectors.

3.3 Cyclicity

Notation 3.18 Let S = [0, 1]× [0, 1] ≡ I2 and PS(n) ⊂ PS, whereby g ∈ PS(n)
if g = f1f2 · · ·fn, each fi ∈ PS.
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Let Cc(S,C) and C(S,C) denote the set of compactly supported continuous func-
tions and the set of continuous functions on S respectively.

We also write ‖ · ‖L2 to denote the L2 norm on S, i.e. ‖ f ‖L2=
[∫

I2
|f(ŝ)|2 dŝ

]1/2
.

Lemma 3.19 We have that PS is dense in L2(S). Let G(n) be the smallest algebra
containing PS(n), n ∈ N fixed. Then, G(n) is dense in PS using the L2 norm.

Proof. Now PS is a complex algebra and clearly it separates interior points in
S. Unfortunately, it does not contain the unit 1 on S ≡ I2. Let C be the smallest
algebra containing 1 and PS.

By complex Stone Weierstrass Theorem, PS and C are respectively dense in
Cc(S,C) and C(S,C). Furthermore, since continuous functions are dense in L2(S),
we see that C will be dense in L2(S). To show that the space containing polynomials
of functions in PS will generate L2(S), we will show that we can approximate 1 via
the L2 norm, using a sequence of functions in PS.

Define ϕ̆δ : [0, 1] → R by

ϕ̆δ(t) :=





1
δ
t, 0 ≤ t ≤ δ;

1, δ < t ≤ 1− δ;
1
δ
(1− t), 1− δ < t ≤ 1.

Then, t̂ = (t, t̄) ∈ I2 7→ φδ(t̂) := ϕ̆δ(t)ϕ̆δ(t̄) is continuous. Let ǫ > 0. We can find a
δ > 0 such that ‖ φδ − 1 ‖L2< ǫ/2.

Since φδ ∈ Cc(S,C), we can find a gǫ ∈ PS such that ‖ φδ − gǫ ‖L2< ǫ/2. Thus,
‖ 1− gǫ ‖L2< ǫ. This completes the claim that PS is dense in L2(S).

To prove the second statement, let f ∈ PS and let ǫ > 0. There exists a M > 0
such that |f |(ŝ) < M for all ŝ ∈ S. Choose a δ > 0 such that ‖ 1− gn−1

δ ‖L2< ǫ/M ,
gδ ∈ PS. Let g̃ǫ := gn−1

δ f . Then,

‖ f − g̃ǫ ‖L2 =

[∫

I2
|1− gn−1

δ |2(t̂)|f |2(t̂) dt̂
]1/2

≤M ‖ 1− gn−1
δ ‖L2< ǫ.

Thus, G(n) is dense in PS using the L2 norm.

Because PS is an algebra, we see that

ψα1,m1(g1) · · ·ψαk,mk(gk)D ⊂ D ,

whereby ψαi,ki(gi) = φαi,ki(gi) or its adjoint φ
αi,ki(gi)

∗.

Let D0 be a subspace inside HYM(g), generated by the action of U(~a,Λ) and
polynomial containing φα1,n(f1), · · ·φαr,n(fr), on the vacuum state 1. Clearly, D0 ⊂
D .
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Proposition 3.20 The set D0 is dense inside HYM(g).

Proof. Under U(~a,Λ), we can transform any space-like rectangular surface, into
other space-like rectangular surface, via translation, spatial rotation and boost. See
Equation (2.2). Thus it suffices to show that for any compact space-like rectangular
surface S ⊂ R4 contained in some plane, we can approximate any measurable section
in S × ρn(g)C → S, for each fixed n, using the field operators. Without loss of
generality, we assume that S is I2, lying inside the x2 − x3 plane.

Refer to Definition 3.6. First we assume that the span of A is g. In this case,
we see that N ≥ N . Recall ad(E)F = [E, F ] ∈ g. Since g is simple, we see that for
a fixed k ≥ 1,

span
{
ad(F α1) · · ·ad(F αk)F β : 1 ≤ β ≤ N, 1 ≤ αi ≤ N, i = 1, 2, · · · , k

}
= g.

Therefore, for each 1 ≤ γ ≤ N , we can write

Eγ =

N(γ)∑

β=1

dγβad(F
αγ,β
1 ) · · ·ad(F αγ,β

m−1)F αγ,β
m ,

for real coefficients dγβ and natural numbers 1 ≤ αγ,β
i ≤ N .

Let pκ(x) =
κ√
2π
e−κ2x2/2 be an one-dimensional Gaussian function, mean 0, vari-

ance 1/κ2. Its Fourier Transform is p̂κ(q) = κp1/κ(q). Let cn = p̂1(Ĥ(ρn)) 6= 0,

dn = p̂1(P̂ (ρn)) 6= 0 be fixed.

For a given set of Schwartz functions {f1, · · · , fm} defined on S, extend each one
to be a function

Fi ∈ P : ~x ∈ R
4 7→ 1

cn
p1(x

0)
1

dn
p1(x

1)fi(x
2, x3), i = 1, · · · , m.

We also have

F
{e0,e1}
i (Ĥ(ρn), P̂ (ρn))(0, 0, x

2, x3) =
1

cn
p̂1(Ĥ(ρn))

1

dn
p̂1(P̂ (ρn))fi(x

2, x3) = fi(x
2, x3).

Hence,

[F
{e0,e1}
1 · · · ·F {e0,e1}

m ](Ĥ(ρn), P̂ (ρn))(0, 0, x
2, x3) =

m∏

i=1

fi(x
2, x3).
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For any set of Schwartz functions {f1, · · · , fm} on S, we can extend them to be
Schwartz functions on R4 as described above, and thus we have

N(γ)∑

β=1

dγβφ
αγ,β
1 ,n(F1) · · ·φαγ,β

m ,n(Fm)1 =

(
S,

m∏

i=1

fi ⊗ ρn(E
γ), {ea}3a=0

)
.

If we let

Cm = span {φα1,n(F1) · · ·φαm,n(Fm)1 : Fi ∈ P, 1 ≤ αi ≤ N} ,

we see that the sum of subspaces,
∑∞

m=1 Cm, is dense in L
2(S)⊗ρn(g). This follows

from Lemma 3.19.

This will show that we can find a sequence of vectors in the sum
∑∞

m=1 Cm

and approximate any vector of the form (S, fα ⊗ ρn(E
α), {ea}3a=0), whereby fα is

measurable on a compact rectangular surface S inside x2 − x3 plane.

Now suppose span of A is not equal to g. Thus, n ≥ 2. By definition of A, we
see that

span {ad(F α1) · · ·ad(F αñ−1)F αñ : 1 ≤ αi ≤ N, 1 ≤ ñ ≤ n} = g.

Thus, for each 1 ≤ γ ≤ N , we can write for some 1 ≤ ñ ≤ n,

Ẽγ =

N(γ)∑

ξ=1

d(γ, ξ)ad(F α1(γ,ξ)) · · ·ad(F αñ−1(γ,ξ))F αñ(γ,ξ),

for real coefficients d(γ, ξ) and natural numbers 1 ≤ αi(γ, ξ) ≤ N . Here, {Ẽα : 1 ≤
α ≤ N} is a basis for g.

Let ǫ > 0 and f ∈ PS. From the proof of Lemma 3.19, we can find g1, · · · , gñ ∈
PS such that

‖ f − g1 · · · gñ ‖L2<
ǫ

C(ρn)
.

Using an earlier argument, there exists G1, · · · , Gñ such that G
{e0,e1}
i ≡ gi for 1 ≤

i ≤ ñ.

Hence, we have that

N(γ)∑

ξ=1

d(γ, ξ)φα1(γ,ξ),n(G1) · · ·φαñ−1(γ,ξ),n(Gñ−1)φ
αñ(γ,ξ),n(Gñ)1

=

(
S,

ñ∏

i=1

gi ⊗ ρn(Ẽ
γ), {ea}3a=0

)
.
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A direct computation will show that
∥∥∥∥∥
(
S, f ⊗ ρ(Ẽγ), {ea}3a=0

)
−
(
S,

ñ∏

i=1

gi ⊗ ρn(Ẽ
γ), {ea}3a=0

)∥∥∥∥∥ < ǫ.

This completes the proof.

Remark 3.21 Given any
(
S, fα ⊗ ρ(Eα), {f̂a}3a=0

)
, we can find a sequence of

Schwartz functions {gmα : R4 → C | m ∈ N}, for which its partial Fourier Trans-
form approximates fα, for each 1 ≤ α ≤ N . Here, for each gmα : R4 → C,
we can take the Fourier Transform on the time and space variables, i.e. gmα 7→
g
m,{f̂0,f̂1}
α (Ĥ(ρ), P̂ (ρ))(~x), ~x ∈ S. As explained at the end of subsection 2.2, the
eigenvalues {Ĥ(ρ), P̂ (ρ)} will be defined using a Yang-Mills path integral in subsec-

tion 7.3. Therefore,
(
S, fα ⊗ ρ(Eα), {f̂a}3a=0

)
∈ H (ρ) can be written as the limit of

{(
S, g

m,{f̂0,f̂1}
α ⊗ ρ(Eα), {f̂a}3a=0

)}∞

m=1
, using the inner product given in Definition

2.9, and hence they are referred to as Yang-Mills fields.

3.4 Tempered Distribution

Proposition 3.22 Let S, S̃ be bounded space-like surfaces lying inside some plane.

Let
(
S, gβ ⊗ ρn(E

β), {f̂a}3a=0

)
,
(
S̃, g̃β ⊗ ρn(E

β), {f̂a}3a=0

)
∈ D. Suppose f̂a = Λea

for Λ ∈ SL(2,C).

Write
cγ,βα = A(Λ)αδTr

[
−[ad(ρn(F

δ))ρn(E
γ)]ρn(E

β)
]
,

with an implied sum over δ. Given a test function f ∈ P, we define for a smooth
parametrization σ : I2 → S ∩ S̃ ⊂ R4,

T (f) :=
〈
φα,n(f)

(
S̃, g̃γ ⊗ ρn(E

γ), {f̂a}3a=0

)
,
(
S, gβ ⊗ ρn(E

β), {f̂a}3a=0

)〉

=cγ,βα

∫

I2
dt̂
[
f {f̂0,f̂1} · g̃γ · gβ

]
(σ(t̂)) · |ρ́σ|(t̂).

Then T is a linear functional on P. Furthermore, it is a tempered distribution.

Proof. It is clear that it is a linear functional on P. It remains to show that it
is a tempered distribution.

Let σ : I2 → R4 be a parametrization of Ŝ := S ∩ S̃, and write

h = [g̃γ · gβ] ◦ σ · |ρ́σ| cγ,βα .
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Then,

T (f) =

∫

I2
f {f̂0,f̂1}(σ(t̂))h(t̂) dt̂.

Let σ̃ : ŝ 7→ σ̃(ŝ) = sf̂0 + s̄f̂1, s, s̄ ∈ R, whereby {f̂a}3a=0 is a Minkowski frame
for Ŝ. By definition,

~x 7−→ f {f̂0,f̂1}(~x) ≡ f {f̂0,f̂1}(Ĥ(ρn), P̂ (ρn))(~x)

=

∫

ŝ∈R2

e−i[σ̃(ŝ)·(Ĥ(ρn)f̂0+P̂ (ρn)f̂1)]

2π
f (~x+ σ̃(ŝ)) |ρ́σ̃| (ŝ) dŝ.

Write ~α = Ĥ(ρn)f̂0 + P̂ (ρn)f̂1. Thus

T (f) =

∫

I2
f {f̂0,f̂1}(σ(t̂))h(t̂) dt̂

=

∫

ŝ,t̂∈R2

dt̂dŝ f(σ(t̂) + σ̃(ŝ)) |ρ́σ̃| (ŝ) |ρ́σ| (t̂) ·
e−i[σ̃(ŝ)·~α]

2π
[g̃γ · gβ] ◦ σ(t̂) · cγ,βα .

Note that

(ŝ, t̂) ∈ R
4 7−→ |ρ́σ̃| (ŝ) |ρ́σ| (t̂) ·

e−i[σ̃(ŝ)·~α]

2π
[g̃γ · gβ] ◦ σ(t̂) · cγ,βα ,

is a tempered distribution, because {gβ, g̃γ}Nβ,γ=1 are Schwartz functions. Therefore,
T is a tempered distribution.

Remark 3.23 The map

f ∈ P

7−→
∫

ŝ,t̂∈R4

dt̂dŝ f(σ(t̂) + σ̃(ŝ)) |ρ́σ̃| (ŝ) |ρ́σ| (t̂) ·
e−i[σ̃(ŝ)·~α]

2π
[g̃γ · gβ] ◦ σ(t̂)

× Tr
[
−[ad(·)ρn(Eγ)]ρn(E

β)
]
,

defines a ρn(g)-valued distribution, using the inner product on ρn(g) defined in Equa-
tion (7.1).

Corollary 3.24 Suppose S = S̃ = S0. For any f ∈ P, we can write

T (f)

=

∫

R4

f(~x)
ei[x

0Ĥ(ρn)−x1P̂ (ρn)]

2π
[g̃γ · gβ](x2, x3) d~x · Tr

[
−[ad(ρn(F

α))ρn(E
γ)]ρn(E

β)
]
.
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Proof. We note that {ea}3a=0 is the default Minkowski frame. In this case, Λ =
±1 ∈ SL(2,C), and A(±1) = 1. Furthermore, we can choose the parametrizations
σ(x2, x3) = x2e2 + x3e3, σ̃(x

0, x1) = x0e0 + x1e1. A direct calculation shows |ρ́σ| =
|ρ́σ̃| = 1. The result hence follows.

Remark 3.25 In this corollary, we see that the function that maps

~x = (x0, x1, x2, x3) 7−→ ei[x
0Ĥ(ρn)−x1P̂ (ρn)]

2π
[g̃γ · gβ](x2, x3),

is not in P, but rather it is a tempered distribution.

4 Transformation Law of the Field Operator

Recall g has dimension N and has an irreducible representation ρ : g → End(CÑ).
Without any loss of generality, consider a space-like surface S, contained inside some
plane. From Definition 2.5, we have a Minkowski frame {f̂a}3a=0 assigned to it.

In Definition 3.6, we have a finite set A ⊂ g, which defines a spinor indexed by
1 ≤ α ≤ N . This spinor transforms under the action A(Λ) : φα,n 7→ A(Λ)αβφ

β,n for
Λ ∈ SL(2,C).

For Λ ∈ SL(2,C), we consider Λ−1(S−~a), which is also a space-like surface, with
{ĝa}3a=0 = {Λ−1f̂a}3a=0 assigned as a Minkowski frame to it by Definition 2.5.

Proposition 4.1 We have the transformation law for the field operators acting on
H (ρ), i.e.

U(~a,Λ)φα,n(f)U(~a,Λ)−1
(
S, gβ ⊗ ρn(E

β), {f̂a}3a=0

)

= A(Λ−1)αγφ
γ,n(f(Λ−1(· − ~a)))

(
S, gβ ⊗ ρn(E

β), {f̂a}3a=0

)
,

whereby S is some rectangular space-like surface contained in some plane.

Recall S♭
0 is the x0 − x1 plane. However,

U(~a,Λ)φα,n(f)U(~a,Λ)−11

=
(
ΛS0 + ~a, e−i[~a·(Ĥ(ρn)ĝ0+P̂ (ρn)ĝ1)]f {ĝ0,ĝ1}(Λ−1(· − ~a))⊗ ρn(F

α), {ĝa}3a=0

)
.

Here, {ĝa}3a=0 = {Λea}3a=0 is a Minkowski frame for ΛS0.
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Proof. By Definition 2.5, there is a Λ̃ ∈ SL(2,C) such that f̂a = Y (Λ̃)ea. Thus,
{Λ−1Λ̃ea}3a=0 = {Λ−1f̂a}3a=0 is a Minkowski frame for Λ−1(S − ~a).

Write dαβ = A(Λ−1Λ̃)αβ ≡ A(Λ−1)αγA(Λ̃)
γ
β,

T (ρn,~a) = e−i[~a·(Ĥ(ρn)f̂0+P̂ (ρn)f̂1)], T (ρn,~a)
−1 = ei[~a·(Ĥ(ρn)f̂0+P̂ (ρn)f̂1)],

and fC = f {Λ−1f̂0,Λ−1f̂1}, with C = {Λ−1f̂0,Λ
−1f̂1}, D = {Λ−1f̂a}3a=0.

We have

U(~a,Λ)φα,n(f)U(~a,Λ)−1
(
S, gβ ⊗ ρn(E

β), {f̂a}3a=0

)

=U(~a,Λ)φα,n(f)
(
Λ−1(S − ~a), T (ρn,~a)

−1gβ(Λ ·+~a)⊗ ρn
(
Eβ
)
,D
)

=U(~a,Λ)
(
Λ−1(S − ~a), [T (ρn,~a)

−1fC](·)dαγ · gβ(Λ ·+~a)⊗ ad(ρn(F
γ))ρn

(
Eβ
)
,D
)

=
(
S, T (ρn,~a)T (ρn,~a)

−1fC(Λ−1(· − ~a))dαγgβ(·)⊗ ad(ρn(F
γ))ρn

(
Eβ
)
, {f̂a}3a=0

)
.

(4.1)

Let [Λ−1(S − ~a)]♭ be the span of {Λ−1f̂0,Λ
−1f̂1}. By definition, for any point

~x ∈ S, we have that

fC(Λ−1(~x− ~a)) ≡ f {Λ−1f̂0,Λ−1f̂1}(Λ−1(~x− ~a)),

means we do a partial integration using Equation (3.2) on f in the time-like plane
~y + [Λ−1(S − ~a)]♭, for ~y = Λ−1(~x− ~a).

Let σ(s, s̄) = sf̂0 + s̄f̂1, s, s̄ ∈ R. Let ĝ0 = Λ−1f̂0 and ĝ1 = Λ−1f̂1. We will let
σ̂(ŝ) = Λ−1σ(ŝ) = sĝ0 + s̄ĝ1, s, s̄ ∈ R.

Now, Λ−1σ · Λ−1f̂a = σ · f̂a and ρ́σ̂ = ρ́σ. See Remark A.4. Hence,

f {ĝ0,ĝ1}(Ĥ(ρn), P̂ (ρn))(Λ
−1(~x− ~a))

:=

∫

ŝ∈R2

e−i[σ̂(ŝ)·(Ĥ(ρn)ĝ0+P̂ (ρn)ĝ1)]

2π
f(~y + σ̂(ŝ))|ρ́σ̂|(ŝ) dŝ

=

∫

ŝ∈R2

e−i[σ(ŝ)·(Ĥ(ρn)f̂0+P̂ (ρn)f̂1)]

2π
f(~y + Λ−1σ(ŝ))|ρ́σ|(ŝ) dŝ

=

∫

ŝ∈R2

e−i[σ(ŝ)·(Ĥ(ρn)f̂0+P̂ (ρn)f̂1)]

2π
f(Λ−1(~x+ σ(ŝ)− ~a))|ρ́σ|(ŝ) dŝ

= f(Λ−1(· − ~a)){f̂0,f̂1}(Ĥ(ρn), P̂ (ρn))(~x).
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Therefore, Equation (4.1) is equal to

(
S,f(Λ−1(· − ~a)){f̂0,f̂1}A(Λ−1)αγA(Λ̃)

γ
δ · gβ ⊗ ad(ρn(F

δ))ρn(E
β), {Λ̃ea}3a=0

)

= A(Λ−1)αγφ
γ,n[f(Λ−1(· − ~a))]

(
S, gβ ⊗ ρn(E

β), {Λ̃ea}3a=0

)
.

To prove the second statement, note that U(~a,Λ)1 = 1. Let ĝa = Λea, a =
0, · · · , 3. Then,

U(~a,Λ)φα,n(f)U(~a,Λ)−11 = U(~a,Λ)φα,n(f)1

=U(~a,Λ)
(
S0, f

{e0,e1} ⊗ ρn(F
α), {ea}3a=0

)

=
(
ΛS0 + ~a, e−i[~a·(Ĥ(ρn)ĝ0+P̂ (ρn)ĝ1)]f {e0,e1}(Λ−1(· − ~a))⊗ ρn(F

α), {ĝa}3a=0

)
,

by definitions.

Remark 4.2 Relative to ΛS0 and for Λ~a = a0ĝ0 + a1ĝ1, we see that multiplication
by e−i[Λ~a·(Ĥ(ρn)ĝ0+P̂ (ρn)ĝ1)] = ei[a

0Ĥ(ρn)−a1P̂ (ρn)], corresponds to a shift

f(·){ĝ0,ĝ1} 7→ f(· − Λ~a){ĝ0,ĝ1},

when we take Fourier Transform.

5 Causality

We are now down to the final Wightman’s axiom. Recall that we have a countable
set {Ĥ(ρn), P̂ (ρn)}n∈N to be defined later in Definition 7.13. We will see in this
section that to satisfy local commutativity, we must have Ĥ(ρn)

2 − P̂ (ρn)
2 > 0, for

each n.

Definition 5.1 (Space-like separation)
Let f, g ∈ P. The support of f , denoted supp f , is the closed set obtained by taking
the complement of the largest open set in which f vanishes. We say that supp f
and supp g are space-like (time-like) separated if f(~x)g(~y) = 0 for all pairs of points
~x = (x0, x), ~y = (y0, y) ∈ R4 such that

(~x− ~y) · (~x− ~y) = −(x0 − y0)2 +

3∑

i=1

(xi − yi)2 ≤ (≥) 0.
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Remark 5.2 • Given a connected space-like rectangular surface S contained in
a plane, any two distinct points ~x, ~y ∈ S are actually space-like separated. By
Definition 5.1, if f and g have supports which are space-like separated, then
we must have f(~x)g(~x) = 0 for any ~x ∈ S.

• Note that on a time-like rectangular surface, two distinct points in it may not
be time-like separated.

Notation 5.3 For this section, we only consider a space-like surface S contained
in a plane. It is equipped with a Minkowski frame {f̂a}3a=0, which will be assumed
throughout. To ease our notations, we will drop this Minkowski frame from our
notation. This means

(S, fα ⊗ ρ(Eα)) ≡ (S, fα ⊗ ρ(Eα), {f̂a}3a=0).

Definition 5.4 Write the commutators of f and g in P as

⌈φα,n(f), φβ,n(g)⌉ := φα,n(f)φβ,n(g)− φα,n(g)φβ,n(f),

⌈φα,n(f)∗, φβ,n(g)∗⌉ := φα,n(f)∗φβ,n(g)∗ − φα,n(g)∗φβ,n(f)∗.

Remark 5.5 We are using the version of Wightman’s last axiom taken from [4],
and not from [3].

Lemma 5.6 Let S be a space-like surface contained in a plane. Then, we have

⌈φα,n(f), φβ,n(g)⌉ (S, hγ ⊗ ρn(E
γ)) = 0,

for any (S, hγ ⊗ ρn(E
γ)) ∈ D, and [φα,n(f), φβ,n(g)]1 = 0.

We also have

⌈φα,n(f)∗, φβ,n(g)∗⌉1 = 0, ⌈φα,n(f)∗, φβ,n(g)∗⌉ (S, hγ ⊗ ρn(E
γ)) = 0,

for any (S, hγ ⊗ ρn(E
γ)) ∈ D.

Proof. The first two commutator relations follow from Definitions 3.7, 3.12, and
that f {f̂0,f̂1} · g{f̂0,f̂1} = g{f̂0,f̂1} · f {f̂0,f̂1}. By taking the adjoint, the last two follow
immediately.

Remark 5.7 These commutation relations hold, regardless of whether the supports
of f and g are space-like separated or not.
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5.1 CPT Theorem

Definition 5.8 Define the anti-commutators and commutators of f and g in P,
as

⌊φα,n(f), φβ,n(g)∗⌋± := φα,n(f)φβ,n(g)∗ ± φα,n(g)φβ,n(f)∗,

⌊φα,n(f)∗, φβ,n(g)⌋± := φα,n(f)∗φβ,n(g)± φα,n(g)∗φβ,n(f).

Lemma 5.9 Recall ad(ρ(Eα)) refers to its adjoint representation on ρ(g). Suppose
the Minkowski frame on S is f̂a = Λea, a = 0, 1, 2, 3. Write C = {f̂0, f̂1}.

For any (S, hγ ⊗ ρn(E
γ)) ∈ D, we have

⌊φα,n(f), φβ,n(g)∗⌋± (S, hγ ⊗ ρn(E
γ))

= −A(Λ)αδA(Λ)βµ
(
S,B±[fC · gC ± gC · fC] · hγ ⊗ ad(ρn(F

δ))ad(ρn(F
µ))ρn(E

γ)
)

+
〈
(S, hγ ⊗ ρn(E

γ)), φβ,n(g)1
〉
φα,n(f)1

±
〈
(S, hγ ⊗ ρn(E

γ)), φβ,n(f)1
〉
φα,n(g)1, (5.1)

whereby B+ = Re and B− = Im for anti-commutation and commutation relations
respectively.

And

⌊φα,n(f)∗, φβ,n(g)⌋± (S, hγ ⊗ ρn(E
γ))

= −A(Λ)αδA(Λ)βµ
(
S,B±[fC · gC ± gC · fC] · hγ ⊗ ad(ρn(F

δ))ad(ρn(F
µ))ρn(E

γ)
)

+
〈(
S, gCA(Λ)βµ · hγ ⊗ ad(ρn(F

µ))ρn(E
γ)
)
, φα,n(f)1

〉
1

±
〈(
S, fCA(Λ)βµ · hγ ⊗ ad(ρn(F

µ))ρn(E
γ)
)
, φα,n(g)1

〉
1, (5.2)

whereby B+ = Re and B− = Im for anti-commutation and commutation relations
respectively.

Proof. From Definitions 3.7, 3.12 and 3.14, we see that

φα,n(f)φβ,n(g)∗(S, hγ ⊗ ρn(E
γ))

=φα,n(f)A(Λ)βµ

[(
S,−gC · hγ ⊗ ad(ρn(F

µ))ρn(E
γ)
)

+
〈
(S, hγ ⊗ ρn(E

γ)) , φβ,n(g)1
〉
1

]

=− A(Λ)αδA(Λ)
β
µ

(
S, fC · gC · hγ ⊗ ad(ρn(F

δ))ad(ρn(F
µ))ρn(E

γ)
)

+
〈
(S, hγ ⊗ ρn(E

γ)) , φβ,n(g)1
〉
φα,n(f)1.
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Similarly,

φα,n(g)φβ,n(f)∗ (S, hγ ⊗ ρn(E
γ))

=− A(Λ)αδA(Λ)
β
µ

(
S, gC · fC · hγ ⊗ ad(ρn(F

δ))ad(ρn(F
µ))ρn(E

γ)
)

+
〈
(S, hγ ⊗ ρn(E

γ)) , φβ,n(f)1
〉
φα,n(g)1.

Take the sum or difference, and we will obtain

−A(Λ)αδA(Λ)βµ
(
S, [fC · gC ± gC · fC] · hγ ⊗ ad(ρn(F

δ))ad(ρn(F
µ))ρn(E

γ)
)

+
〈
(S, hγ ⊗ ρn(E

γ)), φβ,n(g)1
〉
φα,n(f)1±

〈
(S, hγ ⊗ ρn(E

γ)), φβ,n(f)1
〉
φα,n(g)1.

Since fC·gC±gC·fC is real and purely imaginary respectively, this proves Equation
(5.1). The proof for Equation (5.2) is similar, hence omitted.

Remark 5.10 Without any loss of generality, we assume that a time-like plane S♭

spanned by {f̂0, f̂1}, is parametrized by ~y(ŝ) ≡ ~y(s, s̄) := sf̂0+ s̄f̂1, s, s̄ ∈ R, whereby
f̂0 · f̂0 = −1, f̂1 · f̂1 = 1, f̂0 · f̂1 = 0.

Suppose we now assume that supp f and supp g are disjoint compact sets. Write
Ĥ = Ĥ(ρn), P̂ = P̂ (ρn). Let ~x ∈ S. By definition, for any ~x ∈ S,

g{f̂0,f̂1}(Ĥ, P̂ )(~x) =

∫

ŝ∈R2

e−i[~y(ŝ)·(Ĥf̂0+P̂ f̂1)]

2π
g(~x+ ~y(ŝ))|ρ́~y|(ŝ) dŝ,

f {f̂0,f̂1}(Ĥ, P̂ )(~x) =

∫

t̂∈R2

ei[~y(t̂)·(Ĥf̂0+P̂ f̂1)]

2π
f̄(~x+ ~y(t̂))|ρ́~y|(t̂) dt̂.

Write g~x(·) = g(~x+ ·), f̄~x(·) = f̄(~x+ ·). Thus,
[
g{f̂0,f̂1} · f {f̂0,f̂1}

]
(Ĥ, P̂ )(~x)

=

∫

ŝ,t̂∈R2

e−i[~y(ŝ)·(Ĥf̂0+P̂ f̂1)]

(2π)2
g~x(~y(ŝ) + ~y(t̂))f̄~x(~y(t̂))|ρ́~y|(ŝ)|ρ́~y|(t̂) dŝdt̂

=

∫

t̂∈R2,ŝ∈D

e−i[~y(ŝ)·(Ĥf̂0+P̂ f̂1)]

(2π)2
g~x(~y(ŝ) + ~y(t̂))f̄~x(~y(t̂))|ρ́~y|(ŝ)|ρ́~y|(t̂) dŝdt̂.

Similarly,
[
f {f̂0,f̂1} · g{f̂0,f̂1}

]
(Ĥ, P̂ )(~x)

=

∫

t̂∈R2,ŝ∈−D

e−i[~y(ŝ)·(Ĥf̂0+P̂ f̂1)]

(2π)2
f~x(~y(ŝ) + ~y(t̂))ḡ~x(~y(t̂))|ρ́~y|(ŝ)|ρ́~y|(t̂) dŝdt̂.
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From both expressions, we see that the integrals depend on the relative displace-
ment between pairs of positions in their respective supports. When the region of

integration is on D, it is clear that we are referring to g{f̂0,f̂1} · f {f̂0,f̂1}; when the

region of integration is on −D, then we are referring to f {f̂0,f̂1} · g{f̂0,f̂1}. Note that
the vectors in the set ~y(−D), are in the opposite direction of those vectors in ~y(D).

Thus, by reversing time direction and taking space inversion (parity), we can
obtain its complex conjugate. The CPT theorem is being implied by these two ex-
pressions. See Remark 5.23. Note that here, ‘C’ refers to complex conjugation, not
charge conjugation.

In general, the anti-commutators and commutators will not be equal to zero,
even when the supports are space-like separated.

Lemma 5.11 Let f, g ∈ P for which their supports are space-like separated, and
let S be a space-like plane, equipped with a Minkowski frame {f̂a}3a=0. Let S♭ be the
span of {f̂0, f̂1}.

Fix a ~x ∈ S. Write g~x(·) = g(~x+ ·), f̄~x(·) = f̄(~x+ ·). Suppose Ĥ(ρn)
2− P̂ (ρn)2 >

0.

If supp f ∩ (~x + S♭) = ∅ or supp g ∩ (~x + S♭) = ∅, then for any u, v ∈ S♭, we
have

e−i[(u−v)·(Ĥ(ρn)f̂0+P̂ (ρn)f̂1)]

(2π)2
g~x(u)f̄~x(v)∓

e−i[(v−u)·(Ĥ(ρn)f̂0+P̂ (ρn)f̂1)]

(2π)2
f~x(v)ḡ~x(u) = 0. (5.3)

Suppose both sets are non-empty. If u− v is parallel to P̂ (ρn)f̂0 + Ĥ(ρn)f̂1, then
the commutation and anti-commutation relations in Equation (5.3) hold when f · ḡ
is real and imaginary respectively.

Proof. When one of the sets is empty, then f~x(v) · ḡ~x(u) = 0, so clearly Equation
(5.3) holds.

Now consider when both are non-empty. Since

(u− v) · (Ĥ(ρn)f̂0 + P̂ (ρn)f̂1) = c(P̂ (ρn)f̂0 + Ĥ(ρn)f̂1) · (Ĥ(ρn)f̂0 + P̂ (ρn)f̂1) = 0,

we have

e−i[(u−v)·(Ĥ(ρn)f̂0+P̂ (ρn)f̂1)] = cos
[
(u− v) · (Ĥ(ρn)f̂0 + P̂ (ρn)f̂1)

]
= 1.
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When f~x(v) · ḡ~x(u) is real, then the LHS of Equation (5.3) becomes
[
e−i[(u−v)·(Ĥ(ρn)f̂0+P̂ (ρn)f̂1)]

(2π)2
− e−i[(v−u)·(Ĥ(ρn)f̂0+P̂ (ρn)f̂1)]

(2π)2

]
f~x(v)ḡ~x(u),

which is zero.

When f~x(v) · ḡ~x(u) is purely imaginary, then the LHS of Equation (5.3) becomes
[
−e

−i[(u−v)·(Ĥ(ρn)f̂0+P̂ (ρn)f̂1)]

(2π)2
+
e−i[(v−u)·(Ĥ(ρn)f̂0+P̂ (ρn)f̂1)]

(2π)2

]
f~x(v)ḡ~x(u),

which is zero.

Remark 5.12 Suppose both supp f ∩ (~x + S♭) and supp g ∩ (~x + S♭) are non-
empty. The lemma says that there exists a space-like line in S♭, such that the LHS
of Equation (5.3) is zero.

If Ĥ(ρn)f̂0+P̂ (ρn)f̂1 is space-like or null, then the LHS of Equation (5.3) cannot
be zero, on any space-like line in S♭. This can be inferred from Lemma B.3.

Thus, it is essential that a positive mass gap exists in H (ρn), for the lemma to
hold true.

Consider a bilinear map that sends

(f, g) ∈ P × P

7−→
〈
φα,n(f)φβ,n(g)∗ (S, hγ ⊗ ρn(E

γ)) , (S̃, h̃γ ⊗ ρn(E
γ))
〉

−
〈
(S, hγ ⊗ ρn(E

γ)) , φβ,n(g)1
〉〈
φα,n(f)1, (S̃, h̃γ ⊗ ρn(E

γ))
〉
.

From Proposition 3.22, we have a tempered distribution W (~x, ~y) such that
∫

~x∈R4

∫

~y∈R4

W (~x, ~y)f(~x)⊗R g(~y) d~xd~y

=
〈
φα,n(f)φβ,n(g)∗ (S, hγ ⊗ ρn(E

γ)) , (S̃, h̃γ ⊗ ρn(E
γ))
〉

−
〈
(S, hγ ⊗ ρn(E

γ)) , φβ,n(g)1
〉〈
φα,n(f)1, (S̃, h̃γ ⊗ ρn(E

γ))
〉
.

See Remark 5.14.

Indeed, writing ~x =
∑3

a=0 x
af̂a and ~y =

∑3
a=0 y

af̂a, we have that
(
x0f̂0 + x1f̂1, y

0f̂0 + y1f̂1

)
7−→

∫

(x2,x3)∈R2

∫

(y2,y3)∈R2

W (~x, ~y)f(~x)⊗R g(~y) dx
2dx3dy2dy3, (5.4)

defines a continuous function on S♭ × S♭.
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Notation 5.13 Suppose f · ḡ is real. Then we will define tempered distribution
Re W , such that

∫

~x∈R4

∫

~y∈R4

Re W (~x, ~y) [f(~x)⊗R g(~y)] d~xd~y

:=

∫

~x∈R4

∫

~y∈R4

W (~x, ~y) [f(~x)⊗R g(~y)] d~xd~y.

When f · ḡ is purely imaginary, we will define tempered distribution Im W , such
that

∫

~x∈R4

∫

~y∈R4

Im W (~x, ~y) [f(~x)⊗R g(~y)] d~xd~y

:=

∫

~x∈R4

∫

~y∈R4

W (~x, ~y) [f(~x)⊗R g(~y)] d~xd~y.

Remark 5.14 Suppose we write f = f + if , g = g + ig, whereby f = Re f ,

f = Im f , g = Re g, g = Im g. From Notation 5.13, we understand

∫

~x∈R4

∫

~y∈R4

W (~x, ~y) [f(~x)⊗R g(~y)] d~xd~y

=

∫

~x∈R4

∫

~y∈R4

Re W (~x, ~y)
[
f(~x)g(~y) + f(~x)g(~y)

]
d~xd~y

+ i

∫

~x∈R4

∫

~y∈R4

Im W (~x, ~y)
[
f(~x)g(~y)− f(~x)g(~y)

]
d~xd~y.

Lemma 5.15 Fix a space-like plane S and let the Minkowski frame on S be f̂a =
Λea, a = 0, 1, 2, 3, as defined in Definition 2.5. Suppose Ĥ(ρn)

2 − P̂ (ρn)
2 > 0.

We have

Re W (~x, ~y)− Re W (~y, ~x) = 0,

Im W (~x, ~y) + Im W (~y, ~x) = 0,

provided ~0 6= ~x − ~y can be written as c1(P̂ (ρn)f̂0 + Ĥ(ρn)f̂1) +
∑3

i=2 cif̂i for some
constants ci’s.

Proof. Choose any f, g ∈ P such that their compact supports are space-like
separated. Write g~x(·) = g(~x+ ·), f̄~x(·) = f̄(~x+ ·), and Ĥ = Ĥ(ρn), P̂ = P̂ (ρn).
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From the proof in Lemma 5.9,

φα,n(f)φβ,n(g)∗ (S, hγ ⊗ ρn(E
γ))−

〈
(S, hγ ⊗ ρn(E

γ)) , φβ,n(g)1
〉
φα,n(f)1

=− A(Λ)αδA(Λ)
β
µ

(
S, [f {f̂0,f̂1} · g{f̂0,f̂1}] · hγ ⊗ ad(ρn(F

δ))ad(ρn(F
µ))ρn(E

γ)
)
.

Refer to the calculations in Remark 5.10. If we swap f with g in the above expression
and take the sum or difference, we will have

−A(Λ)αδA(Λ)βµ
(
S,A± · hγ ⊗ ad(ρn(F

δ))ad(ρn(F
µ))ρn(E

γ)
)
,

whereby

A±(~z) =

∫

ŝ,t̂∈R2

e−i[(~y(ŝ)−~y(t̂))·(Ĥf̂0+P̂ f̂1)]

(2π)2
f~z(~y(ŝ))ḡ~z(~y(t̂))|ρ́~y|(ŝ)|ρ́~y|(t̂) dŝdt̂

±
∫

ŝ,t̂∈R2

e−i[(~y(t̂)−~y(ŝ))·(Ĥf̂0+P̂ f̂1)]

(2π)2
g~z(~y(t̂))f̄~z(~y(ŝ))|ρ́~y|(ŝ)|ρ́~y|(t̂) dŝdt̂.

Since their supports are disjoint, by definition of W (~y, ~x), we note that swapping
the arguments ~x and ~y, is equivalent to swapping f and g, i.e. f(~x)ḡ(~y) 7→ g(~y)f̄(~x)
in their respective integrals.

Consider when ~0 6= ~x− ~y = c1(P̂ f̂0 + Ĥf̂1) +
∑3

i=2 cif̂i, whereby not all the ci’s
are zero. By Lemma 5.11, we see that if c2 or c3 is non-zero, then we must have
W (~x, ~y) = W (~y, ~x) = 0.

Consider when c1 6= 0 and f ḡ is real. By Equation (5.3), we have that

Re W (~x, ~y)− Re W (~y, ~x) = 0,

for the real part.

Now consider when c1 6= 0 and f ḡ is purely imaginary. By Equation (5.3), we
have that

Im W (~x, ~y) + Im W (~y, ~x) = 0,

for the imaginary part.

Remark 5.16 In the Wightman’s axiom for local commutativity, it is required that
⌊φα,n(f), φβ,n(g)∗⌋± is zero when their supports are space-like separated. This is not
true in general, even if f · ḡ is real or purely imaginary. The same remark applies
to ⌊φα,n(f)∗, φβ,n(g)⌋±, as we will see in Lemmas 5.18 and 5.20.

Indeed, when (~x+ S♭)∩ supp f or (~x+ S♭) ∩ supp g is empty for every ~x ∈ S,
then we have ⌊φα,n(f), φβ,n(g)∗⌋± = ⌊φα,n(f)∗, φβ,n(g)⌋± = 0, acting on (S, fα⊗Eα).
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The above lemma says that if we consider the orthogonal projection P0, on the
orthogonal complement of {1}, then the operators commute or anti-commute on the
hyperplane spanned by space-like vectors {P̂ (ρn)f̂0 + Ĥ(ρn)f̂1, f̂2, f̂3}. This fact will
be used in the proof of Lemma 8.23.

Consider another bilinear map that sends

(f, g) ∈ P × P 7−→
〈
φα,n(f)∗φβ,n(g) (S, hγ ⊗ ρn(E

γ)) , (S̃, h̃γ ⊗ ρn(E
γ))
〉
.

From Proposition 3.22, we have a tempered distribution W̃ (~x, ~y) such that

∫

~x∈R4

∫

~y∈R4

W̃ (~x, ~y)f(~x)⊗R g(~y) d~xd~y

=
〈
φα,n(f)∗φβ,n(g) (S, hγ ⊗ ρn(E

γ)) , (S̃, h̃γ ⊗ ρn(E
γ))
〉
.

Similar to Equation (5.4), we can define a continuous complex-valued function on
S♭ × S♭ from it.

Remark 5.17 Suppose we write f = f + if , g = g + ig, whereby f = Re f ,

f = Im f , g = Re g, g = Im g. Define tempered distributions Re W̃ and Im W̃ ,
similar to how we defined Re W and Im W in Notation 5.13. We understand

∫

~x∈R4

∫

~y∈R4

W̃ (~x, ~y) [f(~x)⊗R g(~y)] d~xd~y

=

∫

~x∈R4

∫

~y∈R4

Re W̃ (~x, ~y)
[
f(~x)g(~y) + f(~x)g(~y)

]
d~xd~y

+ i

∫

~x∈R4

∫

~y∈R4

Im W̃ (~x, ~y)
[
f(~x)g(~y)− f(~x)g(~y)

]
d~xd~y.

Lemma 5.18 Fix a space-like plane S and let {f̂a}3a=0 be a basis as defined in
Definition 2.5. Suppose Ĥ(ρn)

2 − P̂ (ρn)
2 > 0.

We have

Re W̃ (~x, ~y)− Re W̃ (~y, ~x) = 0,

Im W̃ (~x, ~y) + Im W̃ (~y, ~x) = 0,

provided ~0 6= ~x − ~y can be written as c1(P̂ (ρn)f̂0 + Ĥ(ρn)f̂1) +
∑3

i=2 cif̂i for some
constants ci’s.
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Proof. Proof is similar to Lemma 5.15, hence omitted.

Finally consider the following bilinear map that sends

(f, g) ∈ P × P 7−→
〈
φα,n(f)∗φβ,n(g)1, (S̃, h̃γ ⊗ ρn(E

γ))
〉
.

From Proposition 3.22, we have a tempered distribution W̌ (~x, ~y) such that

∫

~x∈R4

∫

~y∈R4

W̌ (~x, ~y)f(~x)⊗R g(~y) d~xd~y

=
〈
φα,n(f)∗φβ,n(g)1, (S̃, h̃γ ⊗ ρn(E

γ))
〉
.

Similar to Equation (5.4), we can obtain a continuous complex-valued function de-
fined on S♭ × S♭, from the integral.

Remark 5.19 Suppose we write f = f + if , g = g + ig, whereby f = Re f ,

f = Im f , g = Re g, g = Im g. Define tempered distributions Re W̌ and Im W̌ ,
similar to how we defined Re W and Im W in Notation 5.13. We understand

∫

~x∈R4

∫

~y∈R4

W̌ (~x, ~y) [f(~x)⊗R g(~y)] d~xd~y

=

∫

~x∈R4

∫

~y∈R4

Re W̌ (~x, ~y)
[
f(~x)g(~y) + f(~x)g(~y)

]
d~xd~y

+ i

∫

~x∈R4

∫

~y∈R4

Im W̌ (~x, ~y)
[
f(~x)g(~y)− f(~x)g(~y)

]
d~xd~y.

Lemma 5.20 Fix a space-like plane S and let {f̂a}3a=0 be a basis as defined in
Definition 2.5. Suppose Ĥ(ρn)

2 − P̂ (ρn)
2 > 0.

We have

Re W̌ (~x, ~y)− Re W̌ (~y, ~x) = 0,

Im W̌ (~x, ~y) + Im W̌ (~y, ~x) = 0,

provided ~0 6= ~x − ~y can be written as c1(P̂ (ρn)f̂0 + Ĥ(ρn)f̂1) +
∑3

i=2 cif̂i for some
constants ci’s.

Proof. Proof is similar to Lemma 5.15, hence omitted.
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Remark 5.21 Note that φα,n(f)∗1 = 0 by definition, thus we always have

φα,n(f)φβ,n(g)∗1± φα,n(g)φβ,n(f)∗1 = 0.

The Lemmas 5.6, 5.15, 5.18 and 5.20 are collectively known as the local commu-
tation and anti-commutation relations.

Indeed, we see that the relations hold, because Ĥ(ρn)f̂0+P̂ (ρn)f̂1 is time-like. If it
is space-like or null vector, then we see local commutativity only holds for space-like
directions in the span of {f̂2, f̂3}.

Now, {P̂ (ρn)f̂0 + Ĥ(ρn)f̂1, f̂2, f̂3} is a set of space-like vectors. In fact, for any
vector given by a linear combination of these three vectors, there exists a sequence of
translations and Lorentz transformations that rotates it by π radians in R4, which
is time and space inversion. Refer to Lemma B.1 and Remark B.2.

Corollary 5.22 (CPT Theorem)
Fix a space-like plane S, with a time-like plane S♭ spanned by {f̂0, f̂1}, whereby
{f̂a}3a=0 is a basis defined in Definition 2.5. By abuse of notation, write

W = Re W +
√
−1 Im W, W̃ = Re W̃ +

√
−1 Im W̃ , W̌ = Re W̌ +

√
−1 Im W̌ .

Suppose Ĥ(ρn)
2 − P̂ (ρn)

2 > 0. We have that

W (~y, ~x) =W (~x, ~y), W̃ (~y, ~x) = W̃ (~x, ~y), W̌ (~y, ~x) = W̌ (~x, ~y),

provided ~0 6= ~x− ~y = c1(P̂ (ρn)f̂0 + Ĥ(ρn)f̂1) +
∑3

i=2 cif̂i, for constants ci’s.

Proof. Immediate from the statements in Lemmas 5.15, 5.18 and 5.20.

Remark 5.23 In Lemma 8.13, we will see that we can write W (~y, ~x) = W (~ξ), for

some distribution W , and ~ξ = ~y − ~x. The same remark applies to W̃ (~y, ~x) and
W̌ (~y, ~x).

Thus, the above corollary says that by taking time inversion and space inversion
(parity) of a space-like vector, i.e. ~ξ 7→ −~ξ, is equivalent to taking the complex con-
jugation. This is the content of the CPT Theorem. Refer also to Remark 5.10. But,
this only applies if ~ξ lies in the hyperplane spanned by {P̂ (ρn)f̂0 + Ĥ(ρn)f̂1, f̂2, f̂3}.

In [3], it is actually stated that

φα,n(f)φβ,n(g)± φβ,n(g)φα,n(f) = 0,

φα,n(f)∗φβ,n(g)± φβ,n(g)φα,n(f)∗ = 0,
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if their respective supports are space-like separated. But this is only true iff
supp f {f̂0,f̂1} ∩ supp g{f̂0,f̂1} = ∅.

It would be ideal, that Lemmas 5.15, 5.18 and 5.20 hold provided 0 6= ~x − ~y is
any space-like vector. But, this cannot be true in general. What we have shown
instead, is that the commutation and anti-commutation relations hold in a three
dimensional subspace, containing space-like vectors.

We would suggest that the final Wightman’s axiom be replaced by the following.

Axiom 5.24 Let H be a Hilbert space, as described in Wightman’s zeroth axiom.
Let f, g ∈ P and define tempered distributions Ω, Ω̃, Ω̂ : P × P → C, such that∫

R4×R4

Ω(~x, ~y)f(~x)g(~y) d~xd~y :=
〈
φα(f)φβ(g)Φ,Ψ

〉
,

∫

R4×R4

Ω̃(~x, ~y)f(~x)g(~y) d~xd~y :=
〈
φα(f)φβ(g)∗Φ,Ψ

〉
−
〈
Φ, φβ(g)1

〉
〈φα(f)1,Ψ〉 ,

∫

R4×R4

Ω̂(~x, ~y)f(~x)g(~y) d~xd~y :=
〈
φα(f)∗φβ(g)Φ,Ψ

〉
,

whereby the field operators φα(f), φβ(g) act on Φ,Ψ ∈ D ⊂ H.

Then, there exists a three-dimensional subspace V in R4, such that

Ω(~x, ~y) = ±Ω(~y, ~x), Ω̃(~x, ~y) = ±Ω̃(~y, ~x), Ω̂(~x, ~y) = ±Ω̂(~y, ~x),

if ~0 6= ~x− ~y ∈ V . Here, any non-zero vector v ∈ V is space-like.

6 Yang-Mills path integrals

We have completed the description of Wightman’s axioms. We have seen that to
satisfy local commutativity, the vector Ĥ(ρn)f̂0 + P̂ (ρn)f̂1 must be time-like, thus
Ĥ(ρn)

2−P̂ (ρn)2 = m2
n > 0, for each n ≥ 1. Local commutativity already implies the

existence of a positive mass gap in each component Hilbert space H (ρn). Indeed,
we will see that Ĥ(ρn)f̂0 + P̂ (ρn)f̂1 defines a time-like2 vector mnf̃

n
0 , f̃

n
0 · f̃n

0 = −1,
in Definition 8.28, which is crucial to prove the Clustering Theorem 8.34.

But how do we choose {(Ĥ(ρn), P̂ (ρn)) : n ∈ N}? In the next section, we
will explain how we are going to compute the eigenvalues for the Hamiltonian and
momentum operator. To prove the existence of a positive mass gap, we need to
further show that infn∈Nmn > 0.

To do the quantization, we need to turn to Yang-Mills path integrals, which we
will now summarize the construction done in [8] and [6].

2In subsection 8.2, we will see that the mass gap mn is the generator for translation in the f̃n
0

direction.
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6.1 Hermite polynomials

Consider the inner product space Sκ(R
4), consisting of functions of the form f

√
φκ,

whereby φκ(~x) = κ4e−κ2|~x|2/2/(2π)2 is a Gaussian function and f is a polynomial in
~x = (x0, x1, x2, x3) ∈ R4. Its inner product is given by

〈
f
√
φκ, g

√
φκ

〉
=

∫

R4

fg · φκ dλ,

λ is Lebesgue measure on R4.

Suppose hi/
√
i is a normalized Hermite polynomial of degree i on R. Let Sκ(R

4)
be the smallest Hilbert space containing Sκ(R

4) and hence
{
hi(κx

0)hj(κx
1)hk(κx

2)hl(κx
3)√

i!j!k!l!

√
φκ(~x)

∣∣∣ ~x = (x0, x1, x2, x3) ∈ R
4, i, j, k, l ≥ 0

}

forms an orthonormal basis. Note its dependence on κ > 0.

Recall we chose the standard metric on TR4, thus the volume form on R
4 is

given by dω = dx0 ∧ dx1 ∧ dx2 ∧ dx3. Using the Hodge star operator and the above
volume form, we will define an inner product on Sκ(R

4) ⊗ Λ2(R4) from Equation
(1.2). Explicitly, it is given by

〈 ∑

0≤a<b≤3

fab ⊗ dxa ∧ dxb,
∑

0≤a<b≤3

f̂ab ⊗ dxa ∧ dxb
〉

=
∑

0≤a<b≤3

〈
fab, f̂ab

〉
. (6.1)

Write ∂a = ∂/∂xa. Given f =
∑3

i=1 fi ⊗ dxi ∈ Sκ(R
4)⊗ Λ1(R3), the differential

df is given by

df =

3∑

i=1

∂0fi ⊗ dx0 ∧ dxi +
∑

1≤i<j≤3

(∂ifj − ∂jfi)dx
i ∧ dxj . (6.2)

Definition 6.1 Recall {Eα ∈ g : 1 ≤ α ≤ N} is an orthonormal basis in g. Define

cαβγ = −Tr
[
Eγ[Eα, Eβ]

]
, Eα, Eβ, Eγ ∈ g.

The term cαβγ is referred to as the structure constant.

Proposition 6.2 Suppose A =
∑N

α=1

∑3
i=1 ai,α ⊗ dxi ⊗Eα ∈ Sκ(R

4)⊗ Λ1(R3)⊗ g.
Write a0:j,γ = ∂aj,γ/∂x

0 and ai;j,α = ∂ai,α/∂x
j − ∂aj,α/∂x

i. Then,

dA+ A ∧A =
N∑

γ=1

[
3∑

j=1

a0:j,γ ⊗ dx0 ∧ dxj +
∑

1≤i<j≤3

ai;j,γ ⊗ dxi ∧ dxj

+
∑

1≤i<j≤3

∑

1≤α,β≤N

ai,αaj,βc
αβ
γ ⊗ dxi ∧ dxj

]
⊗ Eγ. (6.3)
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Proof. By direct computation, using Equation (6.2).

6.2 Yang-Mills measure

We will now summarize the following results proved in [6]. After applying axial
gauge fixing to the time-axis, the only g-valued gauge fields A over R4, which we
need to consider are in L2(R4) ⊗ Λ1(R3) ⊗ g. Instead of making sense of a path
integral over in the Hilbert space L2(R4) ⊗ Λ1(R3) ⊗ g, we will make sense of a
Yang-Mills measure over Sκ(R

4)⊗ Λ1(R3)⊗ g, of the form

1

Z
e−

1
2

∫
R4

|dA+A∧A|2 dωD[dA], (6.4)

whereby

Z =

∫

{dA: A∈Sκ(R4)⊗Λ1(R3)⊗g}
e−

1
2

∫
R4 |dA+A∧A|2 dωD[dA],

and D[dA] is ‘Lebesgue measure’ on Sκ(R
4)⊗ Λ2(R4)⊗ g, which does not exist.

Remark 6.3 1. This is analogous to how Balaban in his series of papers from
1984 to 1989, defined a finite dimensional integral over a finite lattice gauge
of spacing ǫ, synonymous with 1/κ. A complete citation of Balaban’s work can
be found in [8].

2. The norm | · | on Sκ(R
4)⊗Λ2(R4)⊗ g is from the tensor inner product, taken

from Equations (6.1) and (1.3).

Using Equation (6.1) and Proposition 6.2,

∫

R4

|dA+ A ∧ A|2 dω =
∑

1≤i<j≤3

∫

R4

[
N∑

α=1

a2i;j,α +

N∑

γ=1

∑

α,β

α̂,β̂

ai,αaj,βai,α̂aj,β̂c
αβ
γ cα̂β̂γ

+ 2

N∑

γ=1

∑

α,β

ai;j,γai,αaj,βc
αβ
γ

]
dω +

3∑

j=1

∫

R4

N∑

α=1

a20:j,α dω.

(6.5)

Remark 6.4 Those terms that contain the structure constants in Equation (6.5)
will henceforth be referred to as the interaction terms in the Yang-Mills Lagrangian.
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It is conventional wisdom to interpret

exp

[
−1

2

N∑

α=1

∫

R4

dω
∑

1≤i<j≤3

a2i;j,α +

3∑

j=1

a20:j,α

]
D[dA]

as a Gaussian measure. To define this measure, we will work with holomorphic
sections of 2-forms over C4, instead of working on Sκ(R

4)⊗Λ2(R4). We will go over
the construction, done in [8].

Consider the real vector space spanned by {zn : z ∈ C}∞n=0, integrable with
respect to the Gaussian measure, equipped with a real inner product, given by

〈zr,zr′〉 = 1

π

∫

C

zr · zr′e−|z2| dx dp, z = x+
√
−1p. (6.6)

Note that z means complex conjugate. Denote this (real) inner product space by
H2(C), which consists of polynomials in z. An orthonormal basis is hence given by

{
zn√
n!

: n ≥ 0

}
.

Consider the tensor product H2(C)⊗
4
, which we will also denote it as H2(C4), to

consist of all polynomials in z = (z0, z1, z2, z3) ∈ C4, equipped with the tensor inner
product from Equation (6.6). Denote the closure of H2(C4) using this tensor inner
product by H2(C4).

The Segal Bargmann Transform maps the inner product space Sκ(R
4) to H2(C4),

i.e.

Ψκ :
hi(κ·)√

i!

hj(κ·)√
j!

hk(κ·)√
k!

hl(κ·)√
l!

√
φκ 7−→ zi0√

i!

zj1√
j!

zk2√
k!

zl3√
l!
.

Given any fi,α⊗dxi⊗Eα ∈ Sκ(R
4)⊗Λ1(R3)⊗g, fi,α ∈ Sκ(R

4), we map it inside
H2(C4)⊗ Λ1(R3)⊗ g by

Ψκ : fi,α ⊗ dxi ⊗ Eα 7−→ Ψκ(fi,α)⊗ dxi ⊗ Eα.

We will term Ψκ as a renormalization flow, mapping a continuous sequence of vector
spaces, into a fixed vector space H2(C4)⊗ Λ1(R3)⊗ g.

We will further define an inner product on H2(C4)⊗ Λ2(R4) by
〈 ∑

0≤a<b≤3

fab ⊗ dxa ∧ dxb,
∑

0≤a<b≤3

f̂ab ⊗ dxa ∧ dxb
〉

=
∑

0≤a<b≤3

〈
fab, f̂ab

〉
. (6.7)

We will continue to use 〈·, ·〉 to denote the tensor inner product onH2(C4)⊗Λ2(R4)⊗
g, together with Equation (1.3).
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Definition 6.5 For each a = 0, 1, 2, 3, define a linear operator da acting on H2(C4)
as

da


zpa

∏

b6=a
b=0,··· ,3

zqbb


 =

[
p

2
zp−1
a − 1

2
zp+1
a

]
·
∏

b6=a
b=0,··· ,3

zqbb .

The Segal Bargmann Transform maps ∂a to the linear operator κda. As a conse-
quence, we will have the following renormalization rule on H2(C4). For each κ > 0,
we will add an extra factor κ to da, i.e. da 7→ κda.

In [8], we defined an operator d : H2(C4)⊗ Λ1(R3) → H2(C4)⊗ Λ2(R4),

d

3∑

i=1

fi ⊗ dxi =
3∑

i=1

[d0fi]⊗ dx0 ∧ dxi +
∑

1≤i<j≤3

[difj − djfi]⊗ dxi ∧ dxj.

Extend the Segal Bargmann Transform Ψκ : Sκ(R
4)⊗ Λ2(R4) ⊗ g → H2(C4) ⊗

Λ2(R4)⊗ g, i.e.

Ψκ :
∑

1≤i<j≤3

fi,j,α ⊗ dxi ∧ dxj ⊗ Eα 7−→
∑

1≤i<j≤3

Ψκ[fi,j,α]⊗ dxi ∧ dxj ⊗ Eα.

Thus, Ψκ[dA] = κdΨκ[A], due to the renormalization rule. As such, the Se-
gal Bargmann Transform Ψκ is an isometry (up to a constant κ2) between their
respective spaces, i.e.

〈dA, dA〉 = κ2〈dΨκ[A], dΨκ[A]〉,
A ∈ Sκ(R

4)⊗ Λ1(R3)⊗ g, using their respective tensor inner products.

Balaban used a renormalization flow to map a finite gauge lattice of spacing ǫ, to
a finite gauge lattice of unit spacing. The analogous procedure here would be to use
the Segal Bargmann Transform, to define Expression 6.4 over inH2(C4)⊗Λ2(R4)⊗g,
as

1

Z
e−

1
2

∫
C4 |κdA+A∧A|2dλ4D[dA], (6.8)

whereby

Z =

∫

{dA: A∈H2(C4)⊗Λ1(R3)⊗g}
e−

1
2

∫
C4

|κdA+A∧A|2dλ4D[dA],

and D[dA] is ‘Lebesgue measure’ on H2(C4) ⊗ Λ2(R3) ⊗ g, which does not exist.
Note that dλ4 is a 4-dimensional Gaussian measure on C4, by using the tensor inner
product from Equation (6.6).

The factor κ is due to the above renormalization rule. As a result of this factor,
we complete the inner product space into a Banach space equipped with a Wiener
measure of variance 1/κ2, as was constructed in [8] and [6].
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Theorem 6.6 Let the span of {dx0∧dxi, 1 ≤ i ≤ 3} and the span of {dxi∧dxj , 1 ≤
i < j ≤ 3} be denoted by ∗Λ2(R3) and Λ2(R3) respectively. Define

H :=
{
[d0H

2(C4)]⊗
[
∗Λ2(R3)

]}
⊕
{
H2(C4)⊗ Λ2(R3)

}
⊂ H2(C4)⊗ Λ2(R4),

d0H
2(C4) denotes the range of d0.

In [8], we completed it into a Banach space B using a supremum norm, equipped
with a σ-algebra defined on it. On this Banach space, we constructed a product
Wiener measure denoted as µ̃κ2, which is an infinite dimensional Gaussian measure
of variance 1/κ2, therefore making (B, µ̃κ2) a probability space.

When we consider the tensor inner product space H⊗g, then the completion of it
into a Banach space will be B⊗g. The product Wiener measure on it, hereby denoted
as µ̃×N

κ2 , will make B⊗ g into a probability space. We will denote the expectation on
this probability space using E.

Because of the renormalization flow {Ψκ : κ > 0}, we showed in [6] that there
exists a sequence of positive functions defined on the Wiener space B ⊗ g, denoted
by {Yκ : κ > 0}, such that we can define a measure as Yκdµ̃×N

κ2 . Hence, we will
interpret the Yang-Mills measure in Expression 6.8 as

1

Z
e−

1
2

∫
C4 |κdA+A∧A|2dλ4D[dA] :=

Yκdµ̃×N

κ2∫
B⊗g

Yκdµ̃×N

κ2

=
Yκdµ̃×N

κ2

E[Yκ]
,

which is also a probability measure on the Banach space B⊗ g.

Notation 6.7 For each κ > 0, the Yang-Mills measure is a probability measure,
so it would be more convenient to use expectation to denote this integral. For any
measurable and bounded function F on B⊗ g, we will write

E
κ
YM[F ] :=

1∫
B⊗g

Yκ dµ̃×N

κ2

∫

B⊗g

FYκ dµ̃×N

κ2 .

Remark 6.8 This sequence of Yang-Mills measure is analogous to how Balaban de-
fined a sequence of finite-dimensional integrals on a finite lattice gauge, with spacing
ǫ, which were renormalized into finite lattice gauge with unit spacing. One should
think of ǫ as synonymous to 1/κ. Refer to [8] and [6] for details.

We will term the vectors in B⊗g as Yang-Mills gauge fields. When we complete
the space into a Banach space using a supremum norm, we showed in [8] that this
Banach space consists of holomorphic Λ2(R4)⊗gC-valued functions, over the complex
space C4. Or one can refer this Banach space as containing holomorphic sections of
the complexified trivial bundle C4 × [Λ2(R4)⊗ gC] → C4.
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6.3 Asymptotic freedom

In physics, asymptotic freedom refers to the phenomenon whereby the coupling
constant c goes to zero as the momentum scale (or energy scale) increases. See page
425 in [9]. This coupling constant, which depends on momentum, satisfies a certain
differential equation. See page 459 in [4]. Thus, it must vary continuously with
momentum.

In physics literature, the interaction terms in Equation (6.5) is actually due to the
non-linear term in Equation (6.3). Physicists would introduce a coupling constant c
to the non-linear term, so that they can make the interaction terms small. See [4].
When the coupling constant c is zero, we obtain the free theory.

In a compact semi-simple Yang-Mills gauge theory, the structure constant cαβγ
of a semi-simple Lie Algebra is non-zero, only if α, β and γ are all distinct, and
this introduces interaction terms into the Yang-Mills Lagrangian, making the Yang-
Mills path integrals impossible to compute analytically. The coupling constant c is
introduced so that one can apply perturbation theory to compute the path integrals.
When c is small, that means one can use Feynmann diagrams to compute the path
integrals. This happens when the energy scale is large.

Unfortunately, perturbation methods are no longer valid if the energy scale is
small. It is believed that non-abelian gauge theories exhibit asymptotic freedom. It
was showed in [11] that for renormalizable quantum field theories in 4-dimensional
space-time, only non-abelian gauge theories are asymptotically free. On page 541
in [9], one sees that for a non-abelian gauge group, the coupling constant c(k)2

decreases at a rate of
1

ln k2
, whereby k is the momentum scale.

In [6], we set the coupling constant c = 1/κ, and we approximate the Dirac
delta function with a Gaussian function κ4e−κ2|~x|2/2/(2π)2, so the variance is given
by 1/κ2. To resolve points separated by short distances, we need a small variance,
which means that κ is large. Therefore, at short distances, the coupling constant is
small.

6.4 Callan-Symanzik beta function

To determine how κ varies with the energy scale, we need to impose a Callan-
Symanzik Equation, by first introducing a beta function β(c), which depends on the
coupling constant. The purpose is to formulate renormalization conditions in the
energy scale, instead of the renormalization scale κ.

In the next section, we will define the quadratic Casimir operator, for each
irreducible representation ρn : g → End(CÑn). Because the Lie Algebra is simple,
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the Casimir operator is a constant C2(ρn) times the identity. We will interpret the
increasing sequence {1

4
C2(ρn) : n ∈ N} as the set of quantized energy levels squared

in the theory.

Instead of using C2(ρn), it is actually more appropriate to use Ñn, the dimension
of the representation ρn. Hence, we will define the beta function as,

β(c) =
∂c

∂[ln Ñn]
, (6.9)

to determine how the coupling constant varies. Compare this with Equation 12.90
in [9]. We will compute the β function in the next section, using a path integral.
Because asymptotic freedom holds, beta must be chosen to be negative.

Remark 6.9 The dimension Ñn is defined using the highest weights of an irre-
ducible representation, from the Weyl dimension formula. As such, the set {Ñn :
n ∈ N} is unbounded. In the definition of the beta function, we treat Ñn as a
continuous variable.

7 Hamiltonian and Momentum operator

7.1 Renormalization

Notation 7.1 (Casimir operator)
Let g be a semi-simple Lie Algebra. For an irreducible representation ρ : g →
End(CÑ) such that ρ(g) consists of skew-Hermitian matrices, we define C(ρ) ∈ R

such that
Tr[ρ(Eα)ρ(Eβ)] = C(ρ)Tr[EαEβ]. (7.1)

Also define

E (ρ) := −
N∑

α=1

ρ(Eα)ρ(Eα)

to be its (quadratic) Casimir operator. When g is simple, the Casimir operator is a
constant multiple of the identity. We write C2(ρ) to denote this constant.

Remark 7.2 When g is simple, note that C(ρ) satisfies C2(ρ)Ñ = NC(ρ).

Definition 7.3 Suppose e0 is a directional vector in the time direction, with length
|e0| = T , and a ∈ R

3 be any directional spatial vector, with length |a|. Let σ :
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I2 → R4 be some parametrization of a compact time-like rectangular surface R[a, T ]
contained in a plane, spanned by e0 and a, of dimensions height T and length |a|.
When T = 1, we will write R[a, 1] = R[a].

Define a ρ(g)- valued random variable
(
·, νκ,ρR[a,T ]

)
♯
, which sends

∑N
α=1

∑3
j=1 d0Aj,α ⊗ dx0 ∧ dxj ⊗ Eα ∈ B⊗ g to

1

κ

N∑

α=1

κ2

4

∫

ŝ∈[0,1]2
dŝ

3∑

j=1

|Jσ
0j|(ŝ)κ[ψ · d0Aj,α](κσ(ŝ)/2)⊗ ρ(Eα), (7.2)

whereby ψ(w) := 1√
2π
e−|w|2/2, and |Jσ

0i| is defined in Definition A.1.

Remark 7.4 This ρ(g)-valued random variable on B⊗ g first appeared in [6]. The
factor ψ(w) is known as a renormalization factor. Its importance was explained in
[8]. The factor 1/

√
2π can be replaced with any number 0 < c̃ < 1/

√
2.

The factors of κ which appeared in Expression 7.2 are all due to renormalization:

1. The factor κ in front of ψ · d0Aj,α is due to the renormalization rule.

2. We embed R4 inside C4, by ~x ∈ R4 →֒ κ~x/2. Hence, the factor κ/2 in paren-
thesis is due to this renormalization transformation, which will also give us an
extra factor κ2/4 for the surface integral.

The factor 1/κ outside of the integral, is due to asymptotic freedom, whereby we
set the coupling constant c = 1/κ.

For a gauge field A ∈ H2(C4)⊗ Λ1(R3)⊗ g, we can interpret

c

N∑

α=1

∫

ŝ∈[0,1]2
dŝ

3∑

j=1

|Jσ
0j |(ŝ) [d0Aj,α] (σ(ŝ))⊗ ρ(Eα), (7.3)

as measuring the field strength of dA+A∧A, over the time-like rectangular surface
R[a, T ] ⊂ R4 →֒ C4. It has dimension of energy and it is similar to Expression 7.2,
but without the factors of κ and renormalization factor ψ(w).

Remark 7.5 Note that we introduced the coupling constant c to the quantity in
Expression 7.3, instead to the non-linear term in Equation (6.3). So, by applying
the renormalization techniques and asymptotic freedom explained in Remark 7.4, to
c
∫
R[a]

dA+ A ∧A, we will obtain Expression 7.2.
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Write 〈
νκ,ρR[a,T ]

〉2
= −E

[(
·, νκ,ρR[a,T ]

)2
♯
Yκ

]
,

whereby Yκ was defined in Theorem 6.6. We interpret

√〈
νκ,ρR[a,T ]

〉2
as measuring the

average flux passing through the time-like rectangular surface over a time interval
T , using the non-abelian Yang-Mills measure, and hence it has dimension of energy.
See also Equation 19.11 in [20].

Remark 7.6 Our term
(
dA, νκ,ρR[a,T ]

)
♯
is actually a skew-Hermitian matrix. When

we square it, it will be a non-positive definite matrix. We need to put a negative sign
in front, to make it non-negative definite.

For an irreducible representation ρ for g and A =
∑N

α=1

∑3
i=1 ai,α ⊗ dxi ⊗ Eα,

ai,α ∈ Sκ(R
4), we will write

Aρ :=
N∑

α=1

3∑

i=1

ai,α ⊗ dxi ⊗ ρ(Eα) ∈ Sκ(R
4)⊗ Λ1(R4)⊗ ρ(g).

In [6], we made sense of a non-abelian Yang-Mills path integral using the renor-
malization flow {Ψκ : κ > 0},

1

Z

∫

{dA∈Sκ(R4)⊗Λ2(R4)⊗g}
exp

[
c

∫

R[a]

d[Aρ]

]
e−

1
2
SYM(A) D[dA]

:= E
κ
YM

[
exp

[(
·, νκ,ρR[a]

)
♯

] ]
,

whereby D[dA] is some Lebesgue type of measure and

Z =

∫

{dA∈Sκ(R4)⊗Λ2(R4)⊗g}
e−

1
2
SYM(A) DA.

Taking the limit as κ→ ∞, it will give us the Wilson Area Law formula.

And in the same article, we also showed that the average flux squared

−E

[(
·, νκ,ρnR[a]

)2
♯
Yκ

]
=

|a|
4

⊗ E (ρn) + ǫ(n, κ), (7.4)

whereby the error term ǫ(n, κ), is a negative definite matrix, if κ ≥ κ0 for some
κ0 ∈ N. Its trace norm is given by

‖ ǫ(n, κ) ‖= O
(
C(ρn)/κ

4
)
. (7.5)
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Remark 7.7 In the proof of Equation (7.4) in [6], we did a series expansion for
Yκ, in terms of 1/κ. This accounts for the 1/κ4 term in the trace norm estimate.
Because of this series expansion, we see that indeed ǫ(n, 1/c) is differentiable in c.

Due to the compactness of the gauge group, we can assume that ρn(g) consists
of skew-Hermitian matrices, so the LHS of Equation (7.4) is indeed non-negative
definite. But because its representation ρn is irreducible, we can prove that it is
in fact positive definite. Besides using renormalization techniques and applying
asymptotic freedom, the structure constants of a simple Lie Algebra and the quartic
term in the Yang-Mills action, are all instrumental in proving this equality. Refer
to the proof in [6].

Remark 7.8 In Equation (7.4), we see that |a| is the area of the rectangular time-
like surface R[a]. In general, we will obtain the area |a|T for a time-like surface
R[a, T ].

As such, the Yang-Mills path integral will give us the area density dρ given in
Definition A.1, which in turn allows us to construct a unitary representation of
SL(2,C), which acts on space-like surfaces in R

4.

Recall we used the quantized values Ĥ(ρn), P̂ (ρn) in Equation (3.2). They will be
defined via a Yang-Mills path integral, given by Equation (7.4). For a given space-
like surface S, associated with it is a set {f̂0, f̂1} contained in a Minkowski frame,
spanning a time-like plane S♭. From Definition 2.5, this set can be transformed from
{e0, e1}, a set spanning the x0 − x1 plane. Without any loss of generality, we will
quantize energy and momentum using a time-like rectangular surface R[a], contained
in a plane parallel to the time-axis.

7.2 Callan-Symanzik Equation

To define our sequence of masses {mn : n ∈ N}, we need to determine the beta
function, so that we can see how κ correlates with Ñn. The beta function is found
typically by solving a Callan-Symanzik Equation.

The set {ρn(Eα)/
√
C(ρn)}Nα=1 forms an orthonormal basis. If we replace each

ρn(E
α) with ρn(E

α)/
√
C(ρn) in Equation (7.2), we will obtain from Equation (7.4),

− 1

C(ρn)
E

[(
·, νκ,ρnR[a]

)2
♯
Yκ

]
=

|a|
4

⊗ C2(ρn)

C(ρn)
In +

1

C(ρn)
ǫ(n, κ), (7.6)

whereby In is a Ñn × Ñn identity matrix for an irreducible representation ρn : g →
End(CÑn).
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Note that
C2(ρ)

C(ρ)
=

N

Ñ
, which varies according to the representation ρ. Set

|a| = 4. Since {ρn(Eα)/
√
C(ρn)}Nα=1 is an orthonormal basis for every n ∈ N, from

Equation (7.2) and that Yκ is independent of any representation used, it is not
difficult to see that Tr ǫ(n, κ) = C(ρn)Tr ǫ(1, κ)/C(ρ1) for all n ∈ N.

When we take the trace on the RHS of Equation (7.6), we will obtain

Ñn
C2(ρn)

C(ρn)
+

1

C(ρn)
Tr ǫ(n, κ) ≡ N +

1

C(ρ1)
Tr ǫ(1, κ).

Write ǫ(κ) := ǫ(1, κ)/C(ρ1). Recall, c = 1/κ. Using the trace estimate given in
Equation (7.5), for each n ∈ N, we will define

G(2)
n (c, e) :=

Ñn

e
+ Tr ǫ(1/c)

=
Ñn

e
− c4λ̄+ f(c5),

whereby λ̄ is some positive number, and the remainder term is denoted by f(c5),
which has bounded derivatives in c, all independent of n. See Remark 7.7.

Furthermore, there exists a constant C̃1, independent of n, such that |λ̄| ≤ C̃1

and |f(c5)| ≤ C̃1c
5.

Remark 7.9 The integral G
(2)
n (c, Ñn/N) is actually a 2-point Green’s function,

which follows from taking the trace of Equation (7.6).

Recall the definition of the beta function, e
∂c

∂e
= β(c), with e ≡ Ñ . We will

impose the following Callan-Symanzik Equation

[
e
∂

∂e
+ β(c)

∂

∂c
+ 2γ(c)

]
G(2)

n (c, e) = 0. (7.7)

See Equation (12.41) in [9]. This equation asserts that there exist two scalar func-
tions β(c) and γ(c), related to the shifts in the coupling constant and the field
strength, that compensates for the shift in the ‘new’ renormalization scale e.

Proposition 7.10 For c small, there exists a scalar-valued function β(c) = −c/4+
λ(c) and γ = 1/2 that solves Equation (7.7). Note that |λ(c)| ≤ C̃4c

2, for some
constant C̃4 independent of n.
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Proof. Now

G(2)
n (c, e) =

Ñn

e
− c4λ̄+ f(c5).

A direct computation shows that

∂

∂e
G(2)

n (c, e) = −Ñn

e2
,

∂

∂c
G(2)

n (c, e) = −4c3λ̄+ f̃(c4),

f̃(c4) ≡ ∂f(c5)/∂c is scalar valued and |f̃(c4)| ≤ C̃2c
4, C̃2 is a constant independent

of n.

Plug into Equation (7.7), we have that

−Ñn

e
− 4β(c)c3λ̄+ 2γ(c)G(2)

n (c, e) + β(c)f̃(c4) = 0.

To satisfy the above Callan-Symanzik Equation, we must have that β(c) = −c/4 +
λ(c), γ(c) = 1/2, λ(c) to be determined.

Hence, we have

− c
4
f̃(c4) + f(c5)− 4c3λ(c)λ̄+ λ(c)f̃(c4) = 0.

Because the error term ǫ(κ) in Equation (7.4) is a negative definite matrix, we
see that λ̄, which is independent of n, is positive. Furthermore, we have a constant
C̃3 such that

1

c4
|f̃(c4)|+ 1

c5
|f(c5)| ≤ C̃3,

whereby this constant C̃3 is independent of n.

Therefore, if c is small enough, then −4c3λ̄+ f̃(c4) is indeed non-zero. Hence,

λ(c) =
1

−4c3λ̄+ f̃(c4)

[ c
4
f̃(c4)− f(c5)

]
,

is scalar valued, and is such that |λ(c)| ≤ C̃4c
2, 0 < C̃4 is independent of n.

Definition 7.11 The Callan-Symanzik beta function is given as β(c) = − c
4
+ λ(c),

whereby |λ(c)| ≤ C̃4c
2.

This will allow us to correlate the coupling constant c with the dimension Ñn.
Its solution will be found in the next subsection.
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7.3 Existence of positive mass gap

In Wightman’s zeroth axiom, we note that Ĥ2 − P̂ 2 = m2 ≥ 0. Rewriting this
equation, the Hamiltonian and momentum eigenvalue equation is equivalent to

P̂ 2

Ĥ2
− 1 = −m

2

Ĥ2
. (7.8)

In this equation, it should be understood that P̂ and Ĥ are eigenvalues of their
respective operators on

⊕∞
n=1 H (ρn).

We now need to define momentum and Hamiltonian eigenvalues, that satisfy the
above equation, in such a way that the operators are unbounded. We will see later
that m2 → ∞ and 0 > P̂ 2/Ĥ2 − 1 → 0, all implying their respective eigenvalues
tend towards infinity.

The error term in Equation (7.4) comes from the interaction terms in the Yang-
mills action in Equation (6.5). Equation (7.5) gives us its trace bound, and because
of the quartic term, it also gives us a positive mass gap. Indeed, Equation (7.4) is
actually a ‘continuous’ version of the above eigenvalue equation.

Let us review our setup. We have a compact gauge group G with a (real) simple
Lie Algebra g, henceforth considered as a sub-Lie Algebra in u(N̄), for which we can
define an inner product on g. Hence, we will assume that ρ(E) is skew-Hermitian,
i.e. −ρ(E) = ρ(E)∗. We also let {α1, · · · , αl} be a simple system of roots for gC.
Furthermore, let {H1, H2, · · · , Hl} be a basis for a Cartan subalgebra h ⊂ g. It may
not be orthonormal, so we can define an orthonormal set {Eα}lα=1 as

Eα =

l∑

β=1

aα,βHβ, 1 ≤ α ≤ l.

Define an invertible l × l matrix B = {aα,β}lα,β=1. For any vector u ∈ Rl, there
exists a constant c > 0 such that |Bu|22 ≥ c|u|22, | · |2 is the standard Euclidean norm.
Extend {Eα : 1 ≤ α ≤ l} to be an orthonormal basis {Eα}Nα=1 in g.

Each inequivalent irreducible representation is indexed uniquely by the highest
weight

λρ ≡ (λρ(H1), · · · , λρ(Hl)) ,

which is a l-tuple of non-negative half-integers or integers, i.e. λρ(Hi) ≥ 0. We will

write |λρ|2 :=
(∑l

i=1 λρ(Hi)
2
)1/2

.

For each representation ρ : g → End(CÑ), its corresponding Casimir operator is
given by

E (ρ) = −
N∑

α=1

ρ(Eα)ρ(Eα) = C2(ρ)I, C2(ρ) ≥ 0.
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Since ρ(Eα) is skew-Hermitian, we have

〈−ρ(Eα)ρ(Eα)v, v〉 = 〈ρ(Eα)v, ρ(Eα)v〉 ≥ 0

for any vector v ∈ CÑ .

Because ρ(H) is skew-Hermitian, its eigenvalues are purely imaginary. Let v be
a unit weight vector corresponding to the highest weight, i.e. 〈ρ(H)v, ρ(H)v〉 =
λρ(H)2, H ∈ h.

In terms of the highest weight, we have

〈C2(ρ)v, v〉 =
N∑

α=1

〈ρ(Eα)v, ρ(Eα)v〉 ≥
l∑

α=1

∣∣∣∣∣
l∑

β=1

aα,βλρ(Hβ)v

∣∣∣∣∣

2

2

=
l∑

β=1

l∑

γ=1

l∑

α=1

λρ(Hβ)aα,βaα,γλρ(Hγ) ≥ c|λρ|22.

Therefore, we see that {C2(ρn) : n ∈ N} is unbounded, because the highest weight
is a l-tuple consisting of non-negative half-integers or integers.

We can thus list the inequivalent irreducible representations as a sequence
{
ρn : g → End(CÑn)

}∞

n=1
, such that 0 < C2(ρn) ≤ C2(ρn+1),

for all n ≥ 1.

Recall for each inequivalent irreducible non-trivial representation ρ : g → End(CÑ ),
we defined a Hilbert space H (ρ). Using the above sequence, construct a Hilbert
space {1} ⊕⊕∞

n=1 H (ρn), for which the Wightman’s axioms are satisfied.

Define the Hamiltonian eigenvalue Ĥ(ρn) to be

Ĥ(ρn)
2 :=

Ñn

4
C2(ρn) =

N

4
C(ρn) > 0,

for each irreducible non-trivial representation ρn : g → End(CÑn). See Remark 7.2.

When n ∈ N is large, we see that the energy level is correspondingly large. By
asymptotic freedom, the coupling constant c should weaken with large values of n.
Since c = 1/κ, this means that κ must be large when n is large. To define the
momentum eigenvalues, we need to choose an unbounded sequence {κn : n ∈ N} for
Equation (7.4).

Recall we solved for the beta function in subsection 7.2. By Definition 7.11, we
have that

∂c

∂[ln Ñ ]
= − c

4
+ λ(c), |λ(c)| ≤ C̃4c

2.
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Now,

dc

d[ln Ñ ]
= − c

4
+ λ(c) =⇒ dc

c− 4λ(c)
= −d[ln Ñ ]

4
.

Write µ(c) = −4λ(c)/c. Thus,

1

c

dc

1 + µ(c)
= −d[ln Ñ ]

4
=⇒

[
1

c

∞∑

k=0

(−1)kµ(c)k

]
dc = −d[ln Ñ ]

4
,

whereby µ(c) is such that |µ(c)| ≤ C̃5c. Integrate, we obtain

ln c+ µ̃(c) = −1

4
ln Ñ + C,

C is some constant. Note that µ̃(c) is a scalar function such that |µ̃(c)| ≤ C̃6c.
Exponentiate, we have

ceµ̃(c) =
1

Ĉ
Ñ−1/4 =⇒ c(1 + µ̄(c)) =

1

Ĉ
Ñ−1/4,

whereby 0 < Ĉ is some positive constant and µ̄(c) = eµ̃(c) − 1 is such that |µ̄(c)| ≤
C̃7c. Thus, we have that cÑ1/4 =

1

Ĉ

1

1 + µ̄(c)
and

∣∣∣∣
1

Ĉ

1

1 + µ̄(c)

∣∣∣∣ ≤
1

Ĉ

[
1 + C̃8|µ̄(c)|

]
≤ 1

Ĉ

[
1 + C̃8C̃7c

]

≤ 1

Ĉ

[
1 + C̃7C̃8

1

Ĉ
Ñ−1/4

(
1 + C̃8C̃7

)]
=

1

Ĉ
+
Ñ−1/4

Ĉ2
C̃7C̃8

(
1 + C̃7C̃8

)
.

Thus

Ñ1/4|µ̄(c)| ≤ cÑ1/4C̃7 ≤
C̃7

Ĉ
+
C̃7

Ĉ2
C̃7C̃8

(
1 + C̃7C̃8

)
.

Recall c = 1/κ. Hence,

κ =
1

c
= ĈÑ1/4(1 + µ̄(c))

=ĈÑ1/4 + R̃(c),

whereby the remainder term R̃(c) is such that

|R̃(c)| ≤ C̃7 +
C̃7

Ĉ
C̃7C̃8

(
1 + C̃7C̃8

)
= C̃7 +

1

Ĉ
C̃9.
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In the above calculations, C̃k are positive constants, 5 ≤ k ≤ 9, all independent of
Ñ . And we see that if Ĉ > 1, then we have that |R̃(c)| ≤ C̃7 + C̃9, independent of
Ĉ and Ñ .

We will henceforth define for n ∈ N, κn := ĈÑ
1/4
n + Ĉn, for some fixed positive

constant Ĉ > 1 and |Ĉn| ≤ C̃7 + C̃9 for all n ∈ N.

Set |a| = 1. Start with the representation ρ1 : g → End(CÑ1). We choose a

constant Ĉ large enough, such that when we plug in ĈÑ
1/4
n + Ĉ1 = κ1 ≥ κ0 into

Equation (7.4), we have

0 < m2
1 :=‖ ǫ(1, κ1) ‖=

Ñ1

4
C2(ρ1)−

∥∥∥∥E
[(

·, νκ1,ρ1
R[a]

)2
♯
Yκ

]∥∥∥∥ ,

‖ · ‖ is a matrix trace norm defined as ‖ A ‖= Tr |A|. Since the mass gap m1 > 0,
we define the quantized momentum eigenvalue P̂ (ρ1)

2 := Ĥ(ρ1)
2 −m2

1.

Take the trace on Equation (7.4),

∥∥∥∥E
[(

·, νκ,ρnR[a]

)2
♯
Yκ

]∥∥∥∥ =
Ñn

4
C2(ρn)− ‖ ǫ(n, κ) ‖ . (7.9)

Rewrite this, we will obtain

4

NC(ρn)

∥∥∥∥E
[(

·, νκ,ρnR[a]

)2
♯
Yκ

]∥∥∥∥− 1 = −4 ‖ ǫ(n, κ) ‖
NC(ρn)

.

Compare this with Equation (7.8). Note that we made use of Remark 7.2 and the
trace norm for matrices. It remains to plug in κ = κn in the RHS of the equation,
to determine the momentum eigenvalues.

Consider n ≥ 2. For any irreducible representation ρn : g → End(CÑn), we
define mn, such that

m2
n := −Tr[ǫ(n, κn)] ≡‖ ǫ(n, κn) ‖ . (7.10)

If one examines the proof of Equation (7.4) in [6], we have that for all n ∈ N,

0 <
c

κ4n
< − 1

C(ρn)
Tr[ǫ(n, κn)] ≤

c̄

κ4n
, (7.11)

for constants c, c̄ independent of ρn.

Hence, the trace−Tr[ǫ(n, κn)] is of the order C(ρn)/κ
4
n. In terms of the dimension

scale, we see that it is of the order C(ρn)/Ĉ
4Ñn ≡ C2(ρn)/NĈ

4. From Equation
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(7.11), we must have that m2
n is of the order

C2(ρn)

Ĉ4
> 0, which tends to infinity, as

n→ ∞, because {C2(ρn) : n ∈ N} is unbounded,

Define the quantized momentum eigenvalue, in the direction of a unit vector a
as

P̂ (ρn)
2 :=− Tr E

[(
·, νκn,ρn

R[a]

)2
♯
Yκ

]

=
Ñn

4
C2(ρn)− ‖ ǫ(n, κn) ‖=

Ñn

4
C2(ρn)−m2

n > 0,

from Equations (7.9) and (7.10). Thus, the average of the flux through the time-like
rectangular surface R[a] using the Yang-Mills measure, quantize the momentum in
the direction a.

Note that m2
n/Ĥ(ρn)

2, is of the order
1

ÑnĈ4
> 0. Hence, we see that the mo-

mentum operator eigenvalues will go to infinity, from

P̂ (ρn)
2

Ĥ(ρn)2
= 1− m2

n

Ĥ(ρn)2
−→ 1,

as n→ ∞.

Remark 7.12 Note that we interpret ÑC2(ρ) as energy squared. Because of the beta
function, we see that κ increases with the dimension of the irreducible representation.
In the case of SU(2) or SU(3), we see that the Casimir operator is large, when
the dimension of the representation is large. More generally, the Weyl dimension
formula says that when the dimension of the representation ρ is large, then |λρ| will
be large, which also implies that the Casimir constant C2(ρ) will be large. Since the
coupling constant c = 1/κ, the coupling constant weakens at high energies, which
the physicists will term as asymptotic freedom.

Definition 7.13 (Hamiltonian and momentum operator)
For each n ∈ N, let ρn be an irreducible non-trivial representation for a simple Lie
Algebra g. Recall we defined Ĥ(ρn)

2 = Ñn

4
C2(ρn) > 0 and P̂ (ρn) such that

Ĥ(ρn)
2 − P̂ (ρn)

2 = m2
n > 0,

for some positive mass gap mn > 0 defined by Equation (7.10).

From Definition 2.5, we have a basis for R4. Define a Hamiltonian Ĥ(~a, ρ), in
the direction ~a ∈ R4, as Ĥ(~a, ρ) := (~a · f̂0)Ĥ(ρ)f̂0. Explicitly, if ~a =

∑3
b=0 a

bf̂b, we

will write Ĥ(~a, ρ) := −a0Ĥ(ρ)f̂0.
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We define a momentum operator, P̂ (~a, ρ), in the direction ~a ∈ R4, as P̂ (~a, ρ) :=
(~a · f̂1)P̂ (ρ)f̂1. Explicitly, if a =

∑3
b=0 a

bf̂b, we will write P̂ (~a, ρ) := a1P̂ (ρ)f̂1. Thus

U(~a, 1)
(
S, fα ⊗ ρ(Eα), {f̂a}3a=0

)

:=e−i[f̂0·Ĥ(~a,ρ)+f̂1·P̂ (~a,ρ)]
(
S + ~a, fα(· − ~a)⊗ ρ(Eα), {f̂a}3a=0

)

=ei[a
0Ĥ(ρ)−a1P̂ (ρ)]

(
S + ~a, fα(· − ~a)⊗ ρ(Eα), {f̂a}3a=0

)
.

We also define Ĥ(ρ0) = P̂ (ρ0) = 0, thus for the vacuum state, P̂1 = Ĥ1 = 0.
The momentum operator P̂ and Hamiltonian Ĥ act on the Hilbert space HYM(g),
as

P̂
∞∑

n=0

vn :=
∞∑

n=1

P̂ (ρn)vn, Ĥ
∞∑

n=0

vn :=
∞∑

n=1

Ĥ(ρn)vn,

provided the sum converges. Because {C2(ρn)}n≥1 is unbounded and the eigenvalues

are real, we see that P̂ and Ĥ are unbounded self-adjoint operators.

Theorem 7.14 (Positive mass Gap Theorem)
Consider the Hilbert space defined in Equation (2.1). The quantized momentum
operator P̂ and Hamiltonian Ĥ are non-negative, unbounded self-adjoint operators
on this Hilbert space. They annihilate the vacuum state 1 and their other eigenspaces
are H (ρn), n ≥ 1, with corresponding eigenvalues P̂ (ρn) and Ĥ(ρn) respectively,
such that, Ĥ(ρn)

2 − P̂ (ρn)
2 = m2

n for some positive mass gap mn > 0.

These eigenvalues were chosen because of the Callan-Symanzik Equation, and we
have that limn→∞m2

n = ∞. Thus m0 := infn∈Nmn > 0, showing the existence of a
positive mass gap in a 4-dimensional quantum compact and simple Yang-Mills gauge
theory.

Remark 7.15 In [21], they explicitly state that the mass gap refers to the gap in
the spectrum of the Hamiltonian operator. But this cannot be correct, as the mass
gap refers to the difference between the Hamiltonian and the momentum operator.
A strictly positive mass gap is required to show the short range nature of the weak
force.

Our discussion on the construction of a 4-dimensional quantum Yang-Mills simple
and compact gauge group is now complete. Does our construction apply to an
abelian gauge group? Answer is no.
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When we have an abelian group U(1), we can define a non-trivial representation
Fa : u ∈ u(1) 7→ 0 6= a ∈ R, for any a. It is clear that Fa is a representation of u(1).
Essentially, there is only one irreducible representation of u(1), up to a constant.
As a consequence, using the construction as outlined, the momentum operator and
Hamiltonian, will not be unbounded operators.

An abelian gauge group describes the quantum electromagnetic force. As pho-
tons are massless, we see that (Ĥ, P̂ , 0, 0) must be a null-vector. As a result, the
commutation and anti-commutation relations discussed in Section 5 will only hold
on a 2-dimensional subspace.

A positive mass gap does not exist for an abelian gauge group U(1). The ex-
istence of a mass gap is due to the quartic term of the interaction term in the
Yang-Mills action. And this gives us Equation (7.4), proved in [6] using asymptotic
freedom and the structure constants of the Lie Algebra g, which do not apply to an
abelian gauge group. Incidently, it will also give us the area law formula. Because
of the absence of asymptotic freedom, the area law formula will not hold in the case
of an abelian gauge group, as was shown in [8].

8 Clustering

One important feature of the weak and strong force is that both are short range. This
is formulated mathematically as the Clustering Theorem. To further validate that
our construction of a 4-dimensional quantum field over in R

4, satisfying Wightman’s
axioms with a mass gap is correct, we will devote this section to the proof of the
Clustering Theorem.

The first version was proved by Ruelle in [19]. The proof that it decays exponen-
tially is taken from [22]. Our main reference for the Cluster Decomposition Property
will be from [3], and we will follow closely the notations used in there.

Remark 8.1 We will use the standard orthonormal basis {ea}3a=0, whereby {e2, e3}
span S0, and {e0, e1} will span a time-like plane S♭

0. The coordinates used in this
section will be pertaining to the standard orthonormal basis. Thus, ~a = (a0, a1, a2, a3)
means the vector

∑3
b=0 a

beb ∈ R
4.

Definition 8.2 (Fourier Transform)
We define the Fourier Transform of a L2 function f : R → R by

f̂(p) = F[f ](p) :=
1√
2π

∫

R

e−ipxf(x) dx.
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On R4, our Fourier Transform is given by

f̂(~p) = F[f ](~p) :=
1

(2π)2

∫

R4

e−i~p·~xf(~x) d~x.

See Equation (8.1).

Recall we fixed a surface S0, which is the x2 − x3 plane, and we have the quan-

tum state
(
S0, fα ⊗ ρ(Eα), {ea}3a=0

)
. But how does one understand it? From the

definition of the field operators in Section 3, we see that fα is synonymous with

Fα

(
Ĥ(ρ), P̂ (ρ), x2, x3

)
, whereby Fα

(
Ĥ(ρ), P̂ (ρ), ·, ·

)
: S0 → C, is a Schwartz func-

tion on S0.

Let F̂α be the Fourier Transform of Fα. By taking the Fourier Transform of Fα

over in S0,

(
1√
2π

)2 ∫

S0

e−i[q2x2+q3x3]Fα

(
Ĥ(ρ), P̂ (ρ), x2, x3

)
dx2dx3 ⊗ ρ(Eα)

=F̂α

(
Ĥ(ρ), P̂ (ρ), q2, q3

)
⊗ ρ(Eα).

Hence one can view the quantum state as an operator-valued tempered distribution,
over in momentum-energy space.

Remark 8.3 The momentum coordinates
(
Ĥ(ρ), P̂ (ρ), q2, q3

)
are with respect to

the basis {ea}3a=0. In general, if S is a space-like plane equipped with a Minkowski

frame {f̂a}3a=0, then the Fourier Transform will yield F̂α

(
Ĥ(ρ), P̂ (ρ), q2, q3

)
⊗ρ(Eα),

but with the coordinates pertaining to the basis {f̂a}3a=0.

Thus, it is clear that F̂α depends on the basis {f̂a}3a=0. We wish to point out that
it is also dependent on ~a = a0f̂0 + a1f̂1 in space-time, which is a position vector in
the space-like plane S. This is because its Fourier Transform is

F̂
(
Ĥ(ρ)f̂0 + P̂ (ρ)f̂1 + q2f̂2 + q3f̂3

)

:=
e−i[a0Ĥ(ρ)−a1P̂ (ρ)]

2π

∫

ŝ∈R2

e−i(sq2+s̄q3)f {f̂0,f̂1}(Ĥ(ρ), P̂ (ρ))(sf̂2 + s̄f̂3) dŝ (8.1)

≡ e−i[a0Ĥ(ρ)−a1P̂ (ρ)]f̂
(
Ĥ(ρ)f̂0 + P̂ (ρ)f̂1 + q2f̂2 + q3f̂3

)
,

from Equation (3.2). Also refer to Item 3 in Remark 3.5.
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Hence, F̂α

(
Ĥ(ρ)f̂0 + P̂ (ρ)f̂1 + q2f̂2 + q3f̂3

)
⊗ ρ(Eα) allows us to reconstruct

(
S, fα ⊗ ρ(Eα), {f̂a}3a=0

)
.

For a Schwartz function f ∈ P, supp f̂ may or may not lie in the positive
light cone in energy-momentum space. Thus, Ĥ(ρ)2− P̂ (ρ)2 − q2,2− q2,3 may not be
greater than or equal to 0. But this does not matter, as we are still able to prove the
Clustering Decomposition Property in Theorem 8.32. Even though it is not required
or necessary to impose the condition that Ĥ(ρ)2−P̂ (ρ)2−q2,2−q2,3 ≥ 0, this approach
is not quite correct.

In the proof of Clustering Theorem 8.34, we will see that by a suitable choice
of a Minkowski frame, we will instead use (m, q1, q2, q3) as the coordinates in a 4-
dimensional mass-momentum space after taking Fourier Transform. The translation
operator in a time-like direction will be generated by mass, not energy. The momen-
tum coordinates qi’s will be free, and the existence of a positive mass gap m0 says
that the total energy is given by m2 +

∑3
i=1 |qi|2 ≥ m2

0.

Refer to Definition 7.13. When we take the Fourier Transform of
U(~a, 1) (S0, fα ⊗ ρ(Eα), {ea}3a=0), a similar set of calculations will give us

e−i~a·~αe−i[q2a2+q3a3]F̂α

(
Ĥ(ρ), P̂ (ρ), q2, q3

)
⊗ ρ(Eα),

~α = (Ĥ(ρ), P̂ (ρ), 0, 0).

Recall, {0} ∪ {Ĥ(ρn), P̂ (ρn)}n≥1 are the discrete eigenvalues of the Hamiltonian
and momentum operator. By the SNAG theorem, we see that when ~a ∈ S♭

0, i.e.
~a = a0e0 + a1e1, the spectrum of the translation operator U(~a, 1) on HYM(g) is

{1} ∪ {ei[a0Ĥ(ρn)−a1P̂ (ρn)]}n≥1, which is discrete.

Now, recall S♭
0 is the x0 − x1 plane and we have the field operator φα,n(f),

f ∈ P, defined in Definitions 3.7 and 3.12. We can define a distribution, denoted
as
〈
φα,n(~x)1, φβ,n(~y)1

〉
, via sending (f, g) ∈ P × P to

〈
φα,n(f)1, φβ,n(g)1

〉
:= C(ρn)Tr[−F αF β]

∫

S0

[
f {e0,e1}g{e0,e1}

]
(Ĥ(ρn), P̂ (ρn))(ŝ) dŝ.

From this, we can define an ρn(g)-valued distribution φα,n(~x), and write

φα,n(f)1 =

∫

~x∈R4

d~x f(~x)φα,n(~x)1,

when it acts on vacuum state. See [3, 19].

Using the transformation law for the field operator, we see that

U(~a, 1)φα,n(~x)U(~a, 1)−1 = φα,n(~x+ ~a).
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Remark 8.4 We present an alternative way to understand quantum fields. One
will be tempted to view φα,n(~x)1 heuristically as

1

2π
ei[x

0Ĥ(ρn)−x1P̂ (ρn)]δ(· − (x2, x3))⊗ ρn(F
α),

whereby δ is the 2-dimensional Dirac delta function. But this is not entirely correct.

Suppose we replace the Dirac delta function with a Gaussian function p~xκ(·) =
(κ3/2

√
2π) exp[−κ2|~x− ·|2/4]/(2π). When we take the inner product,

∫

~z∈R4

p~xκ(~z)p
~y
κ(~z) d~z =

κ2

4(2π)
exp[−κ2|~x− ~y|2/8].

Write x+ = (0, 0, x2, x3), Ĥ ≡ Ĥ(ρn) and P̂ ≡ P̂ (ρn). Thus, we can approximate
〈φα,n(~x)1, φβ,n(~y)1〉 with

〈
1

2π
ei[x

0Ĥ−x1P̂ ]px
+

κ ⊗ ρn(F
α),

1

2π
ei[y

0Ĥ−y1P̂ ]py
+

κ ⊗ ρn(F
β)

〉
,

as

1

(2π)2
ei[Ĥ(x0−y0)−P̂ (x1−y1)]

∫

~z∈R4

px
+

κ (~z)py
+

κ (~z) d~z ·
〈
ρn(F

α), ρn(F
β)
〉

=
κ2

4(2π)3
ei[Ĥ(x0−y0)−P̂ (x1−y1)] exp[−κ2|x+ − y+|2/8] ·

〈
ρn(F

α), ρn(F
β)
〉
.

Taking the limit, we see that we can understand the distribution
〈
φα,n(~x)1, φβ,n(~y)1

〉

as

1

(2π)2
ei[Ĥ(x0−y0)−P̂ (x1−y1)] · δ(x+ − y+) · C(ρn)Tr[−F αF β], x+, y+ ∈ S0.

Therefore, we can approximate 〈φα,n(f), φβ,n(g)〉 as

1

(2π)2

∫

~x,~y∈R4

f(~x)g(~y)
〈
ei(x

0Ĥ−x1P̂ )px
+

κ ⊗ ρn(F
α), ei(y

0Ĥ−y1P̂ )py
+

κ ⊗ ρn(F
β)
〉
d~xd~y

=
κ2

4

∫

ŝ,t̂∈S0

f {e0,e1}(ŝ)g{e0,e1}(t̂)
1

2π
exp[−κ2|ŝ− t̂|2/8]dŝdt̂ ·

〈
ρn(F

α), ρn(F
β)
〉
,

which approaches to

∫

ŝ∈S0

[f {e0,e1}g{e0,e1}](ŝ)dŝ ·
〈
ρn(F

α), ρn(F
β)
〉
,
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when κ → ∞. This justifies the inner product given in Definition 2.9. These
calculations can also be found in [8].

Observe that

lim
κ→∞

∫

~z∈R4

p~xκ(~z)f(~z) d~z = 0,

for any f ∈ P. Thus, φα,n(~x)1 itself has no meaning. But, we can give meaning to∫
~x∈R4 d~x f(~x)φ

α,n(~x)1.

8.1 Vacuum Expectation

Notation 8.5 Let {f1, · · · , fr} and {g1, · · · , gs} be two sets of compactly supported
functions in P. Let ψατ ,n(fτ ) be either the creation operator φατ ,n(fτ ) or annihila-
tion operator φατ ,n(fτ )

∗. Similar notation for ψβθ,n(gθ). Without loss of generality,
we assume that r ≥ s.

Fix a n ∈ N. Throughout this subsection 8.1, we will write Ĥ(ρn) = Ĥ, P̂ (ρn) =
P̂ . Define

An
r =ψα1,n(f1) · · ·ψαr ,n(fr), Bn

s = ψβ1,n(g1) · · ·ψβs,n(gs).

Consider the vacuum expectation

〈An
rP0B

n
s 1, 1〉 ≡ 〈An

rB
n
s 1, 1〉 − 〈An

r 1, 1〉 〈Bn
s 1, 1〉 .

Here, P0 is the orthogonal projection onto
⊕

n≥1 H (ρn).

To write down an explicit formula, we need the following notation.

Notation 8.6 Define {hθ ∈ P}r+s
θ=1 as follows. When 1 ≤ θ ≤ r, then

hθ =

{
fθ, if ψαθ ,n(fθ) = φαθ ,n(fθ);

−f θ, if ψ
αθ ,n(fθ) = φαθ ,n(fθ)

∗.

When r + 1 ≤ θ ≤ r + s, then

hθ =

{
gθ−r, if ψβθ−r ,n(gθ−r) = φβθ−r,n(gθ−r);
−gθ−r, if ψ

βθ−r ,n(gθ−r) = φβθ−r,n(gθ−r)
∗.

Similarly, define
{
h̃θ ∈ P

}r+s

θ=1
as follows. When 1 ≤ θ ≤ s, then

h̃θ =

{
gθ, if ψαθ ,n(gθ) = φαθ ,n(gθ);
−gθ, if ψαθ ,n(gθ) = φαθ ,n(gθ)

∗.
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When s+ 1 ≤ θ ≤ r, then

h̃θ =

{
fθ−s, if ψαθ ,n(fθ−s) = φαθ,n(fθ−s);

−f θ−s, if ψ
αθ ,n(fθ−s) = φαθ,n(fθ−s)

∗.

When r + 1 ≤ θ ≤ r + s, then

h̃θ =

{
fθ−s, if ψβθ−r,n(fθ−s) = φβθ−r,n(fθ−s);

−f θ−s, if ψ
βθ−r,n(fθ−s) = φβθ−r,n(fθ−s)

∗.

For those θ ∈ {1, 2, · · · , r + s}, such that

ψαθ,n(h) = φαθ,n(h)∗, 1 ≤ θ ≤ r,

ψβθ−r,n(h) = φβθ−r,n(h)∗, r + 1 ≤ θ ≤ r + s,

we will say that θ is adjoint. Then, we will write

χ(θ) =

{
−1, θ is adjoint;
1, otherwise.

For ~x = (x0, x1, x2, x3), we will write d~x = dx0dx1dx2dx3. And we will write
~x = (x−, x+), x− = (x0, x1), x+ = (x2, x3), dx− = dx0dx1, dx+ = dx2dx3.

A partition of R = {1, 2, · · · , r + s} is given by Q = {A1, . . . , An(Q)}, whereby

• R =
⋃n(Q)

l=1 Al;

• Al ∩ Al̂ = ∅, if l 6= l̂;

• Al = {z, z + 1, · · · , z + k}, for some z ∈ R and some 0 ≤ k ≤ r + s.

Let Γ be the set of all such possible partitions of R. For a partition Q =
{A1, . . . , An(Q)} ∈ Γ, we will write

∫

Q

{hθ}r+s
θ=1 :=

n(Q)∏

l=1

{∫

S0

[∏

θ∈Al

∫

y−θ ∈R2

eiχ(θ)[y
0
θĤ−y1θ P̂ ]

2π
hθ(y

−
θ , y

+)dy−θ

]
dy+

}

=

n(Q)∏

l=1

{∫

S0

[∏

θ∈Al

∫

y0θ ,y
1
θ∈R

eiχ(θ)[y
0
θĤ−y1θ P̂ ]

2π
hθ(y

0
θ , y

1
θ , y

2, y3)dy0θdy
1
θ

]
dy2dy3

}
.

Note that it is a product of n(Q) integrals and Al = {z, z + 1, · · · , z + k} for some
k.

By abuse of notation, we will write R = {1, 2, · · · , r + s} ∈ Γ, which is itself a
partition of R.
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From Definitions 3.7, 3.12, 3.14, we see that we can write

〈An
rP0B

n
s 1, 1〉 =

∑

Q∈Γ
cQ

∫

Q

{hθ}r+s
θ=1, (8.2)

for some set of complex coefficients {cQ ∈ C}Q∈Γ.

Remark 8.7 It is not difficult to see from Definitions 3.12 and 3.14, that if Q
contains a subset {z}, z ∈ R, then we must have cQ = 0.

Definition 8.8 Refer to Notation 8.5. Recall we assume r ≥ s. Define

Cn
r = ψα1,n(g1) · · ·ψαs,n(gs)ψ

αs+1,n(f1) · · ·ψαr ,n(fr−s),

Dn
s = ψβ1,n(fr−s+1) · · ·ψβs,n(fr).

Refer to Notation 8.6. Define the following tempered distribution

W
n : f1 ⊗R · · · ⊗R fr ⊗R g1 ⊗R · · · ⊗R gs 7−→ 〈An

rP0B
n
s 1, 1〉 .

Here,

W
n
(
{~xτ}rτ=1, {~xθ}r+s

θ=r+1

)
≡ W

n
(
{~xτ}sτ=1, {~xθ}s+r

θ=s+1

)

:= W
n (~x1, · · · , ~xr, ~xr+1, · · · , ~xr+s) ,

is a tempered distribution such that (~x = (x0, x) = (x0, x1, x2, x3) ∈ R4)

〈An
rB

n
s 1, 1〉 − 〈An

r 1, 1〉 〈Bn
s 1, 1〉 ≡ 〈An

rP0B
n
s 1, 1〉

=

∫

R4×···×R4

W
n
(
{~xτ}rτ=1, {~xθ}r+s

θ=r+1

) r+s⊗

τ=1

pτ (~xτ ) ·
r+s∏

τ=1

d~xτ

= cR

∫

S0

[
r∏

τ=1

∫

x−
τ ∈R2

E(x−τ )hτ (x
−
τ , x

+)dx−τ ·
r+s∏

θ=r+1

∫

x−
θ ∈R2

E(x−θ )hθ(x
−
θ , x

+) dx−θ

]
dx+

+
∑

Q6=R
Q∈Γ

cQ

∫

Q

{hθ}r+s
θ=1, (8.3)

whereby E(x−τ ) = E(x0τ , x
1
τ ) =

eiχ(τ)[x
0
τ Ĥ−x1

τ P̂ ]

2π
. Note that χ(τ) was defined in Nota-

tion 8.6 and pτ = fτ if 1 ≤ τ ≤ r; pτ = gτ−r if r + 1 ≤ τ ≤ r + s.

If we switch the sets such that

W
n : g1 ⊗R · · · ⊗R gs ⊗R f1 ⊗R · · · ⊗R fr 7−→ 〈Cn

r P0D
n
s 1, 1〉 ,
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then

〈Cn
rD

n
s 1, 1〉 − 〈Cn

r 1, 1〉 〈Dn
s 1, 1〉 ≡ 〈Cn

r P0D
n
s 1, 1〉

=

∫

R4×···×R4

W
n
(
{~xτ}sτ=1, {~xθ}s+r

θ=s+1

) s+r⊗

τ=1

p̃τ (~xτ ) ·
s+r∏

τ=1

d~xτ

= cR

∫

S0

[
s∏

τ=1

∫

x−
τ ∈R2

E(x−τ )h̃τ (x
−
τ , x

+)dx−τ ·
s+r∏

θ=s+1

∫

x−
θ ∈R2

E(x−θ )h̃θ(x
−
θ , x

+) dx−θ

]
dx+

+
∑

Q6=R
Q∈Γ

cQ

∫

Q

{h̃θ}s+r
θ=1. (8.4)

Note that p̃τ = gτ if 1 ≤ τ ≤ s; p̃τ = fτ−s if s+ 1 ≤ τ ≤ s+ r.

Remark 8.9 Refer to Remark 8.22.

Write Bn,~a
s 1 as

ψβ1,n(g1(· − ~a)) · · ·ψβs−1,n(gs−1(· − ~a))
(
S0 + ~a, g{e0,e1}s (· − ~a)⊗ ρn(F

βs), {ea}3a=0

)
,

and ψβτ ,n(gτ)U(~a) := U(~a, 1)ψβτ ,n(gτ )U(~a, 1)
−1, for 1 ≤ τ ≤ s.

By definition of the field operator and its adjoint, we have from Proposition 4.1,

P0U(~a, 1)B
n
s 1 =P0ψ

β1,n(g1)U(~a)ψ
β2,n(g2)U(~a) · · ·ψβs−1,n(gs−1)U(~a)U(~a, 1)ψ

βs,n(gs)1

=ei[a
0Ĥ−a1P̂ ]P0B

n,~a
s 1 = ei[a

0Ĥ−a1P̂ ]
[
Bn,~a

s 1− 〈Bn
s 1, 1〉 1

]
,

for ~a =
∑3

b=0 a
beb.

Hence, we have

〈An
rP0U(~a, 1)B

n
s 1, 1〉 = ei[a

0Ĥ−a1P̂ ]
[〈
An

rB
n,~a
s 1, 1

〉
− 〈An

r 1, 1〉 〈Bn
s 1, 1〉

]
. (8.5)

When ~a /∈ S0, by our construction, we see that 〈An
rP0U(~a, 1)B

n
s 1, 1〉 is zero,

because S0 ∩ (S0 + ~a) = ∅.
By definition, we have

ei[a
0Ĥ−a1P̂ ]

∫

R2

ei[sĤ−tP̂ ]

2π
f
(
s, t, x2, x3

)
dsdt

=

∫

R2

ei[(s+a0)Ĥ−(t+a1)P̂ ]

2π
f
(
s, t, x2, x3

)
dsdt

=

∫

R2

ei[sĤ−tP̂ ]

2π
f
(
s− a0, t− a1, x2, x3

)
dsdt

=f
(
· − (a0, a1, 0, 0)

){e0,e1} (Ĥ, P̂ )(0, 0, x2, x3). (8.6)

70



Hence, after a translation by ~a = (a0, a1, 0, 0), we can consider

ei[a
0Ĥ−a1P̂ ]

(
S0 + ~a, f {e0,e1}(· − ~a)⊗ ρ(F α), {e0, e1}

)
, as(

S0, f(· − ~a){e0,e1} ⊗ ρ(F α), {ea}3a=0

)
. Thus, we will define the following.

Notation 8.10 Let ~a = (a0, a) ∈ R
4. Write

W
n
(
{~xτ}rτ=1, {~xθ + ~a}r+s

θ=r+1

)
:= W

n(~x1, · · · , ~xr, ~xr+1 + ~a, · · · , ~xr+s + ~a).

And write h~aθ(~y) = hθ(y
0, y) if 1 ≤ θ ≤ r; h~aθ(~y) = hθ(y

0 − a0, y − a) if r + 1 ≤
θ ≤ r + s.

Definition 8.11 Refer to Definition 7.13, Notations 8.6 and 8.10. Write ~a =
(a0, a) = (a0, a1, a2, a3) ∈ R4.

Using Equations (8.2), (8.5) and (8.6), we will define

Hn(~a)

:=

∫

R4×···×R4

W
n
(
{~xτ}rτ=1, {~xθ}r+s

θ=r+1

) r⊗

τ=1

pτ (~xτ ) ·
r+s⊗

θ=r+1

pθ(~xr+θ − ~a) ·
r+s∏

τ=1

d~xτ

≡
∫

R4×···×R4

W
n
(
{~xτ}rτ=1, {~xθ + ~a}r+s

θ=r+1

) r+s⊗

τ=1

pτ (~xτ ) ·
r+s∏

τ=1

d~xτ

= cR

∫

S0

[
r∏

τ=1

∫

x−
τ ∈R2

E(x−τ )hτ (x
−
τ , x

+)dx−τ ·
r+s∏

θ=r+

∫

x−
θ ∈R2

E(x−θ )h
~a
θ(x

−
θ , x

+)dx−θ

]
dx+

+
∑

Q6=R
Q∈Γ

cQ

∫

Q

{h~aθ}r+s
θ=1, (8.7)

where E(x−τ ) = E(x0τ , x
1
τ ) =

eiχ(τ)[x
0
τ Ĥ−x1

τ P̂ ]

2π
and pτ = fτ if 1 ≤ τ ≤ r; pτ = gτ−r if

r + 1 ≤ τ ≤ r + s.

Remark 8.12 We will use Hn(~a), instead of 〈An
rP0U(~a, 1)B

n
s 1, 1〉, to prove the both

the Cluster Decomposition Property and Clustering Theorem. When ~a ∈ S0, then
they are equal to each other.

Lemma 8.13 Refer to Notation 8.5, whereby we have the two sets {ψατ ,n}rτ=1 and
{ψβθ,n}sθ=1. Suppose the sum

∑r
τ=1 χ(τ) +

∑r+s
θ=r+1 χ(θ) = 0, χ was defined in Nota-

tion 8.6.

Define for 1 ≤ i ≤ r + s− 1, ~ξi = ~xi − ~xi+1, which are relative coordinates. Let
~a = (a0, a1, a2, a3), pertaining to the standard orthonormal basis.
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1. For any 1 ≤ α ≤ r + s, W n is independent of the variables {x2α, x3α}.

2. There exists a tempered distribution W n, such that

W
n
(
{~xτ}rτ=1, {~xθ + ~a}r+s

θ=r+1

)
=W n

(
~ξ1, · · · , ~ξr−1, ~ξr − ~a, ~ξr+1, · · · , ~ξr+s−1

)
.

3. Their Fourier Transforms are related by

Ŵ
n (~p1, · · · , ~pr+s)

= (2π)4δ

(
r+s∑

τ=1

~pτ

)
Ŵ n (~p1, ~p1 + ~p2, · · · , ~p1 + ~p2 + · · ·+ ~pr+s−1) . (8.8)

Proof. Recall we have a set of Schwartz functions {f1, · · · , fr, g1, · · · gs} ⊂ P.
Since

∑r
τ=1 χ(τ)+

∑r+s
θ=r+1 χ(θ) = 0, the set of adjoint integers {δ1, · · · , δc} is in one

to one correspondence with the set of non-adjoint integers {ǫ1, · · · , ǫc}. We will pair
each δi with ǫi. Note that for each i = 1, · · · , c, c = r+s

2
, we can write

~xδi − ~xǫi =
~ξδi +

~ξδi+1 + · · ·+ ~ξǫi−1, (8.9)

when δi < ǫi. When δi > ǫi, we have

~xδi − ~xǫi = −
(
~ξǫi +

~ξǫi+1 + · · ·+ ~ξδi−1

)
. (8.10)

Hence, we can write

r∑

τ=1

χ(τ)[x0τ Ĥ − x1τ P̂ ] +

r+s∑

θ=r+1

χ(θ)[x0θĤ − x1θP̂ ] = −
r+s−1∑

i=1

ci[ξ
0
i Ĥ − ξ1i P̂ ], (8.11)

for some integers ci’s. Therefore,

r∏

τ=1

E(x−τ )

r+s∏

θ=r+1

E(x−θ ) =
1

(2π)r+s
exp

[
−i

r+s−1∑

j=1

cj [ξ
0
j Ĥ − ξ1j P̂ ]

]
. (8.12)

Thus, Remark 8.7 and Equation (8.7) imply that

1. W n is independent of any chosen variables {x2α, x3α}, by letting x+ = (x2α, x
3
α)

in the equation;

2. there is a tempered distribution W n such that

W n
(
~ξ1, · · · , ~ξr+s−1

)
:= W

n
(
{~xτ}rτ=1, {~xθ}r+s

θ=r+1

)
.
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We also have

W
n
(
{~xτ}rτ=1, {~xθ + ~a}r+s

θ=r+1

)
= W n

(
~ξ1, · · · , ~ξr−1, ~ξr − ~a, ~ξr+1, · · · , ~ξr+s−1

)
,

by definition of ~ξj’s.

The proof for Equation (8.8) can be found in [3], hence omitted.

Lemma 8.14 Refer to Definition 7.13. Assume the sum
∑r

τ=1 χ(τ)+
∑r+s

θ=r+1 χ(θ) =
0. Recall in the proof of Lemma 8.13, we defined the integers ci’s in Equation
(8.11). For ~a ∈ R4, write a− = (a0, a1, 0, 0), a+ = (0, 0, a2, a3), da− = da0da1, and
da+ = da2da3. For any 1 ≤ t ≤ r + s− 1, we have

∫

R2

e−ia−·q−W n
(
~ξ1, · · · , ~ξt − a−, ~ξt+1, · · · , ~ξr+s−1

)
da−

vanishes if q− 6= −ct(Ĥ(ρn), P̂ (ρn), 0, 0).

Proof. Let ~α = (Ĥ(ρn), P̂ (ρn), 0, 0), and t
+ ≡ t+ 1. Using Equations (8.7) and

(8.12), we see that

W n
(
~ξ1, · · · , ~ξt − a−, ~ξt+1, · · · , ~ξr+s−1

)
= e−icta−·~αW n

(
~ξ1, · · · , ~ξt, ~ξt+1, · · · , ~ξr+s−1

)
.

(8.13)

If we take the Fourier Transform,
∫

R2

e−iq−·a−W n
(
~ξ1, · · · , ~ξt − a−, ~ξt+ , · · · , ~ξr+s−1

)
da−

=

∫

R2

e−ia−·q−e−icta−·~αW n
(
~ξ1, · · · , ~ξt, ~ξt+, · · · , ~ξr+s−1

)
da−

=2πW n
(
~ξ1, · · · , ~ξt, · · · , ~ξr+s−1

)
· δ
(
q− + ct(Ĥ(ρn), P̂ (ρn), 0, 0)

)
.

This completes the proof.

Remark 8.15 If one examines the proof, we note that the Fourier Transform of

a− 7−→ F−(a−) ≡W n
(
~ξ1, · · · , ~ξr − a−, ~ξr+1, · · · , ~ξr+s−1

)
,

is simply a multiple of the Dirac delta function δ
(
λ−r + cr(Ĥ(ρn), P̂ (ρn))

)
. From

Equation (8.8), λ−r =
∑r

i=1 p
−
i , p

−
i ≡ (p0i , p

1
i ) is the momenta variable conjugate to

position variable x−i ≡ (x0i , x
1
i ).
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A similar calculation will show that the Fourier Transform of

a− 7−→ F+(a−) = W
n
(
{~xθ + a−}sθ=1, {~xτ}s+r

τ=s+1

)

≡W n
(
~ξ1, · · · , ~ξs + a−, ~ξs+1, · · · , ~ξr+s−1

)
,

is simply a multiple of the Dirac delta function δ
(
λ−s − cs(Ĥ(ρn), P̂ (ρn))

)
. In this

case, the support is on the set
{
λ−s = cs[Ĥ(ρn)e0 + P̂ (ρn)e1]

}
, cs ∈ Z.

Definition 8.16 Refer to Notation 8.5. We say that the set {ψατ ,n}rτ=1 is regular
if there exists a unique 0 ≤ k ≤ r such that for any h ∈ P,

• ψατ ,n(h) = φατ ,n(h)∗, for every 1 ≤ τ ≤ k, and

• ψατ ,n(h) = φατ ,n(h), for every k + 1 ≤ τ ≤ r.

Proposition 8.17 Refer to Notation 8.5, whereby we have the two sets {ψατ ,n}rτ=1

and {ψβθ,n}sθ=1, r ≥ s. Suppose

• both sets are regular as defined in Definition 8.16;

• the former has 0 6= k̄ annihilation operators, and l̄ := r− k̄ creation operators;

• the latter has k annihilation operators, and 0 6= l := s− k creation operators;

• the sum
∑r

τ=1 χ(τ) +
∑r+s

θ=r+1 χ(θ) = 0, χ was defined in Notation 8.6. That
is, we have equal number of annihilation and creation operators, i.e.

k̄ + k = l̄ + l. (8.14)

Suppose min {k, l̄} 6= 0. If k̄ > l̄, then the coefficients ci’s in Equation (8.11)
can all be chosen to be positive. In particular, we have that cr > 0. If k̄ < l̄, then
the coefficients ci’s, 2k̄ + 1 ≤ i ≤ r, are all negative. In particular, we have that
cr < 0.

When min {k, l̄} = 0, the coefficients ci’s in Equation (8.11) can all be chosen
to be positive. In particular, we have that cr > 0.

Proof. First consider min {k, l̄} 6= 0. We have the sets A1 := {1, · · · , k̄} and
A2 := {r + 1, · · · , r + k}, both containing integers which are adjoint. And we have
the sets B1 := {k̄+1, · · · , k̄+ l̄} and B2 := {r+k+1, · · · , r+k+ l}, both containing
integers which are not adjoint.
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We will pair the numbers inA1∪A2, with numbers inB1∪B2, since the cardinality
of both sets are the same. Assume k̄ ≥ l̄. Define a bijective map G : A1 ∪ A2 −→
B1 ∪B2 by

G(a) =




a+ k̄, 1 ≤ a ≤ l̄;
a+ k̄ + k, l̄ + 1 ≤ a ≤ k̄;
a+ k + k̄ − l̄ ≡ a + l, r + 1 ≤ a ≤ r + k.

Using this map, we see that we can pair in such a way that each δi ∈ A1 ∪ A2 is
paired with a unique ǫi ∈ B1∪B2, with each δi < ǫi. Equation (8.9) holds for all the
1 ≤ δi ≤ k̄ and r + 1 ≤ δi ≤ r + k. The map G shows that all the ci’s in Equation
(8.11), except at i = r, are all positive integers. But if we assume k̄ > l̄, we will
have G : l̄ + 1 7→ r + k + 1, thus we see that cr > 0.

Assume k̄ < l̄. Define a bijective map G̃ : A1 ∪ A2 −→ B1 ∪ B2 by

G̃(a) =




a + k̄, 1 ≤ a ≤ k̄;
a + k̄ − l̄, r + 1 ≤ a ≤ r + l̄ − k̄;
a + k̄ − l̄ + k ≡ a+ l, r + l̄ − k̄ + 1 ≤ a ≤ r + k.

In this case, we see that for r + 1 ≤ δi ≤ r + l̄ − k, we have that δi > G̃(δi) = ǫi.
Equation (8.10) holds instead, for such δi and corresponding ǫi. Thus, the coefficients
ci’s, 2k̄ + 1 ≤ i ≤ r in Equation (8.11) are negative. In particular, we have that
cr < 0.

Now we consider min {k, l̄} = 0. When l̄ = 0, this implies that r = s and
thus r = k̄ = l = s. Define a bijective map Ĝ : {1, · · · , r} −→ {r + 1, · · · , 2r}
as G(a) = a + r. Then clearly, a < Ĝ(a) and since Ĝ : r 7→ r + s = 2r, all the
coefficients in Equation (8.11) are strictly positive. In particular, cr > 0.

When k = 0, then we must have k̄ = l̄ + l. Define a bijective map Ġ that sends
a to a + k̄, for 1 ≤ a ≤ k̄. Again, a < Ġ(a) and because Ġ : k̄ 7→ r + s, all the
coefficients in Equation (8.11) are strictly positive. In particular, cr > 0.

Remark 8.18 When k̄ = l̄, we see that cr = 0 in the proof, which implies that the
support in Lemma 8.14 is at {~q = ~0}. This will pose a problem later, when we try to
prove the Clustering Theorem 8.34. Hence, we do not consider this particular case.

When k̄ = 0 or l = 0, then W n ≡ 0, which is trivial.

Remark 8.19 Assume the conditions in Proposition 8.17 hold. We will further
assume one of the following cases hold:

1. min {k, l̄} = 0; or
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2. min {k, l̄} 6= 0 and k̄ > l̄; or

3. min {k, l̄} 6= 0, k̄ < l̄ and 2k̄ + 1 ≤ s.

When we assume one of the above 3 cases holds, Proposition 8.17 says that
sgn(cs) = sgn(cr). Then the supports described in Remark 8.15 are on respective
positive and negative cones in energy-momentum space. The fact that the supports
are separated is key to prove the Clustering Decomposition Property, as demonstrated
in [3] and [22].

In general, it is not true that

W
n
(
{~xτ}rτ=1, {~xθ}r+s

θ=r+1

)
= ±W

n
(
{~xθ}r+s

θ=r+1, {~xτ}rτ=1

)
.

The commutation and anti-commutation relations in Lemmas 5.15, 5.18 and 5.20
hold only for real or purely imaginary functions respectively. Thus, we need to
consider in a similar fashion.

Remark 8.20 Proposition 8.29 will imply that the above equality holds, provided
x+θ − x+τ 6= 0 for any 1 ≤ τ ≤ r and r + 1 ≤ θ ≤ r + s.

Notation 8.21 For a natural number r, let the set Xr := {1, 2, · · · , r}. Decompose
Xr into 2 sets κr, κ̄r, i.e. κr ∪ κ̄r = Xr and κr ∩ κ̄r = ∅, one of it possibly empty.
Let Ωr denote the set containing all such decompositions of Xr.

Recall we have two sets {f1, · · · , fr} and {g1, · · · , gs}. Assume that each fi (gj)
is either real or purely imaginary. This defines 2 disjoint sets κr (πs), and κ̄r (π̄s),
whereby fi (gj) is real if i ∈ κr (j ∈ πs), otherwise fi (gj) is purely imaginary if
i ∈ κ̄r (j ∈ π̄s).

Then, we will write for (κr, κ̄r) ∈ Ωr, (πs, π̄s) ∈ Ωs, tempered distributions such
that

W
n
κr,πs

: f1 ⊗R · · · ⊗R fr ⊗R g1 ⊗R · · · ⊗R gs 7−→ 〈An
rP0B

n
s 1, 1〉 ,

W
n
πs,κr

: g1 ⊗R · · · ⊗R gs ⊗R f1 ⊗R · · · ⊗R fr 7−→ 〈Cn
r P0D

n
s 1, 1〉 ,

for these particular sets {f1, · · · , fr} and {g1, · · · , gs}. Refer back to Equations (8.3)
and (8.4).

Remark 8.22 Recall from Notation 8.5, we have the sets {f1, · · · , fr} and {g1, · · · , gs}.
Write for τ = 1, · · · , r, fτ = f

τ
+ if τ , whereby f τ

= Re fτ and f τ = Im fτ . Simi-
larly, write for θ = 1, · · · , s, gθ = g

θ
+ igθ, whereby gθ = Re gθ and gθ = Im gθ.
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Refer to Notation 8.21. We can now understand

∫

R4×···×R4

W
n
(
{~xτ}rτ=1, {~xθ}r+s

θ=r+1

) r+s⊗

τ=1

pτ (~xτ ) ·
r+s∏

τ=1

d~xτ

=
∑

(κr,κ̄r)∈Ωr
(πs,π̄s)∈Ωs

cκr,πs

∫

R4×···×R4

W
n
κr ,πs

(
{~xτ}rτ=1, {~xθ}r+s

θ=r+1

) r+s∏

τ=1

q{κr,πs}
τ (~xτ ) ·

r+s∏

τ=1

d~xτ ,

(8.15)

whereby for each integral term in the above sum, indexed by {κr, πs},

• cκr,πs takes values in {±1,±
√
−1};

• for 1 ≤ τ ≤ r, q
{κr,πs}
τ is f

τ
if τ ∈ κr, otherwise q

{κr ,πs}
τ is f τ ;

• for r + 1 ≤ τ ≤ r + s, q
{κr,πs}
τ is g

τ−r
if τ − r ∈ πs, otherwise q

{κr,πs}
τ is gτ−r.

To apply the commutation or anti-commutation relations in Lemmas 5.6, 5.15,
5.18 and 5.20 to switch the variables, we need to assume regularity of the sets in
Definition 8.16. Making this assumption and using the above notations, we will have
the following lemma. The proof involves applying successively, the commutation and
anti-commutation relations in the lemmas, and the details will be left to the reader.

Lemma 8.23 Assume the two sets {ψατ ,n}rτ=1 and {ψβθ,n}sθ=1, r ≥ s, both are
regular. We have that

W
n
κr ,πs

(
{~xτ}rτ=1, {~xθ}r+s

θ=r+1

)
= ±W

n
πs,κr

(
{~xθ}r+s

θ=r+1, {~xτ}rτ=1

)
, (8.16)

provided for any 1 ≤ τ ≤ r, r + 1 ≤ θ ≤ r + s, we have 0 6= ~xτ − ~xθ lies in
the hyperplane spanned by {P̂ (ρn)e0 + Ĥ(ρn)e1, e2, e3}. The ± sign depends on how
many anti-commutation relations in Lemmas 5.15, 5.18 and 5.20 are applied.

8.2 Proof of Cluster Decomposition Property

Definition 8.24 Let ϕ1, ϕ2 be Schwartz functions on R4r and R4s respectively,
r ≥ s. Define

T n
1 :=

∫

R4×···×R4

r∏

τ=1

d~xτ · ϕ1 ({~xτ}rτ=1) ·
r∏

τ=1

ψατ ,n(~xτ ),

T n
2 :=

∫

R4×···×R4

r+s∏

θ=r+1

d~xθ · ϕ2

(
{~xθ}r+s

θ=r+1

)
·

r+s∏

θ=r+1

ψβθ−r,n(~xθ).
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And define

Tn
1

(
{~xτ}rτ=s+1

)

:=

∫

R4×···×R4

r+s∏

θ=r+1

d~xθ · ϕ1

(
{~xτ}rτ=s+1, {~xθ}r+s

θ=r+1

)
·

r+s∏

θ=r+1

ψβθ−r,n(~xθ),

Tn
2

(
{~xτ}rτ=s+1

)

:=

∫

R4×···×R4

s∏

τ=1

d~xτ · ϕ2 ({~xτ}sτ=1) ·
r∏

τ=1

ψατ ,n(~xτ ),

whereby ψατ ,n(~xτ ) is either φ
ατ ,n(~xτ ) or its adjoint operator. Likewise for ψ

βθ−r,n(~xθ).

We will need to assume the following:

• both the sets {ψατ ,n}rτ=1 and {ψβθ,n}sθ=1 are regular, as defined in Definition
8.16;

•

∑r
τ=1 χ(τ) +

∑r+s
θ=r+1 χ(θ) = 0, i.e. there are an equal number of creation and

annihilation operators.

Suppose ~a ∈ R4. Define

T n
1 (~a) := U(~a, 1)T n

1 U(~a, 1)
−1,

T n
2 (~a) := U(~a, 1)T n

2 U(~a, 1)
−1.

By default, we will write T n
i ≡ T n

i (~0). Define similarly

Tn
1

(
{~xτ}rτ=s+1,~a

)
, Tn

2

(
{~xτ}rτ=s+1,~a

)
,

replacing T n
i with Tn

i respectively in the above formulas.

Refer to Definition 8.24. Define

T1 :=
∞∑

n=1

c1,nT
n
1 , T2 :=

∞∑

n=1

c2,nT
n
2 ,

T1

(
{~xτ}rτ=s+1

)
:=

∞∑

n=1

c1,nT
n
1

(
{~xτ}rτ=s+1

)
,

T2

(
{~xτ}rτ=s+1

)
:=

∞∑

n=1

c2,nT
n
2

(
{~xτ}rτ=s+1

)
,

each {ci,n}∞n=1 is a sequence of numbers in l2 space, such that
∑∞

n=1 |ci,n|2C(ρn)2k <
∞, for any k ∈ N.
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Remark 8.25 Note that for j = 1, 2, |T n
j 1|2 = O(C(ρn)), |Tn

j 1|2 = O(C(ρn)).
Because for any k ∈ N,

∑∞
n=1 |cj,n|2C(ρn)2k <∞, we see that

|ĤkTj(·,~a)1|2 ≤
∞∑

n=1

C(ρn)
2k|cj,n|2|T n

j (·)1|2 <∞. (8.17)

Similar bound for Tj. This is required to prove the Clustering Decomposition Prop-
erty 8.32 and Clustering Theorem 8.34.

Indeed,
〈
T1 (~y) T2 (~x) 1, 1

〉

=

∞∑

n=1

c1,nc2,n
〈
U(~y, 1)T n

1 U(~y, 1)
−1U(~x, 1)T n

2 U(~x, 1)
−11, 1

〉

=

∞∑

n=1

c1,nc2,n 〈T n
1 U(~x− ~y, 1)T n

2 1, 1〉 ,

which converges by Equation (8.17).

Similarly,
〈
T2

(
{~xτ}rτ=s+1, ~x

)
T1

(
{~xτ}rτ=s+1, ~y

)
1, 1
〉

=

∞∑

n=1

c1,nc2,n
〈
Tn
2

(
{~xτ}rτ=s+1, ~x

)
Tn
1

(
{~xτ}rτ=s+1, ~y

)
1, 1
〉
,

which also converges.

Definition 8.26 For ~a = ~x− ~y ∈ S0, we will define

hn12 (~a) := 〈T n
1 (~y)P0T

n
2 (~x) 1, 1〉

=
〈
T n
1 U(~y, 1)

−1U(~x, 1)T n
2 1, 1

〉
− 〈T n

1 1, 1〉〈T n
2 1, 1〉

= 〈T n
1 U(~a, 1)T

n
2 1, 1〉 − 〈T n

1 1, 1〉〈T n
2 1, 1〉.

Similarly, define (s+ = s+ 1)

hn21 (~a)

:=

∫

R4×···×R4

r∏

τ=s+

d~xτ 〈Tn
2 ({~xτ}rτ=s+, ~x)P0T

n
1 ({~xτ}rτ=s+ , ~y) 1, 1〉

=

〈∫

R4(r−s)

r∏

τ=s+

d~xτ Tn
2 ({~xτ}rτ=s+)U(−~a, 1)Tn

1 ({~xτ}rτ=s+) 1, 1

〉

−
∫

R4(r−s)

r∏

τ=s+

d~xτ 〈Tn
1 ({~xτ}rτ=s+) 1, 1〉 〈Tn

2 ({~xτ}rτ=s+) 1, 1〉 .
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Using Definition 8.11, we will extend the definitions of hn12 (~a) and hn21 (~a), for
~a ∈ S0, to all of ~a ∈ R4.

From Equation (8.7), we will have (r+ = r + 1)

hn12 (~a)

:=

∫

R4×···×R4

r+s∏

τ=1

d~xτ W
n
(
{~xτ}rτ=1, {~xθ + ~a}r+s

θ=r+

)
ϕ1 ({~xτ}rτ=1)ϕ2

(
{~xθ}r+s

θ=r+

)
.

(8.18)

Similarly, we will define (s+ = s+ 1)

hn21 (~a)

:=

∫

R4×···×R4

r+s∏

τ=1

d~xτ W
n
(
{~xθ + ~a}r+s

θ=r+, {~xτ}rτ=1

)
ϕ1 ({~xτ}rτ=1)ϕ2

(
{~xθ}r+s

θ=r+

)
.

(8.19)

Definition 8.27 Define for any ~a ∈ R4,

h12 (~a) :=
∞∑

n=1

c1,nc2,nh
n
12 (~a) , h21 (~a) :=

∞∑

n=1

c1,nc2,nh
n
21 (~a) .

Definition 8.28 Recall from Definition 7.13, we defined the set {Ĥ(ρn), P̂ (ρn)}n∈N,
such that Ĥ(ρn)

2 − P̂ (ρn)
2 = m2

n, with mn > 0 as the mass gap in H (ρn).

Let Λn be a Lorentz transformation that maps the standard orthonormal basis
ea 7→ f̃n

a := Λnea, whereby f̃
n
0 and f̃n

1 are

Ĥ(ρn)

mn
e0 +

P̂ (ρn)

mn
e1,

P̂ (ρn)

mn
e0 +

Ĥ(ρn)

mn
e1

respectively, and f̃n
2 = e2, f̃

n
3 = e3, which together spans the plane S0.

Proposition 8.29 Write ~a = (a−, a+), whereby a− = (a0, a1), a+ = (a2, a3). If
x+τ − x+θ 6= a+ for any 1 ≤ τ ≤ r and r + 1 ≤ θ ≤ r + s, then we have that

W
n
(
{~xτ}rτ=1, {~xθ + ~a}r+s

θ=r+1

)
= 0.

.
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Proof. It is not difficult to see from Equation (8.13) that

W
n
(
{~xτ}rτ=1, {~xθ + ~a}r+s

θ=r+1

)

=e−i~a·crmnf̃n
0

r+s∏

θ=1

E(x−θ ) · W n
0

(
{x+τ }rτ=1, {x+θ + a+}r+s

θ=r+1

)
, (8.20)

whereby E(x−θ ) = E(x0θ, x
1
θ) =

eiχ(θ)[x
0
θĤ−x1

θP̂ ]

2π
and (0− ≡ (0, 0))

W
n
0

(
{x+τ }rτ=1, {x+θ + a+}r+s

θ=r+1

)
= W

n
(
{0−, x+τ }rτ=1, {0−, x+θ + a+}r+s

θ=r+1

)
. (8.21)

Because we subtract off 〈An
r 1, 1〉 〈Bn

s 1, 1〉 in Equation (8.3), we see that cQ defined
in Equation (8.2) is non-zero, iff there exists a set Al ∈ Q which contains both r
and r + 1. From Equation (8.7), we have that W n

0 ≡ 0, if x+τ − x+θ 6= a+ for any
1 ≤ τ ≤ r and r + 1 ≤ θ ≤ r + s, and this completes the proof.

Remark 8.30 From Item 2 in Lemma 8.13, we see that W n = 0 iff for any partition
Q = {A1, . . . , An(Q)} ∈ Γ, there exists some θ 6= r such that {θ, θ+1} ⊂ Al for some

1 ≤ l ≤ n(Q) and ~ξθ 6= 0, or ~ξr 6= ~a.

Corollary 8.31 Refer to Definition 8.28. Recall the sets κr ⊆ {1, · · · , r}, πs ⊆
{1, · · · , s}, as explained in Notation 8.21.

Suppose

W
n
κr,πs

(
{~xτ}rτ=1, {~xθ + ~a}r+s

θ=r+1

)
= ±W

n
πs,κr

(
{~xθ + ~a}r+s

θ=r+1, {~xτ}rτ=1

)

holds for any space-like vector ~a = a0f̃n
0 +a

2f̃n
2 +a

3f̃n
3 . Then it is necessary and suf-

ficient that W n
κr,πs

(
{~xτ}rτ=1, {~xθ + ~a}r+s

θ=r+1

)
and W n

πs,κr

(
{~xθ + ~a}r+s

θ=r+1, {~xτ}rτ=1

)
both

must vanish.

Recall from Definition 3.3, we defined the norm ‖ · ‖p,q for Schwartz functions
on R4. We can generalize this definition, for a Schwartz function defined on the
Euclidean space Rr, for any r ∈ N.

By considering h12 − h21, we can mimic the proof of Theorem 3-4 (Cluster De-
composition Property) in [3], or the lemma in [19], to prove that |h12 (~a)| decays at
the rate of 1

|a+|p for |a+| large and for any p ∈ N. However, using Lemma 8.23 is
inadequate to prove this result. We instead need local commutativity as given by
Corollary 8.31 and assuming one of the 3 cases hold in Remark 8.19, to prove the re-
sult. We will however, prove the following slightly stronger result, using Proposition
8.29 and without assuming any of the cases in Remark 8.19 hold.
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Theorem 8.32 (Cluster Decomposition Property)
Recall m0 is the mass gap of the 4-dimensional quantum Yang-Mills theory. Suppose
the assumptions in Definition 8.24 hold, i.e. regularity of the two sets and equal
number of creation and annihilation operators. Let ~a =

∑3
b=0 a

beb be a space-like
vector, with a− ≡ (a0, a1) and a+ ≡ (a2, a3). Then, we have for some positive
constant C,

|h12 (~a)| =
∣∣∣∣∣

∞∑

n=1

c1,nc2,nh
n
12 (~a)

∣∣∣∣∣

≤ C

ml
0 + |a+|k (‖ ϕ1 ‖p,q‖ ϕ2 ‖p,q) , (8.22)

for any k, l ∈ N, provided p, q ∈ N are large enough.

Proof. Recall the sets κr ⊆ {1, · · · , r}, πs ⊆ {1, · · · , s}, as explained in Notation

8.21. Consider the real vector spaces Yκr and Ỹπs , each spanned by tensor products
of functions of the form

f1 ⊗R f2 ⊗R · · · ⊗R fr and g1 ⊗R · · · ⊗R gs

respectively, whereby each fi (gj) is real if i ∈ κr (j ∈ πs), purely imaginary if i /∈ κr
(j /∈ πs).

Instead of proving the result for general ϕi’s, from Equation (8.15), it suffices to

prove it for ϕ1 ∈ Yκr and ϕ2 ∈ Ỹπs, whereby we need to change the definition of hn12,
by replacing W n with W n

κr ,πs
in Equation (8.18).

Without any loss of generality, we assume that C(ρn) > 1, otherwise we can
replace C(ρn) in the following inequalities with (1 + C(ρn)) instead. Write

ϕ
(
{~xθ}r+s

θ=1

)
= ϕ1 ({~xτ}rτ=1)⊗R ϕ2

(
{~xθ}r+s

θ=r+

)
.

Let q− = (q0, q1) be coordinates pertaining to the {e0, e1} basis, with x−τ · q−τ =
−x0τq0τ + x1τq

1
τ , and define the following partial Fourier Transforms,

ϕ̃1

(
{q−τ , x+τ }rτ=1

)
:=

∫

R2r

r∏

τ=1

e−iχ(τ)x−
τ ·q−τ

2π
· ϕ1

(
{x−τ , x+τ }rτ=1

) r+s∏

τ=1

dx−τ ,

ϕ̃2

(
{q−θ , x+θ }r+s

θ=r+1

)
:=

∫

R2s

r+s∏

θ=r+1

e−iχ(θ)x−
θ ·q−θ

2π
· ϕ2

(
{x−θ , x+θ }r+s

θ=r+1

) r+s∏

θ=r+1

dx−θ ,

(8.23)

and
ϕ̃
(
{q−τ , x+τ }r+s

τ=1

)
:= ϕ̃1

(
{q−τ , x+τ }rτ=1

)
ϕ̃2

(
{q−θ , x+θ }r+s

θ=r+1

)
.
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Suppose we let H−
n = (Ĥ(ρn), P̂ (ρn)) and recall we defined W n

0 in Equation
(8.21). Then, we see that

hn12(~a)

= e−icrmn~a·f̃n
0

∫

R2(r+s)

r+s∏

τ=1

dx+τ W
n
0

(
{x+τ }rτ=1, {x+θ + a+}r+s

θ=r+

)
ϕ̃
(
{H−

n , x
+
τ }r+s

τ=1

)
,

which shows that it is a constant in the f̃n
1 direction.

Since the Fourier transform of a Schwartz function remains a Schwartz function,
we see that for some n̄ ∈ N, independent of n,

∣∣ϕ̃
(
{q−θ , x+θ }r+s

θ=1

)∣∣ ≤ C(ρn)
n̄

‖ ϕ ‖k̂,l̂∑r+s
θ=1(|q0θ |2 + |q1θ |2)l/2 + (|x2θ|2 + |x3θ|2)

k/2
,

for some k̂ ≥ k, l̂ ≥ l large enough. In particular, (Ĥ(ρn)
2+ P̂ (ρn)

2)l/2 ≥ ml
n. Thus,

we have that

∣∣ϕ̃
(
{H−

n , x
+
θ }r+s

θ=1

)∣∣ ≤ C(ρn)
n̄

‖ ϕ ‖k̂,l̂
∑r+s

θ=1m
l
n +

(
x2,2θ + x3,2θ

)k/2 .

There exists a set containing polynomially bounded continuous functions {Gn
~m :

0 ≤ |~m| ≤ N}, such that

e−icrmn~a·f̃n
0

∑

|~m|≤N

∫

R2(r+s)

r+s∏

τ=1

dx+τ D
~mGn

~m

(
{x+τ }r+s

τ=1; a
+
)
ϕ̃
(
{H−

n , x
+
θ }r+s

θ=1

)

=hn12 (~a) ,

and
∑

|~m|≤N

D ~mGn
~m

(
{{x+τ }r+s

τ=1; a
+
)
≡W

n
0

(
{x+τ }rτ=1, {x+θ + a+}r+s

θ=r+1

)
,

with
∑

|~m|≤N

|Gn
~m|
(
{x+τ }r+s

τ=1; a
+
)
≤ C(ρn)

k̃


|a+|α +

(
r+s∑

τ=1

|x+τ |2
)γ/2


 ,

for constants k̃, α, γ, all independent of n.

Choose R0 = |a+|/2 > 0, because ~a is space-like. For 0 < ǫ < |a+|/2 small, the
set

{R > R0 − ǫ} :=

{
{x+τ }r+s

τ=1 :
r+s∑

τ=1

|x+τ |2 > (R0 − ǫ)2

}
⊂ R

2(r+s).
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Hence, we can apply Proposition 8.29 and D ~mGn
~m (·; a+) vanishes on its comple-

ment. Thus we have

∑

|~m|≤N

∫

R2(r+s)

r+s∏

τ=1

dx+τ D ~mGn
~m

(
{x+τ }r+s

τ=1; a
+
)
ϕ̃
(
{q−θ , x+θ }r+s

θ=1

)

=
∑

|~m|≤N

∫

{R>R0−ǫ}

r+s∏

τ=1

dx+τ D ~mGn
~m

(
{x+τ }r+s

τ=1; a
+
)
ϕ̃
(
{q−θ , x+θ }r+s

θ=1

)
.

Using spherical coordinates,
∣∣∣∣hn12 (~a)

∣∣∣∣

≤
∑

|~m|≤N

∫

{R>R0−ǫ}

r+s∏

τ=1

dx+τ
∣∣Gn

~m

(
{x+τ }r+s

τ=1; a
+
)
D ~mϕ̃

(
{H−

n , x
+
θ }r+s

θ=1

)∣∣

≤ C(ρn)
K̃

∫

{R>R0−ǫ}

[
|a+|α +Rγ

] ‖ ϕ ‖p,q
(r + s)|mn|l +Rk+l̄

R2(r+s)

R
dRdΩ,

for some norm ‖ · ‖p,q, and k, l, l̄ can be any natural numbers less than p, q. And
K̃ ≥ k̃ + n̄ is some natural number, independent of n.

By choosing p ≥ k+ l̄, q ≥ l and K̃ large enough, we see that the above inequality
is less than some positive constant times

C(ρn)
K̃ ‖ ϕ1 ‖p,q‖ ϕ2 ‖p,q

ml
n + |a+|k ,

for any |a+|.
Since the above equation holds for any non-compact ϕi, we have for each n,

W
n
κr,πs

(
{~xτ}rτ=1, {~xθ + ~a}r+s

θ=r+

)
−→ 0,

as |a+| ≡ |(a2, a3)| → ∞, decaying at the rate of
1

ml
n + |a+|k , for any power k, l ∈ N.

For some fixed integer K̃ > 0, C = O
(∑∞

n=1 |c1,nc2,n|C(ρn)K̃
)
from Equation

(8.17). Since m0 ≤ mn for all n ∈ N, we have
∣∣∣∣h12 (~a)

∣∣∣∣ ≤
∞∑

n=1

|c1,nc2,n|
∣∣∣∣hn12 (~a)

∣∣∣∣

≤ C

ml
0 + |a+|k (‖ ϕ1 ‖p,q‖ ϕ2 ‖p,q) .
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Notation 8.33 Refer to Notation 8.6. Let Ωr denote the set consisting of partitions
in Γ, such that Q = {A1, . . . , An(Q)} ∈ Ωr, iff there exists a (unique) 1 ≤ z ≤ n(Q),
such that both r, r + 1 ∈ Az.

Recall H−
n = (Ĥ(ρn), P̂ (ρn)). Write for 1 ≤ i ≤ n(Q), n0 := 0, ni =

∑i
k=1 |Ak|

and
{y+j }|Ai| =

(
H−

n , y
+
i , H

−
n , y

+
i , · · · , H−

n , y
+
i︸ ︷︷ ︸

|Ai| copies of (H−
n ,y+i )

)
.

Refer to Equation (8.23) for the notations

ϕ̃1

(
{H−

n , x
+
τ }rτ=1

)
and ϕ̃2

(
{H−

n , x
+
θ }r+s

θ=r+1

)
.

For a given partition Q = {A1, . . . , An(Q)} ∈ Ωr, we will write

ϕ̃n
Q,1

(
{x+θ }rθ=nz−1+1

)

:=

∫

R2(z−1)

z−1∏

i=1

dy+i ϕ̃1

(
{y+j }|A1|, {y+j }|A2|, · · · , {y+j }|Az−1|, {H−

n , x
+
θ }rθ=nz−1+1

)
.

Similarly, for mz := r + s−∑z
k=1 |Ak|, we will write (z+ = z + 1)

ϕ̃n
Q,2

(
{x+θ }mz

θ=r+

)

:=

∫

R2(n(Q)−z)

n(Q)∏

i=z+

dy+i ϕ̃2

(
{H−

n , x
+
θ }mz

θ=r+, {y+j }|Az+ |, {y+j }|Az+2|, · · · , {y+j }|An(Q)|
)
.

Note that {nz−1 + 1, · · · , r, r + 1, · · · , mz} = Az ∈ Q. Finally, we will write

ϕ̃n
Q,1(x

+
r ) := ϕ̃n

Q,1

(
{x+r }rθ=nz−1+1

)
, ϕ̃n

Q,2(x
+
r+1) := ϕ̃n

Q,2

(
{x+r+1}mz

θ=r+1

)
.

From Equations (8.7) and (8.18), we will leave to the reader to verify that for
any ~a ≡ (a−, a+) ∈ R4,

h12(~a) = e−icrmn~a·f̃n
0

∑

Q∈Ωr

cQ

∫

R2

dx+ ϕ̃n
Q,1(x

+)ϕ̃n
Q,2(x

+ − a+)

= e−icrmn~a·f̃n
0

∑

Q∈Ωr

cQ

∫

R2

dx+r

∫

R2

dx+r+ ϕ̃n
Q,1(x

+
r )δ(a

+ + x+r+ − x+r )ϕ̃
n
Q,2(x

+
r+), (8.24)

whereby δ is Dirac delta function. Note that the coefficients cQ were defined in
Equation (8.2).
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Theorem 8.34 (Clustering Theorem)
Suppose the assumptions in Definition 8.24 hold with ϕi is compactly supported for
i = 1, 2. Assume that 0 6= cr in Equation (8.11).

Recall m0 is the mass gap of the 4-dimensional quantum Yang-Mills theory.
There exist positive constants ǫ, C, and pi, qi ∈ N for i = 1, 2, such that

|h12 (~a)| =
∣∣∣∣∣

∞∑

n=1

c1,nc2,nh
n
12 (~a)

∣∣∣∣∣

≤ C
e−m0|a+|

|a+| − ǫ
‖ ϕ1 ‖p1,q1‖ ϕ2 ‖p2,q2, (8.25)

provided |a+| > ǫ, with ǫ depending only on the support of ϕ1 and ϕ2. And, C =

O
(∑∞

n=1 |c1,nc2,n|C(ρn)k̃em0ǫ
)
for some fixed integer k̃ > 0. Note that a+ = (a2, a3)

are coordinates with respect to {e2, e3}, spanning the x2 − x3 plane S0.

Proof. Just like in the proof of Theorem 8.32, it suffices to prove it for ϕ1 ∈ Yκr

and ϕ2 ∈ Ỹπs . Recall in Definition 8.28, we defined a new basis {f̃n
a }3a=0, which

depends on the representation ρn on g. Let (a0, a1, a2, a3) be coordinates with respect
to {f̃n

a }3a=0. Further recall that hn12 is independent of the a1 coordinate, so we will
henceforth write hn12(~a) = hn12(a

0, a+), a+ = (a2, a3).

Define

D(ϕ1, ϕ2) =
{
~xτ − ~yθ ∈ R

4| {~xτ}rτ=1 ∈ supp ϕ1, {~yθ}r+s
θ=r+1 ∈ supp ϕ2

}
,

and consider orthogonally projecting it onto the x2 − x3 plane spanned by {e2, e3},
this projected set denoted by D0. It is bounded.

Denote a compact set D1, which is the convex closure of D0, which lies in the
plane spanned by {e2, e3}. Then, we see that there exists an ǫ such that D1 lies in
an open disc of radius ǫ, center at the origin.

Let g be any compact Schwartz function on R. Consider the following elliptic
equation3

(
∂2

∂a0,2
− P̂

)
Ψn(a

0, a) :=

(
3∑

i=0

∂2

∂ai,2

)
Ψn(a

0, a) = hn12(a
0, a+)g(a1).

3We used an elliptic equation, because the total energy squared is then given by (crmn)
2 +∑

3

i=1
qi,2, which is mass squared plus total momentum squared. The generator for translation in

the time-like direction f̃n
0
, is given by the mass eigenvalue −crmn, and not energy eigenvalue.
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Refer to Notation 8.33. We leave to the reader to verify from Equation (8.24),
(r+ ≡ r + 1)

Ψn(a
0, a) = eicrmna0G̃(n; a), and

G̃(n; a)

=
∑

Q∈Ωr

cQ

∫

R

dξ1
∫

R2×2

dx+r dx
+
r+ϕ̃

n
Q,1(x

+
r )Gn(a

1 − ξ1; x+r , x
+
r+ + a+)ϕ̃n

Q,2(x
+
r+)g(ξ

1),

whereby Gn(a
1 − ξ1; x+r , x

+
r+1 + a+) is a Green’s function that solves

(
−(crmn)

2 +
3∑

i=1

∂2

∂ai,2

)
Gn(a

1 − ξ1; x+r , x
+
r+1 + a+) = δ(a1 − ξ1, x+r − x+r+1 − a+)

≡ δ(a− ξr),

whereby δ is the Dirac delta function, a = (a1, a+) and ξr = (ξ1, ξ+r ) ≡ (ξ1, x+r −
x+r+1).

Write ω = |crmn| 6= 0 and q = (q1, q2, q3) be the momentum coordinates dual to
a ≡ (a1, a2, a3). Using Fourier Transform techniques, the solution is given by

Gn(a
1 − ξ1; x+r , x

+
r+1 + a+) = − 1

(2π)3/2

∫

R3

dq
eiq·(a−ξr)

ω2 + |q|2 .

Note that the integrand is invariant under spatial rotation. Without any loss of
generality, we can assume that (a− ξr) ≡ (a1 − ξ1, a+ − ξ+r ) lies in the x3-axis, or in
the e3 ≡ f̃n

3 positive direction. Hence, q ·(a−ξr) = |q|R cos θ, whereby R = |(a−ξr)|
and θ is the azimuthal angle a vector in 3-dimensional space makes with the positive
x3- axis.

Integrate out the polar and azimuthal angles in spherical coordinates, we have

Gn(a
1 − ξ1; x+r , x

+
r+1 + a+) = − 1

(2π)1/2
1

iR

∫ ∞

0

λ
eiRλ − e−iRλ

ω2 + λ2
dλ

= − 1

(2π)1/2
1

iR

∫ ∞

−∞

λeiRλ

(λ− iω)(λ+ iω)
dλ.

We will evaluate this integral using Cauchy’s Residue Theorem, by considering
an upper semi-circle, which contains a simple pole at z = iω in its interior. We
choose the upper semi-circle because on the upper half plane, |eiRz| ≤ 1 has an
exponential decay. Finally taking its radius to be infinity, the result is that the
integral is equal to

Gn(a
1 − ξ1; x+r , x

+
r+1 + a+) = − 2πi

(2π)1/2
1

iR

iωe−Rω

2iω
= −

√
2π
e−R|crmn|

2R
,
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with R2 = |a1 − ξ1|2 + |a2 + ξ2r |2 + |a3 + ξ3r |2.
Therefore, (Gn(a− ξ) := Gn(a

1 − ξ1; x−, x+ + a+))

∣∣hn12(~a)g
(
a1
)∣∣ =

∣∣∣∣
[
∂2

∂a0,2
− P̂

]
Ψn(a

0, a)

∣∣∣∣

=

∣∣∣∣∣
∑

Q∈Ωr

cQ

∫

R

dξ1
∫

R4

d~x ϕ̃n
Q,1(x

−)Gn(a− ξ)
[
(crmn)

2 + P̂

]
ϕ̃n
Q,2(x

+)g(ξ1)

∣∣∣∣∣

≤
∑

Q∈Ωr

|cQ|
{∫

R

dξ1
[
|g(ξ1)|+ 1

m2
0

|g′′(ξ1)|
]
·
√
π

2

e−m0|a++x+−y+|

|a+ + x+ − y+|

×
∫

R2

dy+
∣∣ϕ̃n

Q,1(y
+)
∣∣ ·
∫

R2

dx+
∣∣∣
[
(crmn)

2 + P̂

]
ϕ̃n
Q,2(x

+)
∣∣∣
}

≤ C(ρn)
k̃em0ǫ ‖ g ‖p3,q3‖ ϕ1 ‖p1,q1‖ ϕ2 ‖p2,q2 ·

e−m0|a+|

|a+| − ǫ
,

for some natural numbers k̃, pi’s, qi’s, provided |x+ − y+| ≤ ǫ < |a+| is large
enough. Note that all these natural numbers are independent of n, a+ and the
Schwartz functions. We can assume that C(ρn) ≥ 1, otherwise we will replace it
with 1 + C(ρn) in the above inequality.

Because the above inequality holds for any compact Schwartz function g : R → R

and any a1 ∈ R, we have the inequality

|hn12(~a)| ≤ C(ρn)
k̃em0ǫ ‖ ϕ1 ‖p1,q1‖ ϕ2 ‖p2,q2 ·

e−m0|a+|

|a+| − ǫ
,

for |a+| > ǫ.

Since the above inequality holds for any n ∈ N, we see that Equation (8.25)
follows immediately from triangle inequality and Equation (8.17).

Remark 8.35 When the space like separation ~a lies in the x2−x3 plane or S0, then
h12(~a) is equivalent to the vacuum expectation 〈T n

1 (~y)P0T
n
2 (~x) 1, 1〉 from Definition

8.26. Suppose we are given two sets of cluster points {~xθ ∈ R4}rθ=1, {~yτ ∈ R4}sτ=1,
and project them orthogonally onto S0, as A = {x+θ ∈ S0}rθ=1, B = {y+τ ∈ S0}sτ=1

respectively. Clustering Theorem hence says that the vacuum expectation decays
exponentially, at a rate dependent on the mass gap m0, provided the space-like sep-
aration a2e2 + a2e3 ∈ S0 between A,B ⊂ S0, is large enough. In other words,

∣∣W n
(
{~xτ}rτ=1, {~xθ + ~a}r+s

θ=r+

)∣∣ ≤ C(n)e−m0|a+|,
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for some constant C(n) dependent on n, and a+ larger than the space-like separation
between the two sets in S0.

Note that Equation (8.22) holds, even for space-like distance |a+| small and close
to zero. When there is no minimum mass gap m0, the given upper bound is not
meaningful for small |a+|. For |a+| small and for each component mass gap mn > 1,
we see that the heavier the mass gap mn, the faster is the rate of decay. Of course,
when |a+| is large, then the impact of m0 to the inverse power decay law is minimal.

An inverse power decay is definitely not as rapid a decline, as an exponential
decay, which was proved in [22]. They showed that the decay is at most 1

|a+|3/2 e
−m0|a+|,

which is stronger than our result. But do note that the authors proved exponential
decay, by using a homogeneous wave equation, for the cases when ϕ1, ϕ2 are both
compactly supported, and the space-like separation needs to be greater than some ǫ.
In contrast, we used an elliptic equation, reason given in the footnote. Any of the
three cases in Remark 8.19 will imply that cr 6= 0. The rate of decay 1

|a+|e
−m0|a+|

which we have shown, is asymptotically the same as the Yukawa potential, who used
it as a basis to describe the nuclear force. Refer to [9].

For large space-like separation, an exponential decay will be a lot faster than the
inverse power decay given in Equation (8.22). But for small space-like separation,
an inverse power decay might be better.

Local commutativity in Wightman’s last axiom allows us to define a Lorentz trans-
formation Λn in Definition 8.28, which implies an exponential decay e−mn|a+|, but
depending on each n ∈ N. We will need a Yang-Mills path integral, to prove the
existence of a minimum positive mass gap m0 ≤ mn, which gives us a best possible
exponential decay e−m0|a+|, independent of the representation ρn on the simple Lie
algebra g, for the vacuum expectation.

A Surface Integrals

Let σ ≡ (σ0, σ1, σ2, σ3) : [0, 1]
2 ≡ I2 → R4 be a parametrization of a surface S ⊂ R4.

Here, σ′ = ∂σ/∂s and σ̇ = ∂σ/∂t.

Definition A.1 For a, b = 0, 1, 2, 3, define Jacobian matrices,

Jσ
ab(s, t) =

(
σ′
a(s, t) σ̇a(s, t)
σ′
b(s, t) σ̇b(s, t)

)
, a 6= b,

and write |Jσ
ab| =

√
[det Jσ

ab]
2 and W cd

ab := Jσ
cdJ

σ,−1
ab , a, b, c, d all distinct. Note that

W ab
cd = (W cd

ab )
−1.

89



For a, b, c, d all distinct, define ρabσ : I2 → R by

ρabσ =
1√

det
[
1 +W cd,T

ab W cd
ab

] ≡ |Jσ
ab|√

det
[
Jσ,T
ab J

σ
ab + Jσ,T

cd Jσ
cd

] . (A.1)

And ∫

S

dρ :=
∑

0≤a<b≤3

∫

I2
ρabσ (s, t)|Jσ

ab|(s, t) dsdt,

which is independent of the parametrization σ used.

We leave to the reader to check that
∫
S
dρ gives us the area of the surface S.

Area of a surface is invariant under spatial rotation, but it is not invariant under
boost.

To construct an unitary representation of the Lorentz group, we need to consider
imaginary time axis. Instead of using ρabσ as defined in Equation (A.1) by some
parametrization σ for S, we will replace the time component σ0 with imaginary
time iσ0.

Definition A.2 Let σ : [0, 1]2 ≡ I2 → R4 be a parametrization of a surface S ⊂ R4.
For a, b = 0, 1, 2, 3 and a < b, define Jacobian matrices,

J́σ
ab(s, t) =





Jσ
ab(s, t), a 6= 0;(

iσ′
a(s, t) iσ̇a(s, t)

σ′
b(s, t) σ̇b(s, t)

)
, a = 0.

For a, b, c, d all distinct, define ρ́abσ : I2 → C by

ρ́abσ :=
det J́σ

ab√
det
[
J́σ,T
ab J́

σ
ab + J́σ,T

cd J́σ
cd

] ,

and
∫

S

dρ́ :=
∑

0≤a<b≤3

∫

I2
ρ́abσ (s, t)[det J́σ

ab(ŝ)] dŝ,

∫

S

d|ρ́| :=
∫

I2

∣∣∣∣∣
∑

0≤a<b≤3

ρ́abσ (ŝ)[det J́σ
ab](ŝ)

∣∣∣∣∣ dŝ.
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We will also write

ρ́σ(ŝ) =
∑

0≤a<b≤3

ρ́abσ (ŝ)[det J́σ
ab](ŝ),

|ρ́σ|(ŝ) =
∣∣∣∣∣
∑

0≤a<b≤3

ρ́abσ (ŝ)[det J́σ
ab](ŝ)

∣∣∣∣∣ .

Lemma A.3 Let S be a compact time-like or space-like surface, contained in a
plane. Then

∫
S
dρ́ and

∫
S
d|ρ́| remain invariant under any Lorentz transformation

Λ : S 7→ Ŝ = ΛS, Λ is a 4× 4 Lorentz matrix.

Proof. Let σ : I2 → S be a parametrization of S. Then σ̂ = Λσ is a parametriza-
tion of Ŝ = ΛS. We leave to the reader to verify that

∑

0≤a<b≤3

ρ́abσ̂ [det J́ σ̂
ab] =

√
[σ′ · σ′][σ̇ · σ̇]− [σ′ · σ̇]2.

Since ~x · ~y is invariant under Lorentz transformation, we thus have
∑

0≤a<b≤3

ρ́abσ̂ [det J́ σ̂
ab] =

∑

0≤a<b≤3

ρ́abσ [det J́σ
ab].

This shows that
∫
Ŝ
dρ́ =

∫
S
dρ́ and

∫
Ŝ
d|ρ́| =

∫
S
d|ρ́|.

Remark A.4 1. When S is a surface in spatial R3, we see that
∫
S
d|ρ́| =

∫
S
dρ,

which is the area of the surface S.

2. Note that
∫
S
dρ́ is complex valued.

3. As a consequence, when S is a space-like surface,
∫
S
dρ́ is real; when S is a

time-like surface,
∫
S
dρ́ is purely imaginary. That is,

∫
S
dρ́ = i

∫
S
d|ρ́|.

4. By definition and from the proof, we see that ρ́σ = ρ́Λσ+~a, for any Lorentz
transformation Λ and any vector ~a.

B Lorentz transformation of a space-like vector

Lemma B.1 Let S be a space-like rectangular surface contained in a plane. Without
loss of generality, we assume a parametrization of S given in Definition 2.2. From
Definition 2.5, we can define a basis {f̂a}3a=0.

Let 0 6= ~v be a space-like directional vector lying in the time-like plane ~x + S♭,
i.e. ~v = sf̂0 + s̄f̂1 ∈ S♭, whereby |s̄| > |s|, and ~x ∈ S. There exists a finite
sequence of translations and Lorentz transformations, which depends on ~x,~v, such
that ~v ∈ ~x+ S♭ 7→ −~v ∈ ~x+ S♭.
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Proof. First, assume that S contains the zero vector. Without any loss of
generality, we assume that S is parametrized according to Definition 2.2, with ~a = 0.
From this parametrization, we can define {f̂a}3a=0 as in Definition 2.5, and it is easy
to see that we have a Lorentz transformation Λ̄ which sends Λ̄ : f̂a 7→ ea, for
a = 0, · · · , 3. Hence, Λ̄S ⊆ S0.

Then, Λ̄~x =
∑3

a=0 x
aea = x2e2+ x3e3. Let Ri be a rotation about xi-axis, and Λ

be boost in the e1 direction, that sends

Λ : se0 + s̄e1 7→
[
sgn(s̄)

√
s̄2 − s2

]
e1,

whereby sgn(s̄) is the sign of s̄.

Then, we have

~x+ ~v = sf̂0 + s̄f̂1 + x2f̂2 + x3f̂3

−→Λ̄ (s, s̄, x2, x3) ≡ se0 + s̄e1 + x2e2 + x3e3

−→Λ (0, sgn(s̄)
√
s̄2 − s2, x2, x3)

−→R3 (0, sgn(s̄)
√
x2,2 + s̄2 − s2, 0, x3)

−→R2 −(0, sgn(s̄)
√
x2,2 + s̄2 − s2, 0, x3)

−→R−1
3

−(0, sgn(s̄)
√
s̄2 − s2, x2, x3)

−→Λ−1 −(s, s̄, x2, x3)

−→R1 (−s,−s̄, x2, x3)
−→Λ̄−1 −sf̂0 − s̄f̂1 + x2f̂2 + x3f̂3.

Hence, we have
Λ̃(~x,~v) := Λ̄−1R1Λ

−1R−1
3 R2R3ΛΛ̄,

which sends ~v ∈ ~x + S♭ 7→ −~v ∈ ~x + S♭. Note that all the rotations depend on ~x
and ~v, except R1 and R2, which rotate by angle π radians.

Suppose S̃ does not contain the origin. Then, we consider S = U(−~a, 1)S̃,
whereby ~a ∈ S̃. For any space-like vector ~v ∈ ~x + S♭, we can map ~v 7→ −~v, using
the above transformations. Finally, apply U(~a, 1) to translate back to S̃.

Remark B.2 On the x2−x3 plane or S0, any two points on it is space-like separated.
Clearly, there is a Lorentz transformation (rotation) which transforms ~p ∈ S0 7→
−~p ∈ S0. In general, we see that there is a sequence of translations and Lorentz
transformation which transforms ~p ∈ S 7→ −~p ∈ S, for some space-like plane S.

On a time-like plane S, we do not have a rotation in the Lorentz group that maps
a time-like vector ~p ∈ S 7→ −~p ∈ S. It is not possible to do time and space inversion
simultaneously for a time-like vector using Lorentz transformations.
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Lemma B.3 Refer to Definition 2.5. Let S♭ be a time-like plane spanned by {f̂0, f̂1}.
Fix a time-like vector u ∈ S♭. For any time-like or space-like vector v ∈ S♭, there
exist a φ, θ depending on u and v respectively, such that

v · u = sinh(φ− θ) =

(
cosh(φ− θ)
sinh(φ− θ)

)
·
(
0
1

)
,

when v is space-like; and

v · u =− cosh(φ− θ) =

(
cosh(φ− θ)
sinh(φ− θ)

)
·
(
1
0

)
,

when v is time-like.

Proof. Any vector on S♭ can be represented as a 2-vector (a, b)T , which are the
coordinates with respect to the basis {f̂0, f̂1}. Define

Λ(θ) =

(
cosh θ sinh θ
sinh θ cosh θ

)
. (B.1)

For a time-like vector, we will write it as Λ(φ)(1, 0)T . For any space-like vector, we
will write it as Λ(θ)(0, 1)T . Then, we have

Λ(θ)

(
0
1

)
· Λ(φ)

(
1
0

)
=

(
sinh θ
cosh θ

)
·
(
coshφ
sinh φ

)

=− sinh θ coshφ+ cosh θ sinh φ = sinh(φ− θ)

=

(
cosh(φ− θ)
sinh(φ− θ)

)
·
(
0
1

)
.

A similar calculation will show that

Λ(θ)

(
1
0

)
· Λ(φ)

(
1
0

)
= − cosh(θ − φ) =

(
cosh(φ− θ)
sinh(φ− θ)

)
·
(
1
0

)
.

From the calculations, when θ = φ, we see that e−iu·v = cos(0) = 1, which is real.
This happens when v is space-like, u is time-like. However, if both are time-like or
both are space-like, then we have e−iu·v = cos(u · v)− i sin(u · v) 6= 1.
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