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Abstract. Within this chapter, we discuss control in the coefficients of an obsta-
cle problem. Utilizing tools from H-convergence, we show existence of optimal
solutions. First order necessary optimality conditions are obtained after deriving
directional differentiability of the coefficient to solution mapping for the obstacle
problem. Further, considering a regularized obstacle problem as a constraint
yields a limiting optimality system after proving, strong, convergence of the reg-
ularized control and state variables. Numerical examples underline convergence
with respect to the regularization. Finally, some numerical experiments highlight
the possible extension of the results to coefficient control in phase-field fracture.

1. Introduction

In this chapter, we consider an optimization problem of the form

(1.1)

min 𝐽 (𝑞, 𝑢) = 𝑗 (𝑢) + 𝛼
2
‖𝑞‖2

s.t.

{
(𝑞∇𝑢,∇(𝑣 − 𝑢)) ≥ ( 𝑓 , 𝑣 − 𝑢) ∀𝑣 ∈ 𝐾,

𝑢 ∈ 𝐾, 𝑞 ∈ 𝑄ad,

governed by an obstacle problem in a domain Ω ⊂ R𝑑 , where 𝑑 denotes the spatial
dimension, for a control 𝑞 in an admissible set 𝑄ad ⊂ 𝐿2(Ω;R𝑑×𝑑sym ) that is closed
and convex, and a state 𝑢 ∈ 𝐾 ⊂ 𝐻1

0 (Ω). The precise mathematical problem
statement will be presented in Section 2. In the following, let us briefly comment
on the control-to-state coupling. For each given fixed, uniformly positive definite,
control 𝑞 ∈ 𝑄ad acting as a coefficient function and data 𝑓 the obstacle problem of
finding 𝑢 ∈ 𝐾 solving

(𝑞∇𝑢,∇(𝑣 − 𝑢)) ≥ ( 𝑓 , 𝑣 − 𝑢) ∀𝑣 ∈ 𝐾,
has a well developed theory providing existence and regularity of solutions 𝑢, see,
e.g., [35, 52].

Optimization problems similar to (1.1), but with control acting in the right hand
side 𝑓 , rather than the coefficient 𝑞, have been investigated over many years. Indeed,
even in this case the obstacle problem gives rise to a non-differentiable operator
𝑓 ↦→ 𝑢, in general. Early works by [25] provided directional differentiability,
and [42, 43] provide necessary optimality conditions for such problems. Similar
results for constraints of Signorini rather than obstacle type can be found in [6].
For an overview of these results; see also [7] or [9].

The inherent non-differentiability of the previous problem statement, with control
in the right hand side 𝑓 , motivated the investigation of relaxation approaches for
the variational inequality in [8]. A scheme that allows for an efficient solution is
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the primal-dual active set method proposed in [31]. A convergence analysis for a
similar regularization approach was established in [53].

The lack of differentiability results in the difficulty of asserting suitable neces-
sary optimality conditions for this problem class and different stationarity concepts,
such as strong, weak, C-, or M-stationarity need to be considered. Indeed, strong
stationarity is a necessary optimality condition if suitable compatibility conditions
on the control bound are satisfied and the control space is large enough [59], but in
more general situations weaker concepts need to be considered, see, e.g. [60]. We
refer also to [26] for a comparison of different stationarity concepts. Recently, [51]
characterized the Bouligand generalized differential for the mapping 𝑓 ↦→ 𝑢 given
by the obstacle problem, and [13] obtained stationarity conditions for time depen-
dent variational inequalities of obstacle type. Moreover, the authors of [2] provided
directional differentiability results for quasi-variational inequalities of obstacle type
with control in the right hand side 𝑓 . Further, [15] established sensitivity results
for variational inequalities of second kind.

Algorithmic approaches for this problem class can be based on the regularization
of the variational inequality [38] coupled with a path-following strategy [37]. The
latter can also be coupled with adaptive mesh refinement utilizing a posteriori error
estimates [39]. Alternatively, non-smooth optimization techniques such as bundle-
methods can be combined with inexact solutions of the sub-problems as proposed
in [29]. Based on the observation that real valued Lipschitz functions on Banach
spaces are differentiable on a dense subset, if the norm is differentiable away from
zero [50], it was proposed by [14] to utilize smooth sub-problems in a trust-region
framework whenever differentiability can be asserted and only fall back to the use
of non-linear directional derivatives if differentiability fails.

The novelty of this book chapter is the extension of some of the previously
mentioned findings to control in the coefficient 𝑞 rather than the right hand side 𝑓 .
In this context, existence no longer follows from the compactness of the mapping
𝐿2 3 𝑓 ↦→ 𝑢 ∈ 𝐻1, and H-convergence [45, 46, 58] or G-convergence [57] needs to
be considered to analyze well-posedness of the problem. We also refer the reader
to [1]. These techniques have been utilized successfully in the context of free-
material optimization [27] as well as in the discretization error analysis of matrix
identification problems [16, 17].

Furthermore, we provide a proof of concept to extend the coefficient control to
phase-field fracture. The variational approach to fracture, known as phase-field
nowadays, goes back to [21, 11, 36, 41]. Monographs, recent overviews, and two
phase-field benchmark settings are provided in [12, 3, 10, 61, 54, 20, 18]. Our
formulation starts from our own prior work [48, 49]. In the current work, the
coefficient control acts in the elasticity tensor as it is common in free-material
optimization, see, e.g., [27]. A prototype setting is described and investigated in a
computational fashion.

The rest of the manuscript is organized as follows. In Section 2, we will state
the precise problem under consideration and collect some well known facts on the
obstacle problem needed in the upcoming analysis. We will then discuss the well-
posedness of our optimization problem. In Section 3, we will discuss directional
differentiability of the control to state map, generalizing results of [42] to the case
of control in the coefficients, and eventually obtain a first formulation of first order
necessary optimality conditions. These results will be detailed in a forthcoming
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publication. In Section 4, we discuss recent results concerning optimality conditions
for a regularized variational inequality as given in [56]. In Section 5, we show some
numerical results for the coefficient control in the obstacle problem highlighting
the convergence of the regularized solutions to the limiting VI-solution. Finally,
in Section 6, we provide a prototypical extension towards phase-field fracture and
provide some illustrating numerical examples. The article closes with an outlook
and summary of further project results in Section 7.

2. Problem Statement and Existence of Solutions

In this section, we start by collecting precise assumptions for our model problem
and eventually show existence of at least one global minimizer.

2.1. Notation and Assumptions. Let us first agree on some general notation and
underlying assumptions. Let Ω ⊂ R𝑑 be a given Gröger-regular domain, c.f. [23],
where 𝑑 ∈ {1, . . . , 3}. We use the notation 𝑄 := 𝐿2(Ω;R𝑑×𝑑sym ) and 𝑈 := 𝐻1

0 (Ω),
‖ · ‖ and (·, ·) denote the 𝐿2(Ω)-norm and inner product for scalar, vector, and
matrix valued functions. The admissible sets for the control and state are defined
as

𝑄ad = {𝑞 ∈ 𝐿2(Ω;R𝑑×𝑑sym ) | 0 ≺ 𝑞min𝐼 4 𝑞(𝑥) 4 𝑞max𝐼, a.e.} ⊂ 𝑄,
𝐾 = {𝑢 ∈ 𝐻1

0 (Ω) | 𝑢 ≤ 𝜓} ⊂ 𝑈,
for given 𝑞min, 𝑞max, 𝜓 ∈ R with 𝑞min < 𝑞max, 𝜓 > 0, and 𝐼 denoting the identity
matrix. Here ≺ and 4 denote the standard ordering of symmetric matrices given
by the positive definite and positive semi-definite cone, respectively.

Moreover, let 𝑓 ∈ 𝐿2(Ω) be fixed, 𝛼 > 0 a positive cost parameter, and 𝑗 : 𝑈 → R
a weakly lower semicontinuous Fréchet-differentiable functional that is bounded
from below. Then, we will consider the optimization problem

(P)

min 𝐽 (𝑞, 𝑢) = 𝑗 (𝑢) + 𝛼
2
‖𝑞‖2

s.t.

{
(𝑞∇𝑢,∇(𝑣 − 𝑢)) ≥ ( 𝑓 , 𝑣 − 𝑢) ∀𝑣 ∈ 𝐾,

𝑢 ∈ 𝐾, 𝑞 ∈ 𝑄ad.

Within this setup it is known that for any given 𝑞 ∈ 𝑄ad, the obstacle problem of
finding 𝑢 ∈ 𝐾 solving

(2.1) (𝑞∇𝑢,∇(𝑣 − 𝑢)) ≥ ( 𝑓 , 𝑣 − 𝑢) ∀𝑣 ∈ 𝐾
admits a unique solution, which follows immediately from the equivalent strictly
convex minimization problem

𝑢 = argmin𝑣∈𝐾
1
2
(𝑞∇𝑣,∇𝑣) − ( 𝑓 , 𝑣).

This in turn is equivalent to the existence of a Lagrange multiplier 𝜆 ∈ 𝐻−1(Ω)
such that

(𝑞∇𝑢,∇𝜑) = ( 𝑓 , 𝜑) − 〈𝜆, 𝜑〉 ∀𝜑 ∈ 𝐻1
0 (Ω).

Since 𝑓 ∈ 𝐿2(Ω) and 𝜓 ∈ R, [52, Chapter 5, Proposition 2.2] shows that in fact the
solution satisfies ∇ · (𝑞∇𝑢) ∈ 𝐿2(Ω) and thus we can define the multiplier

𝜆 := ∇ · (𝑞∇𝑢) + 𝑓 ∈ 𝐿2(Ω).



4 HEHL, KHIMIN, NEITZEL, SIMON, WICK, AND WOLLNER

Here it should be noted that 𝐿∞-regularity of the coefficient 𝑞 ∈ 𝑄ad is in general
not sufficient for 𝑢 ∈ 𝐻2(Ω).

Following [52, Chapter 5, Proposition 2.2], and using that 𝜓 is constant, we find

(2.2)
‖∇ · (𝑞∇𝑢)‖ ≤ 2‖ 𝑓 ‖,

‖𝜆‖ = ‖∇ · (𝑞∇𝑢) + 𝑓 ‖
≤ 3‖ 𝑓 ‖.

From this, the Lax-Milgram theorem asserts the uniform bound

(2.3) ‖∇𝑢‖ ≤ 𝑐 𝑞max
𝑞min

‖ 𝑓 ‖,

and eventually the solution 𝑢 of (2.1) can equivalently be characterized by the
complementarity system

(2.4)

−∇ · (𝑞∇𝑢) + 𝜆 = 𝑓 in 𝐿2(Ω),
𝜆 ≥ 0 in 𝐿2(Ω),
𝑢 ≤ 𝜓, q.e. in Ω,

(𝜆, 𝑢 − 𝜓) = 0.

For the remainder of this chapter, we define the control-to-state mapping 𝑆 : 𝑄ad →
𝑈, 𝑞 ↦→ 𝑢, where 𝑢 solves the obstacle problem (2.1) for a given coefficient function
𝑞 ∈ 𝑄ad.

2.2. Existence of Solutions. In this subsection, we discuss existence of solutions
to (P). Due to the appearance of the product 𝑞∇𝑢 in the variational inequality
(VI) (2.1), weak∗ convergence of the control as it is induced by the boundedness of
𝑄ad ⊂ 𝐿∞(Ω;R𝑑×𝑑sym ) is not sufficient for passage to the limit in the VI. To circumvent
this difficulty we resort to 𝐻-convergence, see, e.g., [58, Section 2].

Definition 2.1. A sequence 𝑞𝑘 ∈ 𝑄ad 𝐻-converges to 𝑞 ∈ 𝑄ad (in symbols 𝑞𝑘
𝐻−→ 𝑞)

if for any sequence 𝑢𝑘 ∈ 𝑈 satisfying
𝑢𝑘 ⇀ 𝑢, in𝑈,

∇ · (𝑞𝑘∇𝑢𝑘) → 𝑓 , in𝑈∗

for some 𝑢 ∈ 𝑈 and 𝑓 ∈ 𝑈∗ it holds
𝑞𝑘∇𝑢𝑘 ⇀ 𝑞∇𝑢, in 𝐿2(Ω;R𝑑).

With the help of this concept we obtain the following existence result:

Theorem 2.2. There exists at least one solution of (P).

Proof. The proof follows the standard line of arguments. Clearly, 𝐽 is bounded
from below, and thus we can select a minimizing sequence (𝑞𝑘 , 𝑢𝑘) ∈ 𝑄ad × 𝐾 ,
with corresponding Lagrange multiplier 𝜆𝑘 . Due to 𝐻-compactness of 𝑄ad, see,
e.g., [1, Theorem 1.2.16], we can select an 𝐻-convergent subsequence 𝑞𝑘 with limit
𝑞. Further, by the bound (2.3) 𝑢𝑘 ⇀ 𝑢 in𝑈 and by (2.2)

∇ · (𝑞𝑘∇𝑢𝑘) ⇀ 𝑔 in 𝐿2(Ω)
for some 𝑔 ∈ 𝐿2(Ω). By compactness of the embedding 𝐿2(Ω) ⊂ 𝑈∗ the conver-
gence is strong in𝑈∗ and the definition of 𝐻-convergence asserts

𝑞𝑘∇𝑢𝑘 ⇀ 𝑞∇𝑢, in 𝐿2(Ω;R𝑑).
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Further, the bound (2.2) implies weak convergence 𝜆𝑘 ⇀ 𝜆 in 𝐿2(Ω). Combined,
we see that the limit (𝑞, 𝑢, 𝜆) satisfies the first equation in (2.4). Clearly, 𝐾 is closed
with respect to weak convergence in𝑈, i.e., 𝑢 ≤ 𝜓 holds, and the complementarity
relation (𝜆, 𝜓 − 𝑢) = 0 follows from strong convergence of 𝑢𝑘 in 𝐿2(Ω). The sign
condition on 𝜆 follows immediately by Mazur’s lemma. Thus, the limit satisfies the
system (2.4), which means that the pair (𝑞, 𝑢) solves (2.1).

It remains to see the lower-semicontinuity of 𝐽. The first term is weakly lower
semicontinuous by assumption, while the norm on 𝑞 is lower-semicontinuous with
respect to 𝐻-convergence by [16, Lemma 2.1]. This shows the assertion. �

3. First Order Necessary Optimality Conditions

In this section, we first prove directional differentiability of the control-to-state
mapping 𝑆 and eventually derive a first order optimality condition in form a varia-
tional inequality, that can be viewed as a first step towards optimality conditions in
qualified form.

3.1. Directional Differentiability of 𝑆. In order to prove directional differen-
tiability of the control to state map 𝑆 in the sense of Hadamard, see, e.g., [55,
Definition 2.2], we need to show that for a given control 𝑞 ∈ 𝑄ad and direction
𝑑 ∈ 𝑄 with 𝑞 + 𝑑 ∈ 𝑄ad, the limit

𝑆′(𝑞; 𝑑) := lim
𝑡↓0

𝑆(𝑞 + 𝑡𝑑) − 𝑆(𝑞)
𝑡

.

exists. Let us proceed in two steps. First, let us define the auxiliary operator

𝑆𝑞 : 𝐻−1(Ω) → 𝐻1
0 (Ω), 𝑓 ↦→ 𝑢,

with 𝑢 ∈ 𝐾 such that
(𝑞∇𝑢,∇(𝜑 − 𝑢)) ≥ ( 𝑓 , 𝜑 − 𝑢), ∀𝜑 ∈ 𝐾.

In other words, in this operator the coefficient matrix 𝑞 ∈ 𝑄ad is fixed, and the
right-hand-side 𝑓 ∈ 𝐻−1(Ω) is mapped to the solution of the classical obstacle
problem with the given coefficient 𝑞. Note that then we have

𝑢 = 𝑆(𝑞) = 𝑆𝑞 ( 𝑓 ).
As already pointed out in the introduction, the operator 𝑆𝑞 acting on a control in
the right hand side is well understood. Applying the results of [42] and [59], we
obtain:

Lemma 3.1. The operator 𝑆𝑞 : 𝐻−1(Ω) → 𝐻1
0 (Ω) is directionally differentiable

at all points 𝑓 ∈ 𝐻−1(Ω). Its directional derivative 𝑧 := 𝑆′𝑞 ( 𝑓 ; ℎ) ∈ 𝐻1
0 (Ω) in

direction ℎ ∈ 𝐻−1(Ω) is given by the unique solution of the variational inequality
(3.1) 𝑧 ∈ K( 𝑓 ), (𝑞∇𝑧,∇(𝜑 − 𝑧)) ≥ (ℎ, 𝜑 − 𝑧) ∀𝜑 ∈ K( 𝑓 ),
with
K( 𝑓 ) = {𝜑 ∈ 𝐻1

0 (Ω) : 𝜑 ≤ 0 q.e. on {𝑆𝑞 ( 𝑓 ) = 𝜓} and 𝜑 = 0 q.e. on q-supp(𝜆)},
where 𝑢 = 𝑆𝑞 ( 𝑓 ) and 𝜆 = ∇ · (𝑞∇𝑢) + 𝑓 is the associated Lagrange multiplier
defined in (2.4).

Proof. This is a formulation of [47, Theorem 2.9], cf., [42], applied to 𝑆𝑞 and
adopted to our notation. The concrete form of the critical cone is due to [59]. �
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Now, as pointed out in [47], the operator 𝑆𝑞 is Lipschitz continuous and therefore
even Hadamard differentiable. This yields our desired differentiability result for
the operator 𝑆:

Theorem 3.2. The operator 𝑆 : 𝑄 → 𝐻1
0 (Ω) is directionally differentiable at all

points 𝑞 ∈ 𝑄ad. Its directional derivative 𝑢̃ := 𝑆′(𝑞; 𝑑) ∈ 𝐻1
0 (Ω) in direction 𝑑 ∈ 𝑄

with 𝑞 + 𝑑 ∈ 𝑄ad is given by the unique solution of the variational inequality

(3.2) 𝑢̃ ∈ K(𝑞), (𝑞∇𝑢̃,∇(𝜑 − 𝑢̃)) ≥ (∇ · (𝑑∇𝑢), 𝜑 − 𝑢̃) ∀𝜑 ∈ K(𝑞),
with 𝑢 = 𝑆(𝑞) and

K(𝑞) = {𝜑 ∈ 𝐻1
0 (Ω) : 𝜑 ≤ 0 q.e. on {𝑢 = 𝜓} and 𝜑 = 0 q.e. on q-supp(𝜆)},

Proof. Set 𝑢 = 𝑆(𝑞) and note that 𝑢𝑡𝑑 = 𝑆(𝑞 + 𝑡𝑑) fulfills the variational inequality

(3.3) 𝑢𝑡𝑑 ∈ 𝐾 ((𝑞 + 𝑡𝑑)∇𝑢𝑡𝑑 ,∇(𝜑 − 𝑢𝑡𝑑)) ≥ ( 𝑓 , 𝜑 − 𝑢𝑡𝑑) ∀𝜑 ∈ 𝐾,
which is equivalent to

𝑢𝑡𝑑 ∈ 𝐾 (𝑞∇𝑢𝑡𝑑 ,∇(𝜑 − 𝑢𝑡𝑑)) ≥ ( 𝑓 , 𝜑 − 𝑢𝑡𝑑) − 𝑡 (𝑑∇𝑢𝑡𝑑 ,∇(𝜑 − 𝑢𝑡𝑑)) ∀𝜑 ∈ 𝐾.
Using integration by parts in the right-hand-side of the last inequality we deduce

𝑆(𝑞 + 𝑡𝑑) = 𝑢𝑡𝑑 = 𝑆𝑞 ( 𝑓 + ∇ · (𝑡𝑑∇𝑢𝑡𝑑)),
with

𝑓 + ∇ · (𝑡𝑑∇𝑢𝑡𝑑) ∈ 𝐻−1(Ω).
We note that (3.3) implies that ∇ · (𝑑∇𝑢𝑡𝑑) tends to ∇ · (𝑑∇𝑢) in 𝐻−1 as 𝑡 tends
to zero. Therefore, applying the Hadamard-differentiability of 𝑆𝑞, i.e., Lemma 3.1,
we observe

(𝑆(𝑞 + 𝑡𝑑) − 𝑆(𝑞))
𝑡

=
𝑆𝑞 ( 𝑓 + 𝑡∇ · (𝑑∇𝑢𝑡𝑑) − 𝑆𝑞 ( 𝑓 )

𝑡
→ 𝑆′𝑞 ( 𝑓 ;∇ · (𝑑∇𝑢))

as 𝑡 → 0, and hence 𝑆 is directionally differentiable with 𝑆′(𝑞; 𝑑) = 𝑆′𝑞 ( 𝑓 ;∇ ·
(𝑑∇𝑢)).

�

Following [59], we obtain an analogue to the complementarity system (2.4),
namely that the variational inequality (3.2) is equivalent to the complementarity
system

(3.4)

−∇ · (𝑞∇𝑢̃) + 𝜆̃ = ∇ · (𝑑∇𝑢) in 𝐻−1(Ω),
𝜆̃ ∈ K(𝑞)◦,
𝑢̃ ∈ K(𝑞),

〈𝜆̃, 𝑢̃〉𝐻−1 (Ω) ,𝐻 1
0 (Ω)

= 0.

3.2. Optimality Conditions. To obtain necessary optimality conditions, we rewrite
our optimization problem (P) into the, usual, reduced form utilizing the control-to-
state mapping 𝑆:

min
𝑞∈𝑄ad

𝑓 (𝑞) := 𝑗 (𝑆(𝑞)) + 𝛼
2
‖𝑞‖2.

Note that the Fréchet differentiability of 𝑗 and ‖ · ‖2 and the directional differen-
tiability of 𝑆 thanks to Theorem 3.2 yields directional differentiability of 𝑓 . The
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following primal first order necessary condition is then a straight forward conse-
quence of the convexity of 𝑄ad.

Lemma 3.3. Let 𝑞 ∈ 𝑄ad be a locally optimal control for (P) with associated state
𝑢̄ = 𝑆𝑞. Then the following variational inequality is fulfilled:

( 𝑗 ′(𝑢̄), 𝑆′(𝑞; 𝑞 − 𝑞)) + 𝛼(𝑞, 𝑞 − 𝑞) ≥ 0 ∀𝑞 ∈ 𝑄ad.

Proof. The proof follows by standard arguments. We refer to, e.g., [47, Lemma
3.2] for a similar setting with control in the right-hand-side and additional state
constraints. Since 𝑞 ∈ 𝑄ad and𝑄ad is convex, we know that 𝑞𝑡 := 𝑞+ 𝑡 (𝑞−𝑞) ∈ 𝑄ad

for all 𝑞 ∈ 𝑄ad. Since 𝑞 is locally optimal, we observe

0 ≤ 𝑓 (𝑞𝑡 ) − 𝑓 (𝑞)

= 𝑗 (𝑆(𝑞𝑡 )) − 𝑗 (𝑆(𝑞)) + 𝛼
2
(‖𝑞𝑡 ‖2 − ‖𝑞‖2)

for all 𝑞 ∈ 𝑄ad and 𝑡 sufficiently small. Since both 𝑗 and ‖ · ‖2 are Fréchet
differentiable, dividing by 𝑡 > 0 and passing to the limit yields

0 ≤ 𝑗 ′(𝑢̄) (𝑆′(𝑞; 𝑞 − 𝑞) + 𝛼(𝑞, 𝑞 − 𝑞) ∀𝑞 ∈ 𝑄ad

by Theorem 3.2. �

4. Optimality Conditions for a Regularized Problem

In this section, we introduce a set of limiting optimality conditions for (P) on
domains Ω ⊂ R2 by utilizing a regularization approach and considering the limit
points of stationarity conditions for a series of regularized problems, similar to
the approach in, e.g., [39]. To this effect, we introduce a regularized version of
the obstacle problem and consider the limits of its optimal solutions. Additional
supporting results regarding the regularity estimates used can be found in [56] and
a more detailed explanation of the results presented in this section with all pertinent
proofs will be provided in a forthcoming paper.

For the regularized problem, we introduce a biquadratic penalization 𝑟 : R+ ×
R→ R of the obstacle energy functional into the problem, see, [39]. The resulting
problem is given by

(𝑃𝛾)

min
𝑞𝛾 ,𝑢𝛾

𝐽
(
𝑞𝛾 , 𝑢𝛾

)
=

1
2
‖𝑢𝛾 − 𝑢𝑑 ‖2

2 +
𝛼

2


𝑞𝛾

2

2

s.t. − ∇ ·
(
𝑞𝛾∇𝑢𝛾

)
+ 𝑟

(
𝛾; 𝑢𝛾

)
= 𝑓 in 𝐻−1(Ω),

𝑢𝛾 ∈ 𝐻1
0 (Ω), 𝑞𝛾 ∈ 𝑄ad,

with
𝑟
(
𝛾; 𝑢𝛾

)
:= 𝛾

[
max

( (
𝑢𝛾 − 𝜓

)
, 0
)3]

.

Similar to the penalizations in, e.g., [39, 53], the penalization 𝑟
(
𝛾; 𝑢𝛾

)
describes

a locally Lipschitz continuous, monotone Nemyzkii operator. Also note, that
the control is a positive definite and symmetric operator. Since, given a control
𝑞𝛾 ∈ 𝑄ad, the left-hand side of the PDE

−∇ ·
(
𝑞𝛾∇𝑢𝛾

)
+ 𝑟

(
𝛾; 𝑢𝛾

)
= 𝑓

is Lipschitz-continuous and monotone, we can apply the Browder-Minty theorem
to ensure that for each 𝑞𝛾 ∈ 𝑄ad a unique solution 𝑢𝛾 ∈ 𝐻1

0 (Ω) exists.
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The existence of an optimal solution to the regularized problem can be proven
by analogous arguments as in Theorem 2.2 providing:

Theorem 4.1. There exists at least one solution for (𝑃𝛾).

Further, the regularization allows us to formulate a set of optimality conditions
for this problem, see, e.g., [16].

Proposition 4.2. Let
(
𝑞𝛾 , 𝑢̄𝛾

)
∈ 𝑄ad × 𝐻1

0 (Ω) be a local minimum of (𝑃𝛾). Then
there exists 𝑝𝛾 ∈ 𝐻1

0 (Ω) such that

−∇ ·
(
𝑞𝛾∇𝑢̄𝛾

)
= 𝑓 − 𝑟 (𝛾, 𝑢̄𝛾) in 𝐻−1(Ω),

−∇ ·
(
𝑞𝛾∇𝑝𝛾

)
= 𝑢̄𝛾 − 𝑢𝑑 − 𝜕𝑢𝑟 (𝛾, 𝑢̄𝛾)𝑝𝛾 in 𝐻−1(Ω),(

𝛼𝑞𝛾 − ∇𝑢̄𝛾 ⊗ ∇𝑝𝛾
)
(𝑞 − 𝑞𝛾) ≥ 0 ∀𝑞 ∈ 𝑄ad

with ∇𝑢𝛾 ⊗ ∇𝑝𝛾 describing the outer product of ∇𝑢𝛾 and ∇𝑝𝛾 .

By passing to the limit with 𝛾 → ∞ we can utilize these conditions to formulate
optimality conditions for the original problem (P). First we consider limits of the
variables corresponding to the solutions of the regularized Problem (𝑃𝛾).

Theorem 4.3. If 𝛾 → ∞, then there is a subsequence of solutions (𝑞𝛾 , 𝑢̄𝛾) to prob-
lem (𝑃𝛾), with corresponding adjoint 𝑝𝛾 ∈ 𝐻1

0 (Ω) as defined in Proposition 4.2,
such that

𝑞𝛾 → 𝑞 in 𝐿 𝑝
(
Ω,R2×2

sym

)
for all 2 ≤ 𝑝 < ∞,

𝑢̄𝛾 → 𝑢̄ in𝑊1, 𝑝 (Ω) for an 2 < 𝑝 < ∞,
𝑝𝛾 → 𝑝 in𝑊1, 𝑝 (Ω) for an 2 < 𝑝 < ∞,

𝑞𝛾∇𝑢̄𝛾 → 𝑞∇𝑢̄ in 𝐿2
(
Ω,R2

)
,

𝑞𝛾∇𝑝𝛾 → 𝑞∇𝑝 in 𝐿2
(
Ω,R2

)
,

∇𝑢̄𝛾 ⊗ ∇𝑝𝛾 → ∇𝑢̄ ⊗ ∇𝑝 in 𝐿 𝑝
(
Ω,R2×2

sym

)
for an 1 < 𝑝 < ∞,

𝑟 (𝛾, 𝑢̄𝛾) → 𝜆̄ in 𝐻−1 (Ω) ,
𝜕𝑢𝑟 (𝛾, 𝑢̄𝛾)𝑝𝛾 → 𝜇̄ in 𝐻−1 (Ω)

for some (𝑞, 𝑢̄, 𝑝, 𝜆̄, 𝜇̄) ∈ 𝑄ad × 𝐻1
0 (Ω) × 𝐻

1
0 (Ω) × 𝐿

2(Ω) × 𝐿2(Ω).

Based on these limits we can formulate a set of limiting optimality conditions
for the original problem.
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Theorem 4.4. Any limit point (𝑞, 𝑢̄, 𝑝, 𝜆̄, 𝜇̄) ∈ 𝑄ad × 𝐻1
0 (Ω) × 𝐻

1
0 (Ω) × 𝐿

2(Ω) ×
𝐿2(Ω) obtained in Theorem 4.3, fulfills the first order optimality system

−∇ · (𝑞∇𝑢̄) = 𝑓 − 𝜆̄ in 𝐻−1(Ω),
𝑢̄ ≤ 𝜓 q.e. in Ω,

𝜆̄ ≥ 0 in 𝐻−1(Ω),(
𝜆̄, 𝑢̄ − 𝜓

)
= 0,

−∇ · (𝑞∇𝑝) = 𝑢̄ − 𝑢𝑑 − 𝜇̄ in 𝐻−1(Ω),(
𝑝, 𝜆̄

)
= 0,

( 𝜇̄, 𝑢̄ − 𝜓) = 0,
(𝑝, 𝜇̄) ≥ 0,

(𝛼𝑞 − ∇𝑢̄ ⊗ ∇𝑝) (𝑞 − 𝑞) ≥ 0 ∀𝑞 ∈ 𝑄ad.

5. Numerical Experiments

In this section, we present numerical results on an obstacle problem with coeffi-
cient control and its regularization. As a basis we consider an inverse problem for
the estimation of matrix coefficients in an elliptic pde as has been studied in [16].
This is an optimal control problem with coefficient control, which we further mod-
ify by introducing an obstacle 𝜓, adjusting the objective and adding a barrier term
to handle the condition 𝑞 ∈ 𝑄ad.

5.1. Example 1. The resulting problem on the domain Ω = (−1, 1)2 ⊂ R2 is then
given by

(𝑃MEst)

min
𝑞∈𝐿2 (Ω,R2×2

sym) ,𝑢∈𝐻 1
0 (Ω)

𝐽 (𝑞, 𝑢) + 𝛽𝐵(𝑞)

s.t. − ∇ · (𝑞∇𝑢) = 𝑓 − 𝜆 in 𝐻−1 (Ω) ,
𝑢 ≤ 𝜓 q.e. in Ω,

𝜆 ≥ 0 in 𝐻−1 (Ω) ,
(𝜆, 𝑢 − 𝜓) = 0,

with given 𝜓 > 0, 𝜓 ∈ R and

(5.1) 𝑓 (𝑥1, 𝑥2) =
(
1 − 𝑥2

2

) (
6𝑥2

1 + 2
)
+ 2

(
1 − 𝑥2

1

)
.

To enforce 𝑞 ∈ 𝑄ad, we introduce a logarithmic barrier term

−𝐵(𝑞) =
∫
Ω

log (det (q − qminI)) + log (det (qmaxI − q)) dx,

with 𝑞min = 0.5, 𝑞max = 10 into the objective with a, small, barrier parameter 𝛽 > 0.
While 𝐵 is clearly a barrier for the admissible control set 𝑄ad during the iterations
one must assert that indeed the iterates remain within𝑄ad as 𝐵 can be finite outside
of 𝑄ad. To do so, the trace of the matrices is monitored as in two dimensions a
matrix is positive definite if its determinant and trace are positive.

The objective is given by

𝐽 (𝑞, 𝑢) = 1
2
‖𝑢 − 𝑢𝑑 ‖2

2 +
𝛼

2
‖𝑞 − 𝑞𝑑 ‖2

2
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with desired state
𝑢𝑑 (𝑥1, 𝑥2) = (1 − 𝑥2

1) (1 − 𝑥2
2),

and desired control
𝑞𝑑 (𝑥1, 𝑥2) =

(
1 + 𝑥2

1 0
0 1

)
following [16] with the additional introduction of 𝑞𝑑 . This is done so that without
the introduction of an obstacle, the desired solution (𝑞𝑑 , 𝑢𝑑) would be the optimal
solution of (𝑃MEst) with objective 𝐽 (𝑞, 𝑢).

The problem setting has been implemented in C++ using the DOpElib optimiza-
tion suite, see [22], which uses the deal.II finite element library, see [5, 4]. For our
finite element approximations, we utilize a uniform mesh dependent on refinement
level 𝑙 ≥ 0 that is constructed of 2𝑙 × 2𝑙 quadratic cells of size ℎ. To compute
discretized solutions (𝑞ℎ, 𝑢ℎ), we utilize piecewise bilinear finite elements.

Figure 5.1. State solution (𝑢ℎ, 𝜆ℎ) for Problem (𝑃MEst) at refine-
ment level 𝑙 = 5

Figure 5.2. Control solution 𝑞ℎ for Problem (𝑃MEst) at refinement
level 𝑙 = 5

In this first problem, we compute solutions for (𝑃MEst) on Ω = (−1, 1)2 with
obstacle 𝜓 = 0.5 at refinement levels 𝑙 = 5. Here we have weighted the Tikhonov
term in the objective with 𝛼 = 0.1 and the barrier with 𝛽 = 0.0001. We have chosen

𝑞init =

(
2 −1
−1 2

)
as the initial control. To implement the obstacle we have equivalently reformulated
the set of complementarity constraints into

𝜆 − max{0, 𝜆 + 𝑐(𝑢 − 𝜓)} = 0 ⇐⇒ 𝑢 ≤ 𝜓, 𝜆 ≥ 0, (𝜆, 𝑢 − 𝜓) = 0,
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for arbitrary 𝑐 > 0. In the computations, we have chosen this parameter as 𝑐 = 1.
Figure 5.1 shows the state solution 𝑢ℎ and the associated Lagrange multiplier 𝜆ℎ
of this problem. We can observe the obstacle acting as a constraint on the state,
preventing the state 𝑢ℎ from achieving the desired solution 𝑢𝑑 . Note that, since the
Lagrange-multiplier 𝜆ℎ acts as a slack variable, it allows us to observe the area in
which the obstacle constraint is active. The effects on the corresponding control
solution 𝑞ℎ are illustrated in Figure 5.2.

5.2. Example 2. To study the effects of the regularization, we use the regularized
problem formulation. It is given by

(𝑃MEst
𝛾 )

min
𝑞𝛾 ∈𝐿2 (Ω) ,𝑢𝛾 ∈𝐻 1

0 (Ω)
𝐽
(
𝑞𝛾 , 𝑢𝛾

)
s.t. − ∇·

(
𝑞𝛾∇𝑢𝛾

)
+ 𝛾max

(
𝑢𝛾 − 𝜓, 0

)3
= 𝑓 in 𝐻−1 (Ω)

with penalty parameter 𝛾 > 0. All other quantities as the domain Ω, the parameters
𝛼, 𝛽, and the obstacle 𝜓 are chosen as in Problem (𝑃MEst).

Figure 5.3. Results for different choices of regularization param-
eter 𝛾 on state solution 𝑢ℎ,𝛾 of Problem (𝑃MEst

𝛾 ) at refinement level
𝑙 = 5

Figure 5.4. Results for different choices of regularization param-
eter 𝛾 on control solution 𝑞ℎ,𝛾 of Problem (𝑃MEst

𝛾 ) at refinement
level 𝑙 = 5.
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We also start our computations with the same initial control 𝑞init. We now
compute solutions (𝑞ℎ,𝛾 , 𝑢ℎ,𝛾) for (𝑃MEst

𝛾 ) at different values of the regularization
parameter 𝛾. In Figure 5.3, we have illustrated the impact of increasing 𝛾 on the
optimal state solution, visibly enforcing the obstacle for higher values of 𝛾. We can
also observe that the regularized control, see Figure 5.4, approximates the control
solution of obstacle problem (𝑃MEst) for increasing 𝛾. This is supported by our
numerical results when comparing solutions of Problem (𝑃MEst

𝛾 ) at different regular-
ization values with those of Problem (𝑃MEst), see Table 5.1 for error computations
at different refinement levels.

𝛾 ‖𝑢ℎ1,𝛾 − 𝑢ℎ1 ‖2 ‖𝑞ℎ1,𝛾 − 𝑞ℎ1 ‖2 ‖𝑢ℎ2,𝛾 − 𝑢ℎ2 ‖2 ‖𝑞ℎ2,𝛾 − 𝑞ℎ2 ‖2

100 3.79579 · 10−1 1.8927 · 10−1 3.79979 · 10−1 1.87395 · 10−1

103 1.41644 · 10−1 6.47868 · 10−2 1.42056 · 10−1 6.98082 · 10−2

106 1.59084 · 10−2 7.76552 · 10−3 1.62702 · 10−2 8.16446 · 10−3

109 1.6923 · 10−3 3.57287 · 10−3 1.62867 · 10−3 1.56167 · 10−3

1012 2.0242 · 10−4 4.39335 · 10−4 1.81648 · 10−4 1.19951 · 10−3

Table 5.1. Difference between solution (𝑞ℎ𝑖 , 𝑢ℎ𝑖 ) of Prob-
lem (𝑃MEst) and solution (𝑞ℎ𝑖 ,𝛾 , 𝑢ℎ𝑖 ,𝛾) of regularized Prob-
lem (𝑃MEst

𝛾 ) with 𝑖 = 1, 2 for refinement levels 𝑙1 = 5 and 𝑙2 = 7.

6. Extension to Phase-Field Fracture

Let us introduce a free material optimization problem in the setting of fracture
propagation, that is inspired by [27]. The overall goal is to control the behavior of
the fracture by optimizing the stiffness tensor with a control in the coefficients and
thus achieving a desired crack pattern.

6.1. Problem Statement. The state of the material is given by a pair 𝒖 = (𝑢, 𝜑),
where 𝑢 denotes a two dimensional displacement field and 𝜑 a phase-field, i.e., a
smooth indicator function for the fracture, cf., [12, 11], with 𝜑 = 0 in the broken
area, and 𝜑 = 1 in the intact area. The symmetric gradient 𝑒(𝑢) is defined as

𝑒𝑖 𝑗 (𝑢(𝑥)) B
1
2

( 𝑑𝑢𝑖 (𝑥)
𝑑𝑥 𝑗

+
𝑑𝑢 𝑗 (𝑥)
𝑑𝑥𝑖

)
, 𝑖, 𝑗 = 1, 2,

and the strain by𝜎𝑞𝑖 𝑗 B 𝑞𝑖 𝑗𝑘𝑙𝑒𝑘𝑙 (𝑢), 𝑖, 𝑗 , 𝑘, 𝑙 = 1, 2, where 𝑞𝑖 𝑗𝑘𝑙 is the elastic/plane-
stress stiffness tensor. In accordance with [27], it is written as the symmetric
material matrix

𝑞 =
©­«
𝑞1111 𝑞1122

√
2𝑞1112

𝑞2222
√

2𝑞2212
sym 2𝑞1212

ª®¬ .(6.1)

As spatial domain Ω, we choose the unit square (0, 1)2 ⊂ R2 with a horizontal
notch in the middle of the domain [0, 1] × {0.5}. Moreover, the Lipschitz boundary
is partitioned into 𝜕Ω B Γ𝐷

.
∪ Γ𝑁

.
∪ Γfree, where Γ𝐷 B [0, 1] × {0} and

Γ𝑁 B [0, 1] ×{1}. On Γ𝐷 we enforce homogeneous Dirichlet boundary conditions
for the displacement 𝑢. We have homogeneous Neumann boundary conditions
for the phase-field and the initial condition 𝜑 ≡ 1 in Ω at 𝑡 = 0. Further, let
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f |Γ𝑁
∈ 𝐿2(Γ𝑁 ) be a stationary external orthogonal force. We consider a time-

discrete model formulation on the time interval [0, 1] with 𝑀 + 1 equidistant time
points, i.e., 0 = 𝑡0 < 𝑡1 < ... < 𝑡𝑀 = 1. Consequently the state is given by
𝒖 = (𝒖𝑖)𝑀

𝑖=1 = (𝑢𝑖 , 𝜑𝑖)𝑀
𝑖=1. However, we will assume both the material matrix 𝑞 and

the external load f to be constant in time. The fracture problem then reads: For
given material matrix 𝑞 ∈ 𝐿2(Ω,R3×3

𝑠𝑦𝑚), initial values 𝒖0 ∈ 𝑉 and right-hand side
f, find a state 𝒖𝑖 ∈ 𝑉 := 𝐻1

𝐷
(Ω;R2) × 𝐻1(Ω) that solves for all 𝑖 = 1, ..., 𝑀 ,

(PDEFrac) 〈𝐴(𝒖𝑖 , 𝑞), 𝒗〉 + 〈𝑅(𝜑𝑖; 𝛾), 𝑣𝜑〉 = 〈f, 𝑣𝑢〉Γ𝑁
, ∀𝒗 = (𝑣𝑢 , 𝑣𝜑) ∈ 𝑉.

The operators 𝐴(𝒖𝑖 , 𝑞) and 𝑅(𝜑𝑖; 𝛾) are given by

〈𝐴(𝒖𝑖 , 𝑞), 𝒗〉 :=
( (
(1 − 𝜅) (𝜑𝑖)2 + 𝜅

)
𝜎𝑞 (𝑢𝑖), 𝑒(𝑣𝑢)

)
+ 𝜀𝐺𝑐

(
∇𝜑𝑖 ,∇𝑣𝜑

)
− 𝐺𝑐

𝜀

(
1 − 𝜑𝑖 , 𝑣𝜑

)
+ 𝜂

(
𝜑𝑖 − 𝜑𝑖−1, 𝑣𝜑

)
+
(
(1 − 𝜅)𝜑𝑖𝜎𝑞 (𝑢𝑖) : 𝑒(𝑢𝑖), 𝑣𝜑

)
,

〈𝑅(𝜑𝑖; 𝛾), 𝑣𝜑〉 :=
(
𝛾max(0, 𝜑𝑖 − 𝜑𝑖−1), 𝑣𝜑

)
,

for any (𝑣𝑢 , 𝑣𝜑) ∈ 𝑉 , see, [48, 49]. Here, 𝜅 denotes a (bulk) regularization parame-
ter that helps extending the displacements to the entire domain Ω, 𝜀 is a phase-field
regularization parameter, 𝛾 is a penalty parameter for the crack irreversibility condi-
tion 𝜑𝑖 ≤ 𝜑𝑖−1, 𝜂 denotes a viscosity parameter, and𝐺𝑐 is the critical energy release
rate. For further explanation on phase-field fracture, and the physical interpretation
of the involved parameters, we refer to [48, 49, 33].

We investigate an optimal control problem with tracking type cost functional
𝐽. The objective is to reach a given desired crack pattern 𝜑𝑑 ∈ 𝑉 as well as a
desired material matrix 𝑞𝑑 ∈ 𝐿2(Ω,R3×3

sym). With constraints given by (PDEFrac),
the optimal control problem reads:

(PFrac)
min
𝑞,𝒖

𝐽 (𝑞, 𝒖) :=
𝑀∑︁
𝑖=1

(1
2


𝜑𝑖 − 𝜑𝑑

2 + 𝛼

2
‖𝑞 − 𝑞𝑑 ‖2

2 + 𝛽𝐵(𝑞)
)
,

s.t. 𝒖𝑖 and 𝑞 satisfy (PDE𝐹𝑟𝑎𝑐) for all 𝑖 = 1, ..., 𝑀,
where 𝛼 > 0 is a Tikhonov cost parameter, and 𝛽 > 0 is a barrier parameter. The
barrier function is defined by

−𝐵(𝑞) B
∫
Ω

log (𝑞1:1,1:1 − 𝑞𝐿1:1,1:1) + log (𝑞𝑈 1:1,1:1 − 𝑞1:1,1:1)

+ log det
(
𝑞1:2,1:2 − 𝑞𝐿1:2,1:2

)
+ log det

(
𝑞𝑈 1:2,1:2 − 𝑞1:2,1:2

)
+ log det(𝑞 − 𝑞𝐿) + log det(𝑞𝑈 − 𝑞) dx,

where 𝑞1:1,1:1, 𝑞1:2,1:2 are the leading principal submatrices of the control matrix
𝑞 defined in (6.1). Further, 𝑞𝐿 = 𝑞min𝐼 ∈ R3×3, 𝑞𝐿1:2,1:2 = 𝑞min𝐼 ∈ R2×2 and
𝑞𝐿1:1,1:1 = 𝑞min ∈ R, respectively for 𝑞𝑈 , etc. Note that the integrand in the barrier
is finite if and only if 𝑞 − 𝑞𝐿 and 𝑞𝑈 − 𝑞 are positive definite and thus the control
fulfills the constraints specified in 𝑄ad, similar to Problem (𝑃MEst) but without the
need to check for values 𝑞 outside of 𝑄ad.

We conduct two numerical test examples, which are both motivated by the single
edge notched tension test [40, 41]. The propagating fracture is caused by a constant
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orthogonal force f |Γ𝑁
=
(
0, 2100

)𝑇 . In both examples, we chose the time interval
[0, 1], with 501 and 101 equidistant time points in Example 1, and Example 2,
respectively. The spatial mesh has 64 × 64 square elements.

6.2. Example 1: Material Susceptible to Fracture Propagation. In this first
example the initial control is defined as

𝑞init =
©­«
2𝜇1 + 𝜆1 𝜆1 0
𝜆1 2𝜇1 + 𝜆1 0
0 0 2𝜇1

ª®¬ ,
which represents the standard elasticity tensor for the Lamé parameters 𝜆1 =

2𝜈𝜇1
1−2𝜈

and 𝜇1 = 𝐸
2(1+𝜈) , cf., [33]. The desired phase-field continues the initial notch to the

left, i.e.,

𝜑𝑑 (𝑥, 𝑦) B
{

0, 𝑥 ∈ [0.25, 0.5] and 𝑦 ∈ [0.5 − 0.0221, 0.5 + 0.0221]
1, else.

.

The desired control 𝑞𝑑 is defined as
𝑞𝑑 = 𝑞init in [0.45, 1] × [0, 1],

𝑞𝑑 =
©­«
2𝜇2 + 𝜆2 𝜆2 0
𝜆2 2𝜇2 + 𝜆2 0
0 0 2𝜇2

ª®¬ , in [0, 0.45] × [0, 1],

which corresponds to the Lamé parameters 𝜆2 = 𝜆1 and 𝜇2 = 0.01𝜇1 in the latter
subdomain. The choice of 𝑞𝑑 describes a material that is more susceptible to
fracture in the left part of the domain. Within the optimization process we seek a
control 𝑞 that is closer to 𝑞𝑑 in order to get a different crack pattern, compared to
the one that we get from 𝑞init. In Table 6.1, we present further numerical parameters
that lead to trΩ(qinit) :=

∫
Ω

trace(qinit) dx = 6𝜇1 + 2𝜆1 = 3.056 · 106. In Figure 6.1,
we compare the phase-fields at the final timepoint 𝑡500 for the initial control 𝑞init and
the control 𝑞fin, where trΩ(qfin) ≈ 2.776 · 106, see Figure 6.2 for the corresponding
diagonal entries of 𝑞fin.

6.3. Example 2: Effects of the Desired Control. In this example, we focus on the
effects of adjusting the desired control 𝑞𝑑 . On [0.35, 1] × [0, 1] we set 𝑞𝑑 = 𝑞init.
On [0, 0.35] × [0, 1] we adjust the Lamé parameters similar to Example 1, but
using 𝜇2 = 100𝜇1. Here we chose a time interval in [0, 1] with 101 equidistant
time points. Mesh size, constant orthogonal force f |Γ𝑁

=
(
0, 2100

)𝑇 , and all
other parameters remain the same, see Table 6.1. We want to observe the effects of
increasing the Lamé parameter 𝜇2 on part of the domain to achieve a different crack
pattern, as opposed to Example 1 where we observed the effects of decreasing this
parameter. In Figure 6.3, we compare the phase fields at final timepoint 𝑡100 for
the initial control 𝑞init and the control 𝑞fin, where trΩ(qfin) ≈ 1.5332 · 108, for the
corresponding diagonal entries of 𝑞fin we refer to Figure 6.4.
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Parameter Definition Value
𝜀 Regularization (crack) 0.0884
𝜅 Regularization (bulk) 1.0e-10
𝜂 Regularization (viscosity) 1.0e3
𝛾 Penalty 1.0e5
𝛼 Tikhonov 4.75e-4
𝐺𝑐 Fracture toughness 1.0
𝜈 Poisson’s 0.2
𝐸 Young’s modulus 1.0e6

Table 6.1. Parameters for Problem (PFrac).

0 0.5 1

Figure 6.1. Crack Pattern of Example 1 after 500 timesteps for
initial control (left) and final control (right) on a 64 × 64 mesh

9 · 105 1.1 · 106 9 · 105 1.1 · 106 6.3 · 105 8.3 · 105

Figure 6.2. Diagonal entries of final control 𝑞fin of Example 1 on
a 64 × 64 mesh
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0 0.5 1 0.85 0.925 1

Figure 6.3. Crack Pattern of Example 2 after 100 timesteps for
initial control (left) and final control (right) on a 64 × 64 mesh

1.6 · 106 1.4 · 108 1.6 · 106 1.4 · 108 1.4 · 106 1.4 · 108

Figure 6.4. Diagonal entries of final control 𝑞fin of Example 2 on
a 64 × 64 mesh

7. Summary of Further Project Results and Outlook

The article summarized some results obtained within the project „Optimizing
Fracture Propagation using a Phase-Field Approach” concerning existence and
first order optimality conditions for control in the coefficients of a variational
inequality. Improved results and detailed proofs for these optimality conditions
will be subject of a forthcoming publication. Further, some numerical results for
a related coefficient control problem of phase-field fracture are provided. The
project analyzed in detail the control of such phase-field fracture problems by the
applied forces and the convergence in the regularization limit in [48, 49]. These
results where enabled by a fundamental result on higher integrability of solutions
to elliptic systems by [24]. The analysis of such phase-field control problems
could be extended to second order sufficient conditions [28], and finite element
error estimates where obtained in [44] for a linearized fracture control problem.
Analysis of local quadratic convergence of the SQP method for regularized fracture
with control on a Neumann boundary is subject of a forthcoming publication.
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Further results on optimality conditions for control of variational inequalities
have been obtained in [47], including state-constraints and control in the right-
hand-side, as well as for coefficient control problems in [56]. A posteriori [19]
and a priori [30] finite element error analysis for non-smooth control problems of
equations with 𝑝 structure could be carried out within the project. The project
was complemented by developments of algorithms for the control of phase-field
fracture in [34, 33] and of Lagrange multiplier methods [32] for nonlinear elliptic
state-constrained problems.
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