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#### Abstract

The Ridgeless minimum $\ell_{2}$-norm interpolator in overparametrized linear regression has attracted considerable attention in recent years. While it seems to defy the conventional wisdom that overfitting leads to poor prediction, recent research reveals that its norm minimizing property induces an 'implicit regularization' that helps prediction in spite of interpolation. This renders the Ridgeless interpolator a theoretically tractable proxy that offers useful insights into the mechanisms of modern machine learning methods.

This paper takes a different perspective that aims at understanding the precise stochastic behavior of the Ridgeless interpolator as a statistical estimator. Specifically, we characterize the distribution of the Ridgeless interpolator in high dimensions, in terms of a Ridge estimator in an associated Gaussian sequence model with positive regularization, which plays the role of the prescribed implicit regularization observed previously in the context of prediction risk. Our distributional characterizations hold for general random designs and extend uniformly to positively regularized Ridge estimators.

As a demonstration of the analytic power of these characterizations, we derive approximate formulae for a general class of weighted $\ell_{q}$ risks $(0<q<\infty)$ for Ridge(less) estimators that were previously available only for $\ell_{2}$. Our theory also provides certain further conceptual reconciliation with the conventional wisdom: given any (regular) data covariance, for all but an exponentially small proportion of the signals, a certain amount of regularization in Ridge regression remains beneficial across various statistical tasks including (in-sample) prediction, estimation and inference, as long as the noise level is non-trivial. Surprisingly, optimal tuning can be achieved simultaneously for all the designated statistical tasks by a single generalized or $k$-fold cross-validation scheme, despite being designed specifically for tuning prediction risk.

The proof follows a two-step strategy that first proceeds under a Gaussian design using Gordon's comparison principles, and then lifts the Gaussianity via universality arguments. Our analysis relies on uniform localization and stability properties of the Gordon's optimization problem, along with uniform delocalization of the Ridge(less) estimators, both of which remain valid down to the interpolation regime.
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## 1. Introduction

1.1. Overview. Consider the standard linear regression model

$$
\begin{equation*}
Y_{i}=X_{i}^{\top} \mu_{0}+\xi_{i}, \quad 1 \leq i \leq m \tag{1.1}
\end{equation*}
$$

where we observe i.i.d. feature vectors $X_{i} \in \mathbb{R}^{n}$ and responses $Y_{i} \in \mathbb{R}$, and $\xi_{i}$ 's are unobservable errors. For notational simplicity, we write $X=\left[X_{1} \cdots X_{m}\right]^{\top} \in \mathbb{R}^{m \times n}$ as the design matrix that collects all the feature vectors, and $Y=\left(Y_{1}, \ldots, Y_{m}\right)^{\top} \in$ $\mathbb{R}^{m}$ as the response vector. The feature vectors $X_{i}$ 's are assumed to satisfy $\mathbb{E} X_{1}=0$ and $\operatorname{Cov}\left(X_{1}\right)=\Sigma$, and the errors satisfy $\mathbb{E} \xi_{1}=0$ and $\operatorname{Var}\left(\xi_{1}\right)=\sigma_{\xi}^{2}$.

Throughout this paper, we reserve $m$ for the sample size, and $n$ for the signal dimension. The aspect ratio $\phi$, i.e., the number of samples per dimension, is then defined as $\phi \equiv m / n$. Accordingly, we refer to $\phi^{-1}>1$ as the overparametrized regime, and $\phi^{-1}<1$ as the underparametrized regime.

Within the linear model (1.1), the main object of interest is to recover/estimate the unknown signal $\mu_{0} \in \mathbb{R}^{n}$. While a large class of regression techniques can be used for the purpose of signal recovery under various structural assumptions on $\mu_{0}$, here we will focus our attention on one widely used class of regression estimators, namely, the Ridge estimator (cf. [HK70]) with regularization $\eta>0$,

$$
\begin{equation*}
\widehat{\mu}_{\eta}=\underset{\mu \in \mathbb{R}^{n}}{\arg \min }\left\{\frac{1}{2 n}\|Y-X \mu\|^{2}+\frac{\eta}{2}\|\mu\|^{2}\right\}=\frac{1}{n}\left(\frac{1}{n} X^{\top} X+\eta I_{n}\right)^{-1} X^{\top} Y, \tag{1.2}
\end{equation*}
$$

and the Ridgeless estimator (also known as the minimum-norm interpolator),

$$
\begin{equation*}
\widehat{\mu}_{0}=\underset{\mu \in \mathbb{R}^{n}}{\arg \min }\left\{\|\mu\|^{2}: Y=X \mu\right\}=\left(X^{\top} X\right)^{-} X^{\top} Y, \tag{1.3}
\end{equation*}
$$

which is almost surely (a.s.) well-defined in the overparametrized regime $\phi^{-1}>1$. Here $A^{-}$is the Moore-Penrose pseudo-inverse of $A$. The notation $\widehat{\mu}_{0}$ is justified since for $\phi^{-1}>1, \widehat{\mu}_{\eta} \rightarrow \widehat{\mu}_{0}$ a.s. as $\eta \downarrow 0$.

From a conventional statistical point of view, the Ridgeless estimator seems far from an obviously good choice: As $\widehat{\mu}_{0}$ perfectly interpolates the data, it is susceptible to high variability due to the widely recognized bias-variance tradeoff inherent in 'optimal' statistical estimators [JWHT21, DSH23]. On the other hand, as the Ridgeless estimator $\widehat{\mu}_{0}$ is the limit point of the gradient descent algorithm run on the squared loss in the overparametrized regime $\phi^{-1}>1$, it provides a simple yet informative test case for understanding one major enigma of modern machine learning methods: these methods typically interpolate training data perfectly; still, they enjoy good generalization properties [JGH18, DZPS18, AZLS19, BHMM19, COB19, $\left.\mathrm{ZBH}^{+} 21\right]$.

Inspired by this connection, recent years have witnessed a surge of interest in understanding the behavior of the Ridgeless estimator $\widehat{\mu}_{0}$ and its closely related Ridge estimator $\widehat{\mu}_{\eta}$, with a particular focus on their prediction risks, cf . [TV ${ }^{+}$04, EK13, HKZ14, Dic16, DW18, EK18, ASS20, BHX20, WX20, BLLT20, BMR21, RMR21, HMRT22, TB22, CM22]. An emerging picture from these works is that, the norm minimizing property of the Ridgeless estimator $\widehat{\mu}_{0}$ inherited from the gradient descent algorithm, induces certain 'implicit regularization' that helps prediction accuracy despite interpolation. More interestingly, in certain scenarios of $\left(\Sigma, \mu_{0}\right)$, the Ridgeless estimator $\widehat{\mu}_{0}$ has a smaller (limiting) prediction risk compared to any Ridge estimator $\widehat{\mu}_{\eta}$ with $\eta>0$, and therefore in such scenarios interpolation becomes optimal for the task of prediction, cf. [KLS20, HMRT22, TB22]. As a result, the Ridgeless estimator $\widehat{\mu}_{0}$ can be viewed, at least to some extent, as a (substantially) simplified yet theoretically tractable proxy that captures some important features of modern machine learning methods. Moreover, understanding for the prediction risk of $\widehat{\mu}_{0}$ serves as a basis for more complicated interpolation methods in e.g., kernel ridge regression [LR20, BMR21], random features model [MM22, MMM22], neural tangent model [MZ22], among others.

Despite these encouraging progress, there remains limited understanding of the behavior of the Ridgeless estimator $\widehat{\mu}_{0}$ as a statistical estimator. From a statistical perspective, a 'good' estimator usually possesses multiple desirable properties, and therefore it is natural to ask whether the Ridgeless estimator $\widehat{\mu}_{0}$ is also 'good' in other senses beyond the prediction accuracy. This is particularly relevant, if we aim to consider $\widehat{\mu}_{0}$ also as a 'good' estimator that can be applied in broader statistical contexts, rather than viewing it solely as a theoretical proxy designed to provide insights into the mechanisms of modern machine learning methods.

From a different angle, while much of the aforementioned research has focused on identifying favorable scenarios of $\left(\Sigma, \mu_{0}\right)$ in which prediction via $\widehat{\mu}_{0}$ can be accurate or even optimal, this line of theory does not automatically imply that in the practical statistical applications of overparametrized linear regression, the Ridgeless estimator $\widehat{\mu}_{0}$ remains the optimal choice for the task of prediction for 'typical' scenarios of $\left(\Sigma, \mu_{0}\right)$. The prevailing conventional statistical wisdom, which strongly
advocates the use of regularization to strike a balance between bias and variance, may be still at work. From both conceptual and practical standpoints, it is therefore essential to understand the extent to which the optimality phenomenon of interpolation, as observed in certain scenarios of $\left(\Sigma, \mu_{0}\right)$ in the literature, can be considered 'generic' within the context of Ridge regression.

The main goal of this paper is to make a further step in understanding the precise stochastic behavior of the Ridge(less) estimator $\widehat{\mu}_{\eta}$, by developing a highdimensional distributional characterization in the so-called proportional regime, where $m$ and $n$ is of the same order. As will be clear from below, the distributional characterization of the Ridge(less) estimator $\widehat{\mu}_{\eta}$ offers a detailed understanding of its statistical properties across various statistical tasks, extending beyond the prediction accuracy. Notable examples include a characterization for a general class of weighted $\ell_{q}$ risks $(0<q<\infty)$ associated with $\widehat{\mu}_{\eta}$, as well as its capacity for statistical inference in terms of constructing confidence intervals.

In addition, the distributional characterization also leads to new insights on the (sub-)optimality of the Ridgeless estimator $\widehat{\mu}_{0}$, which, interestingly, further reconciles with the conventional statistical wisdom: given any covariance structure $\Sigma$, except for an exponentially small proportion of signal $\mu_{0}$ 's within the $\ell_{2}$ norm ball, interpolation is optimal in prediction, estimation and inference, if and only if the noise level $\sigma_{\xi}^{2}=0$. In other words, in the common statistical setting where the noise level is nontrivial $\sigma_{\xi}^{2}>0$, a certain amount of regularization in Ridge regression remains beneficial for 'most' signal $\mu_{0}$ 's across a number of different statistical tasks in the linear model (1.1)—including the most intensively studied prediction task in the literature.

Of course, in practice, the optimal regularization is unknown and may differ significantly for each statistical task. Surprisingly, our distributional characterization reveals that two widely used adaptive tuning methods, the generalized cross-validation scheme [CW79, GHW79] and the $k$-fold cross-validation scheme [GKKW02, JWHT21]-both of which designed for tuning the prediction riskare actually simultaneously optimal for all the aforementioned statistical tasks, at least for 'most' signal $\mu_{0}$ 's. In particular, for 'most' signal $\mu_{0}$ 's, these two popular adaptive tuning methods automatically lead to optimal prediction, estimation and in-sample risks. Moreover, when combined with the debiased Ridge estimator, they produce the shortest confidence intervals for the coordinates of $\mu_{0}$ with asymptotically valid coverage.
1.2. Distribution of Ridge(less) estimators. For simplicity of discussion, we will focus here on the overparametrized regime $\phi^{-1}>1$ that is of our main interest.
1.2.1. The Gaussian sequence model. We will describe the distribution of the Ridge(less) estimator $\widehat{\mu}_{\eta}$ in the linear model (1.1), in terms of a corresponding Ridge estimator in a simpler Gaussian sequence model, defined for a given pair of ( $\Sigma, \mu_{0}$ ) and a noise level $\gamma>0$ as

$$
\begin{equation*}
y_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}}(\gamma) \equiv \Sigma^{1 / 2} \mu_{0}+\frac{\gamma g}{\sqrt{n}}, \quad g \sim \mathcal{N}\left(0, I_{n}\right) \tag{1.4}
\end{equation*}
$$

The Ridge estimator $\widehat{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\text {seq }}(\gamma ; \tau)$ with regularization $\tau \geq 0$ in the Gaussian sequence model (1.4) is defined as

$$
\begin{align*}
\widehat{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\text {seq }}(\gamma ; \tau) & \equiv \underset{\mu \in \mathbb{R}^{n}}{\arg \min }\left\{\frac{1}{2}\left\|\Sigma^{1 / 2} \mu-y_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}}(\gamma)\right\|^{2}+\frac{\tau}{2}\|\mu\|^{2}\right\} \\
& =\left(\Sigma+\tau I_{n}\right)^{-1} \Sigma^{1 / 2}\left(\Sigma^{1 / 2} \mu_{0}+\frac{\gamma g}{\sqrt{n}}\right) \tag{1.5}
\end{align*}
$$

1.2.2. Distributional characterization of $\widehat{\mu}_{\eta}$ via $\widehat{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}}$. Under standard assumptions on (i) the design matrix $X=\Sigma^{1 / 2} Z$, where $Z$ consists of independent mean 0 , unit-variance and light-tailed entries, and (ii) the error vector $\xi$ with light-tailed components, we show that the distribution $\widehat{\mu}_{\eta}$ can be characterized via $\widehat{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\text {seq }}$ as follows. For any $\eta \geq 0$, there exists a unique pair $\left(\gamma_{\eta, *}, \tau_{\eta, *}\right) \in(0, \infty)^{2}$ determined via an implicit fixed point equation (cf. Eqn. (2.1) in Section 2 ahead), such that the distribution of $\widehat{\mu}_{\eta}$ is about the same as that of $\widehat{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\text {seq }}\left(\gamma_{\eta, *} ; \tau_{\eta, * *}\right)$. Formally, for any 1-Lipschitz function $\mathrm{g}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ and any $K>0$, we show in Theorems 2.3 and 2.4 that with high probability,

$$
\begin{equation*}
\sup _{\eta \in[0, K]}\left|\mathbf{g}\left(\widehat{\mu}_{\eta}\right)-\mathbb{E} \mathbf{g}\left(\widetilde{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\operatorname{seq}}\left(\gamma_{\eta, *} ; \tau_{\eta, *}\right)\right)\right| \approx 0 . \tag{1.6}
\end{equation*}
$$

A particularly important technical aspect of (1.6) is that the distributional approximation (1.6) holds uniformly down to the interpolation regime $\eta=0$ for $\phi^{-1}>1$. This uniform guarantee will prove essential in the results to be detailed ahead.

From (1.6), the quantities $\gamma_{\eta, *}$ and $\tau_{\eta, *}$ can be naturally interpreted as the effective noise and effective regularization for the Ridge estimator $\widetilde{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}}$ in the Gaussian sequence model (1.4). Moreover, $\tau_{0, *}>0$ can be regarded as the aforementioned 'implicit regularization'. Interestingly, while this interpretation has been previously noted in the special context of prediction risk of the Ridge(less) estimator $\widehat{\mu}_{\eta}$ (cf. [BMR21, Remark 4.15], [CM22, Eqns. (16)-(19)]), our distributional characterization (1.6) reveals that such effective/implicit regularization is an inherently general phenomenon that persists at the level of distributional properties of $\widehat{\mu}_{\eta}$.
1.2.3. Approximate formulae for general weighted $\ell_{q}$ risks. As a first, yet nontrivial demonstration of the analytic power of (1.6), we show in Theorem 2.5 that for 'most' signals $\mu_{0}$ 's, the weighted $\ell_{q}$ risk $(0<q<\infty)$ of $\widehat{\mu}_{\eta}$, namely, $\| \mathbf{A} \widehat{\mu}_{\eta}-$ $\left.\mu_{0}\right) \|_{q}$ with a well-behaved p.s.d. matrix A , concentrates around some deterministic quantity in the following sense: with high probability,

$$
\begin{equation*}
\sup _{\eta \in[0, K]}\left|\frac{\left\|\mathrm{A}\left(\widehat{\mu}_{\eta}-\mu_{0}\right)\right\|_{q}}{n^{-1 / 2}\left\|\operatorname{diag}\left(\Gamma_{\eta ;\left(,,\left\|\mu_{0}\right\|\right)}^{\mathrm{A}}\right)\right\|_{q / 2}^{1 / 2} M_{q}}-1\right| \approx 0 . \tag{1.7}
\end{equation*}
$$

Here $M_{q} \equiv \mathbb{E}^{1 / q}|\mathcal{N}(0,1)|^{q}$, and $\operatorname{diag}\left(\Gamma_{\eta ;\left(\Sigma,\left\|\mu_{0}\right\|\right)}^{\mathrm{A}}\right) \in \mathbb{R}^{n}$ is the vector that collects all diagonal elements of a p.s.d. matrix $\Gamma_{\eta ;\left(\Sigma,\left\|\mu_{0}\right\|\right)}^{A} \in \mathbb{R}^{n \times n}$, defined explicitly (in Eqn. (2.7)) via the weight matrix $A$, the data covariance $\Sigma$, the effective regularization $\tau_{\eta, *}$, and the signal energy $\left\|\mu_{0}\right\|$.

To the best of our knowledge, results of the form (1.7) are available in the literature (cited above) only for the special case $q=2$, where the quantity $\left\|\mathrm{A}\left(\hat{\mu}_{\eta}-\mu_{0}\right)\right\|_{2}$ admits a closed form expression in terms of the spectral statistics of the sample covariance that allows for direct applications of random matrix methods. Moving beyond this explicit closed form presents a notable analytic advantage of our theory (1.6) over existing random matrix approaches in analyzing $\ell_{2}$ risks of $\widehat{\mu}_{\eta}$.
1.3. Phase transitions for the optimality of interpolation. While our theory (1.6) is strong enough to characterize all $\ell_{q}$ risks of the Ridge(less) estimator $\widehat{\mu}_{\eta}$ in the sense of (1.7), the uniform nature of (1.6) also illuminates novel insights into certain global, qualitative behavior of the most commonly studied $\ell_{2}$ risks for finite samples. To fix notation, we define

- $($ prediction risk $) R_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}(\eta) \equiv\left\|\Sigma^{1 / 2}\left(\widehat{\mu}_{\eta}-\mu_{0}\right)\right\|^{2}$,
- $\left(\right.$ estimation risk) $R_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{est}}(\eta) \equiv\left\|\widehat{\mu}_{\eta}-\mu_{0}\right\|^{2}$,
- (in-sample risk) $R_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{in}}(\eta) \equiv n^{-1}\left\|X\left(\widehat{\mu}_{\eta}-\mu_{0}\right)\right\|^{2}$.

Using our uniform distributional characterization in (1.6), we show in Theorem 3.4 that for 'most' $\mu_{0}$ 's and all $\# \in\{$ pred, est, in\}, with high probability,

$$
\left|R_{\left(\Sigma, \mu_{0}\right)}^{\#}(0)-\min _{\eta \in[0, K]} R_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta)\right| \begin{cases}\gtrsim 1, & \sigma_{\xi}^{2}>0  \tag{1.8}\\ \approx 0, & \sigma_{\xi}^{2}=0\end{cases}
$$

In fact, we prove in Theorem 3.4 a much stronger statement: for 'most' $\mu_{0}$ 's, the (random) global optimum of $\eta \mapsto R_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta)$ for all \# $\in$ \{pred, est, in\} will be achieved approximately at $\eta_{*}=\operatorname{SNR}_{\mu_{0}}^{-1}$ with high probability. Here $\operatorname{SNR}_{\mu_{0}}=$ $\left\|\mu_{0}\right\|^{2} / \sigma_{\xi}^{2}$ is the usual notion of signal-to-noise ratio; when $\mu_{0} \neq 0$ and $\sigma_{\xi}^{2}=0$, we shall interpret $\mathrm{SNR}_{\mu_{0}}^{-1}=0$.

It must be stressed that, for different $\# \in$ \{pred, est, in\}, the empirical risk curves $\eta \mapsto R_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta)$ concentrate on genuinely different deterministic counterparts $\eta \mapsto$ $\bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta)$ with different mathematical expressions (cf. Theorem 3.1). As such, there are no apriori reasons to expect that these risk curves share approximately the same global minimum. Remarkably, as a consequence of the approximate formulae for the deterministic risk curves $\eta \mapsto \bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta)$ (cf. Theorem 3.2), we show that the curves $\eta \mapsto \bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta)$ are qualitatively similar, in that they approximately behave locally like a quadratic function centered around $\eta_{*}=\mathrm{SNR}_{\mu_{0}}^{-1}$ (cf. Proposition 3.3), at least for 'most' signal $\mu_{0}$ 's.

From a broader perspective, the phase transition (1.8) aligns closely with the conventional statistical wisdom: for 'most' signal $\mu_{0}$ 's, certain amount of regularization is necessary to achieve optimal performance for all the prediction, estimation and in-sample risks, as long as the noise level $\sigma_{\xi}^{2}>0$.
1.4. Cross-validation: optimality beyond prediction. The phase transition in (1.8) naturally raises the question of how one can choose the optimal regularization in a data-driven manner. Here we study two widely used adaptive tuning methods, namely,
(1) the generalized cross-validation scheme $\widehat{\eta}^{\mathrm{GCV}}$, and
(2) the $k$-fold cross-validation scheme $\widehat{\eta}^{C V}$.

The readers are referred to (4.3) and (4.5) for precise definitions of $\widehat{\eta}^{\mathrm{GCV}}, \widehat{\eta}^{\mathrm{CV}}$ in the context of Ridge regression. Both methods have a long history in the literature; see, e.g., [Sto74, Sto77, CW79, GHW79, Li85, Li86, Li87, DvdL05] for some historical references. In essence, both methods $\widehat{\eta}^{\mathrm{GCV}}, \widehat{\eta}^{\mathrm{CV}}$ are designed to estimate the prediction risk, so it is natural to expect that they perform well for the task of prediction. Rigorous theoretical justifications along this line in Ridge regression in high dimensional settings can be found in, e.g., [LD19, PWRT21, HMRT22].

Interestingly, the insight from (1.8) suggests a far broader utility of these adaptive tuning methods. As all the empirical risk curves $\eta \mapsto R_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta)$ are approximately minimized at the same point $\eta_{*}=\mathrm{SNR}_{\mu_{0}}^{-1}$ with high probability, it is plausible to conjecture that the aforementioned cross-validation methods $\widehat{\eta}^{\mathrm{GCV}}, \widehat{\eta}^{\mathrm{CV}}$ could also yield optimal performance for estimation and in-sample risks, at least for 'most' signal $\mu_{0}$ 's. We show in Theorems 4.2 and 4.3 that this is indeed the case: for 'most' signal $\mu_{0}$ 's and all $\# \in\{$ pred, est, in\}, with high probability,

$$
\begin{equation*}
R_{\left(\Sigma, \mu_{0}\right)}^{\#}\left(\widehat{\eta}^{\mathrm{GCV}}\right), R_{\left(\Sigma, \mu_{0}\right)}^{\#}\left(\widehat{\eta}^{\mathrm{CV}}\right) \approx \min _{\eta \in[0, K]} R_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta) \tag{1.9}
\end{equation*}
$$

Even more surprisingly, the optimality of $\widehat{\eta}^{\mathrm{GCV}}, \widehat{\eta}^{\mathrm{CV}}$ extends to the much more difficult task of statistical inference. In fact, we show in Theorem 4.4 that in the socalled debiased Ridge scheme, these two adaptive tuning methods $\widehat{\eta}^{\mathrm{GCV}}, \widehat{\eta}^{\mathrm{CV}}$ yield an asymptotically valid construction of confidence intervals for the coordinates of $\mu_{0}$ with the shortest possible length.

To the best of our knowledge, theoretical optimality properties for the crossvalidation schemes beyond the realm of prediction accuracy has not been observed in the literature, either for Ridge regression or for other regularized regression estimators. Our findings here in the context of Ridge regression can therefore be viewed as a first step in understanding the potential broader merits of cross validation schemes for a larger array of statistical inference problems.
1.5. Proof techniques. As previously mentioned, a significant body of recent research (cited above) has concentrated on various facets of the precise asymptotics of the prediction risk for the Ridgeless estimator $\widehat{\mu}_{0}$. These studies extensively utilize the explicit form of (1.3), and rely almost exclusively on techniques from random matrix theory (RMT) to relate the behavior of the bias and variance terms in the prediction risk and the spectral properties of the sample covariance.

Here, as (1.6) lacks a direct connection to the spectrum of the sample covariance, we adopt a different, two-step strategy for its proof:
(1) In the first step, we establish (1.6) under a Gaussian design $X$ via the so-called convex Gaussian min-max theorem (CGMT) approach [Gor85, Gor88].
(2) In the second step, we prove universality that lifts the Gaussianity $X$ via leveraging the recently developed comparison inequalities in [HS22].
Under a Gaussian design, the proof method for establishing distributional properties of regularized regression estimators via the CGMT has been executed for
the closely related Lasso estimator with strict non-vanishing regularization, cf. [MM21, CMW22] ${ }^{1}$. Here in our setting, the major technical hurdle is to handle the vanishing strong convexity in the optimization problem (1.2) as $\eta \downarrow 0$. We overcome this technical issue by establishing uniform localization of Gordon's min-max optimization, valid down to $\eta=0$. The localization property, in a certain sense, allows us to conclude that the distributional properties of $\widetilde{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}}\left(\gamma_{\eta, *} ; \tau_{\eta, *}\right)$ are stable as $\eta \downarrow 0$. The readers are referred to Section 6.3 for a proof outline.

For the universality problem, the key step of our arguments is to reduce, in a proper sense, the difficult problem on the universality of $\widehat{\mu}_{0}$ to an easier problem on the universality of $\widehat{\mu}_{\eta}$ for small $\eta>0$, so that the comparison inequalities in [HS22] can be applied. This reduction is achieved by proving that (i) $\widehat{\mu}_{\eta}$ and related quantities are uniformly delocalized down to the interpolation regime $\eta=0$, and (ii) both the primal and Gordon optimization problems are 'stable' in suitable senses as $\eta \downarrow 0$. A more detailed proof outline is contained in Section 6.4.
1.6. Organization. The rest of the paper is organized as follows. In Section 2, we present our main results on the distributional characterizations (1.6) of the Ridge(less) estimator $\widehat{\mu}_{\eta}$, and the approximate $\ell_{q}$ risk formulae (1.7). In Section 3 , we provide a number of approximate $\ell_{2}$ risk formulae via RMT, and establish the phase transition (1.8). In Section 4, we give a formal validation for the two cross validation schemes mentioned above, both in terms of (1.9) and statistical inference via the debiased Ridge estimator. A set of illustrative simulation results are presented in Section 5 to collaborate (some of) the theoretical results. Due to the high technicalities involved in the proof of (1.6), a proof outline will be given in Section 6. All the proof details are then presented in Sections 7-12.
1.7. Notation. For any positive integer $n$, let $[n]=[1: n]$ denote the set $\{1, \ldots, n\}$. For $a, b \in \mathbb{R}, a \vee b \equiv \max \{a, b\}$ and $a \wedge b \equiv \min \{a, b\}$. For $a \in \mathbb{R}$, let $a_{ \pm} \equiv( \pm a) \vee 0$. For $x \in \mathbb{R}^{n}$, let $\|x\|_{p}$ denote its $p$-norm $(0 \leq p \leq \infty)$, and $B_{n ; p}(R) \equiv\left\{x \in \mathbb{R}^{n}:\|x\|_{p} \leq\right.$ $R\}$. We simply write $\|x\| \equiv\|x\|_{2}$ and $B_{n}(R) \equiv B_{n ; 2}(R)$. For a matrix $M \in \mathbb{R}^{m \times n}$, let $\|M\|_{\mathrm{op}},\|M\|_{F}$ denote the spectral and Frobenius norm of $M$, respectively. $I_{n}$ is reserved for an $n \times n$ identity matrix, written simply as $I$ (in the proofs) if no confusion arises. For a square matrix $M \in \mathbb{R}^{n \times n}$, we let $\operatorname{diag}(M) \equiv\left(M_{i i}\right)_{i=1}^{n} \in \mathbb{R}^{n}$.

We use $C_{x}$ to denote a generic constant that depends only on $x$, whose numeric value may change from line to line unless otherwise specified. $a \leqslant_{x} b$ and $a \gtrsim_{x} b$ mean $a \leq C_{x} b$ and $a \geq C_{x} b$, abbreviated as $a=O_{x}(b), a=\Omega_{x}(b)$ respectively; $a \asymp_{x} b$ means $a \leqslant_{x} b$ and $a \gtrsim_{x} b$, abbreviated as $a=\Theta_{x}(b) . O$ and $\mathfrak{o}$ (resp. $O_{\mathbf{P}}$ and $\mathfrak{o}_{\mathbf{p}}$ ) denote the usual big and small O notation (resp. in probability). For a random variable $X$, we use $\mathbb{P}_{X}, \mathbb{E}_{X}$ (resp. $\mathbb{P}^{X}, \mathbb{E}^{X}$ ) to indicate that the probability and expectation are taken with respect to $X$ (resp. conditional on $X$ ).

For a measurable map $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$, let $\|f\|_{\text {Lip }} \equiv \sup _{x \neq y}|f(x)-f(y)| /\|x-y\|$. $f$ is called L-Lipschitz iff $\|f\|_{\text {Lip }} \leq L$. For a proper, closed convex function $f$ defined on $\mathbb{R}^{n}$, its Moreau envelope $\mathrm{e}_{f}(\cdot ; \tau)$ and proximal operator $\operatorname{prox}_{f}(\cdot ; \tau)$ for

[^1]any $\tau>0$ are defined by $\mathrm{e}_{f}(x ; \tau) \equiv \min _{z \in \mathbb{R}^{n}}\left\{\frac{1}{2 \tau}\|x-z\|^{2}+f(z)\right\}$ and $\operatorname{prox}_{f}(x ; \tau) \equiv$ $\arg \min _{z \in \mathbb{R}^{n}}\left\{\frac{1}{2 \tau}\|x-z\|^{2}+f(z)\right\}$.

Throughout this paper, for an invertible covariance matrix $\Sigma \in \mathbb{R}^{n \times n}$, we write $\mathcal{H}_{\Sigma} \equiv \operatorname{tr}\left(\Sigma^{-1}\right) / n$ as the harmonic mean of the eigenvalues of $\Sigma$.

## 2. Distribution of Ridge(less) estimators

2.1. Some definitions. For $K>1$, let

$$
\Xi_{K} \equiv\left[\mathbf{1}_{\phi^{-1}<1+1 / K} K^{-1}, K\right]
$$

This notation will be used throughout the paper for uniform-in- $\eta$ statements. In particular, in the overparametrized regime $\phi^{-1} \geq 1+1 / K$, we have $\Xi_{K}=[0, K]$.

Next, for $\gamma, \tau \geq 0$, recall $\widehat{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}}(\gamma ; \tau)$ in (1.5), and we define its associated estimation error $\operatorname{err}_{\left(\Sigma, \mu_{0}\right)}(\gamma ; \tau)$ and the degrees-of-freedom $\operatorname{dof}_{\left(\Sigma, \mu_{0}\right)}(\gamma ; \tau)$ as

$$
\left\{\begin{array}{l}
\operatorname{err}_{\left(\Sigma, \mu_{0}\right)}(\gamma ; \tau) \equiv\left\|\Sigma^{1 / 2}\left(\widehat{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}}(\gamma ; \tau)-\mu_{0}\right)\right\|^{2} \\
\operatorname{dof}_{\left(\Sigma, \mu_{0}\right)}(\gamma ; \tau) \equiv\left\langle\frac{\gamma g}{\sqrt{n}}, \Sigma^{1 / 2}\left(\widehat{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}}(\gamma ; \tau)-\mu_{0}\right)\right\rangle
\end{array}\right.
$$

We note that the $\operatorname{dof}_{\left(\Sigma, \mu_{0}\right)}(\gamma ; \tau)$ defined above is naturally related to the usual notion of degrees-of-freedom (cf. [Ste81, Efr04]) for $\widehat{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\text {seq }}(\gamma ; \tau)$, in the sense that $\operatorname{df}\left(\widehat{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}}(\gamma ; \tau)\right) \equiv \sum_{j=1}^{n} \frac{1}{\gamma^{2} / n} \operatorname{Cov}\left(\left(\Sigma^{1 / 2} \widehat{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}}\right)_{j}, y_{\left(\Sigma, \mu_{0}\right), j}^{\mathrm{seq}}\right)=\frac{n}{\gamma^{2}} \mathbb{E} \operatorname{dof}_{\left(\Sigma, \mu_{0}\right)}(\gamma ; \tau)$.

### 2.2. Working assumptions.

Assumption A. $X=Z \Sigma^{1 / 2}$, where (i) $Z \in \mathbb{R}^{m \times n}$ has independent, mean-zero, unit variance, uniformly sub-gaussian entries, and (ii) $\Sigma \in \mathbb{R}^{n \times n}$ is an invertible covariance matrix with eigenvalues $\lambda_{1} \geq \cdots \geq \lambda_{n}>0$.

Here 'uniform sub-gaussianity' means sup ${ }_{i \in[m], j \in[n]}\left\|Z_{i j}\right\|_{\psi_{2}} \leq C$ for some universal $C>0$, where $\psi_{2}$ is the Orlicz 2-norm (cf. [vdVW96, Section 2.2, pp. 95]).

We shall often write the Gaussian design as $Z=G$, where $G \in \mathbb{R}^{m \times n}$ consists of i.i.d. $\mathcal{N}(0,1)$ entries.

Assumption B. $\xi=\sigma_{\xi} \cdot \xi_{0}$ for some $\xi_{0}$ with i.i.d. mean zero, unit variance and uniform sub-gaussian entries.

The requirement on the noise level $\sigma_{\xi}^{2}$ will be specified in concrete results below.
2.3. The fixed point equation. Fix $\eta \geq 0$. Consider the following fixed point equation in $(\gamma, \tau)$ :

$$
\left\{\begin{array}{l}
\phi \gamma^{2}=\sigma_{\xi}^{2}+\mathbb{E} \operatorname{err}_{\left(\Sigma, \mu_{0}\right)}(\gamma ; \tau)  \tag{2.1}\\
\phi-\frac{\eta}{\tau}=\frac{1}{n} \operatorname{tr}\left(\left(\Sigma+\tau I_{n}\right)^{-1} \Sigma\right)=\frac{1}{\gamma^{2}} \mathbb{E} \operatorname{dof}_{\left(\Sigma, \mu_{0}\right)}(\gamma ; \tau)
\end{array}\right.
$$

We first establish some qualitative properties for the solution of (2.1).
Proposition 2.1. Recall $\mathcal{H}_{\Sigma}=\operatorname{tr}\left(\Sigma^{-1}\right) / n$. The following hold.
(1) The fixed point equation (2.1) admits a unique solution $\left(\gamma_{\eta, *}, \tau_{\eta, *}\right) \in(0, \infty)^{2}$, for all $(m, n) \in \mathbb{N}^{2}$ when $\eta>0$ and $m<n$ when $\eta=0$.
(2) Suppose $1 / K \leq \phi^{-1} \leq K$ and $\|\Sigma\|_{\mathrm{op}} \vee \mathcal{H}_{\Sigma} \leq K$ for some $K>1$. Then there exists some $C=C(K)>1$ such that uniformly in $\eta \in \Xi_{K}$,

$$
1 / C \leq \tau_{\eta, *} \leq C, \quad 1 / C \leq(-1)^{q+1} \partial_{\eta}^{q} \tau_{\eta, *} \leq C, \quad q \in\{1,2\}
$$

If furthermore $1 / K \leq \sigma_{\xi}^{2} \leq K$ and $\left\|\mu_{0}\right\| \leq K$, then uniformly in $\eta \in \Xi_{K}$,

$$
1 / C \leq \gamma_{\eta, *} \leq C, \quad\left|\partial_{\eta} \gamma_{\eta, *}\right| \leq C
$$

(3) Suppose $1 / K \leq \phi^{-1} \leq K$ and $\|\Sigma\|_{\mathrm{op}} \vee \mathcal{H}_{\Sigma} \leq K$ for some $K>1$. Then there exists some $C=C(K)>1$ such that the following hold. For any $\varepsilon \in(0,1 / 2]$, we may find some $\mathcal{U}_{\varepsilon} \subset B_{n}(1)$ with $\operatorname{vol}\left(\mathcal{U}_{\varepsilon}\right) / \operatorname{vol}\left(B_{n}(1)\right) \geq 1-C \varepsilon^{-1} e^{-n \varepsilon^{2} / C}$,

$$
\sup _{\mu_{0} \in \mathcal{U}_{\varepsilon}} \sup _{\eta \in \Xi_{K}}\left|\gamma_{\eta, *}^{2}-\widetilde{\gamma}_{\eta, *}^{2}\left(\left\|\mu_{0}\right\|\right)\right| \leq \varepsilon
$$

where $\widetilde{\gamma}_{\eta, *}^{2}\left(\left\|\mu_{0}\right\|\right) \equiv \sigma_{\xi}^{2} \partial_{\eta} \tau_{\eta, *}+\left\|\mu_{0}\right\|^{2}\left(\tau_{\eta, *}-\eta \partial_{\eta} \tau_{\eta, *}\right)>0$. When $\Sigma=I_{n}$, we may take $\mathcal{U}_{\varepsilon}=B_{n}(1)$ and the above inequality holds with $\varepsilon=0$.

The above proposition combines parts of Propositions 8.1 and 11.2.
As an important qualitative consequence of (2), under the condition $\|\Sigma\|_{o p} \vee$ $\mathcal{H}_{\Sigma} \leq K$, the effective regularization $\eta \mapsto \tau_{\eta, *}$ is a strictly increasing and concave function of $\eta$. Moreover, in the overparametrized regime $\phi^{-1}>1$, the quantity $\tau_{0, *}$-also known as 'implicit regularization' in the literature [BLLT20, BMR21, CM22, HMRT22, TB22]-is strictly bounded away from zero.

The claim in (3) offers a useful approximate representation of the effective noise $\gamma_{\eta, *}^{2}$ in terms of the original noise $\sigma_{\xi}^{2}$, the effective regularization $\tau_{\eta, *}$ and the signal energy $\left\|\mu_{0}\right\|$ without explicitly dependence of $\Sigma$. This representation will prove useful in the approximate $\ell_{q}$ risk formulae in Theorem 2.5, as well as in understanding some qualitative aspects of the risk curves in Section 3 ahead.
2.4. Some connections of (2.1) to RMT. The second equation of (2.1) has a natural connection to random matrix theory (RMT). To detail this connection, let $\widehat{\Sigma} \equiv$ $\Sigma^{1 / 2} G^{\top} G \Sigma^{1 / 2} / m \in \mathbb{R}^{n \times n}$ and $\check{\Sigma} \equiv G \Sigma G^{\top} / m \in \mathbb{R}^{m \times m}$ be the sample covariance matrix and its dimension flipped, companion matrix. For $z \in \mathbb{C}^{+} \equiv\{z \in \mathbb{C}: \mathfrak{J} z>0\}$, let $\mathfrak{m}_{n}(z) \equiv m^{-1} \operatorname{tr}\left(\check{\Sigma}-z I_{m}\right)^{-1}$ and $\mathfrak{m}(z)$ be the Stieltjes transforms of the empirical spectral distribution and the asymptotic eigenvalue density (cf. [KY17, Definition 2.3]) of $\check{\Sigma}$, respectively. It is well-known that $\mathfrak{m}(z)$ can be determined uniquely via the fixed point equation

$$
\begin{equation*}
z=-\frac{1}{\mathfrak{m}(z)}+\frac{1}{\phi} \cdot \frac{1}{n} \operatorname{tr}\left(\left(I_{n}+\Sigma \mathfrak{m}(z)\right)^{-1} \Sigma\right) \tag{2.2}
\end{equation*}
$$

See, e.g., [KY17, Lemma 2.2] for more technical details and historical references. We also note that while the above equation is initially defined for $z \in \mathbb{C}^{+}$, it can be straightforwardly extended to the real axis provided that $z$ lies outside the support of the asymptotic spectrum of $\check{\Sigma}$.

The following proposition provides a precise connection between the effective regularization $\tau_{\eta, *}$ defined via the second equation of (2.1), and the Stieltjes transform $\mathfrak{m}$. This connection will prove important in some of the results ahead.

Proposition 2.2. For any $\eta>0$ and $\eta=0$ with $\phi^{-1}>1$,

$$
\begin{equation*}
n^{-1} \operatorname{tr}\left(\left(\Sigma+\tau_{\eta, *} I_{n}\right)^{-1} \Sigma\right)=\phi-\eta \cdot \mathfrak{m}(-\eta / \phi) \tag{2.3}
\end{equation*}
$$

Proof. By comparing (2.2) and the second equation of (2.1), we may identify the two equations by setting $\tau_{\eta, *} \equiv 1 / \mathfrak{m}\left(-z_{\eta}\right)$ with $z_{\eta} \equiv \eta / \phi$, as claimed.

While (2.3) appears somewhat purely algebraic, it actually admits a natural statistical interpretation. Suppose $\xi$ is also Gaussian. We may then compute

$$
\begin{equation*}
\operatorname{df}\left(\widehat{\mu}_{\eta}\right)=\sum_{j=1}^{n} \frac{\operatorname{Cov}^{X}\left(\left(X \widehat{\mu}_{\eta}\right)_{j}, Y_{j}\right)}{\sigma_{\xi}^{2}}=\operatorname{tr}\left(\left(\widehat{\Sigma}+z_{\eta} I_{n}\right)^{-1} \widehat{\Sigma}\right)=n\left(\phi-\eta \cdot \mathrm{m}_{n}\left(-z_{\eta}\right)\right) \tag{2.4}
\end{equation*}
$$

Now comparing the above display with (2.3), we arrive at the following intriguing equivalence between the averaged law in RMT, and the proximity of $\widehat{\mu}_{\eta}$ and $\widehat{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\text {seq }}\left(\gamma_{\eta, *} ; \tau_{\eta, *}\right)$ in terms of "degrees-of-freedom":

$$
\mathfrak{m}_{n}\left(-z_{\eta}\right) \stackrel{\mathbb{P}}{\approx} \mathfrak{m}\left(-z_{\eta}\right) \Leftrightarrow \operatorname{df}\left(\widehat{\mu}_{\eta}\right) \stackrel{\mathbb{P}}{\approx} \operatorname{df}\left(\widehat{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}}\left(\gamma_{\eta, *} ; \tau_{\eta, *}\right)\right)
$$

Below we will show the above proximity of $\widehat{\mu}_{\eta}$ and $\widehat{\mu}_{\left(\Sigma, \mu_{0}\right)}^{s e q}\left(\gamma_{\eta, *} ; \tau_{\eta, *}\right)$ can be taken as far as the distributions of the two themselves.
2.5. Distribution of Ridge(less) estimators. In addition to $\widehat{\mu}_{\eta}$, we will also consider the distribution of the (scaled) residual $\widehat{r}_{\eta}$, defined by

$$
\begin{equation*}
\widehat{r}_{\eta} \equiv \frac{1}{\sqrt{n}}\left(Y-X \widehat{\mu}_{\eta}\right) \tag{2.5}
\end{equation*}
$$

We define the 'population' version of $\widehat{r}_{\eta}$ as

$$
\begin{equation*}
r_{\eta, *} \equiv \frac{\eta}{\phi \tau_{\eta, *}}\left(-\sqrt{\phi \gamma_{\eta, *}^{2}-\sigma_{\xi}^{2}} \cdot \frac{h}{\sqrt{n}}+\frac{\xi}{\sqrt{n}}\right) \tag{2.6}
\end{equation*}
$$

Here $h \sim \mathcal{N}\left(0, I_{m}\right)$ is independent of $\xi$.
We are now in a position to state our main results on the distributional results for the Ridge(less) estimator $\widehat{\mu}_{\eta}$ and the residual $\widehat{r}_{\eta}$.

First we work under the Gaussian design $Z=G$, and we write $\widehat{\mu}_{\eta}=\widehat{\mu}_{\eta ; G}, \widehat{r}_{\eta}=$ $\widehat{r}_{\eta ; G}$. Recall $\mathcal{H}_{\Sigma}=\operatorname{tr}\left(\Sigma^{-1}\right) / n$.

Theorem 2.3. Suppose Assumption A holds with $Z=G$ and the following hold for some $K>0$.

- $1 / K \leq \phi^{-1} \leq K,\|\Sigma\|_{\text {op }} \vee \mathcal{H}_{\Sigma} \leq K$.
- Assumption B holds with $\sigma_{\xi}^{2} \in[1 / K, K]$.

Then there exists some constant $C=C(K)>0$ such that the following hold.
(1) For any 1-Lipschitz function $\mathrm{g}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ and $\varepsilon \in(0,1 / 2]$,

$$
\sup _{\mu_{0} \in B_{n}(1)} \mathbb{P}\left(\sup _{\eta \in \Xi_{K}}\left|\mathrm{~g}\left(\widehat{\mu}_{\eta ; G}\right)-\mathbb{E} \mathrm{g}\left(\widehat{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\operatorname{seq}}\left(\gamma_{\eta, *} ; \tau_{\eta, *}\right)\right)\right| \geq \varepsilon\right) \leq C n e^{-n \varepsilon^{4} / C}
$$

(2) For any $\varepsilon \in(0,1 / 2], \xi \in \mathbb{R}^{m}$ satisfying $\left|\|\xi\|^{2} / m-\sigma_{\xi}^{2}\right| \leq \varepsilon^{2} / C$, and 1-Lipschitz function $\mathrm{h}: \mathbb{R}^{m} \rightarrow \mathbb{R}$ (which may depend on $\xi$ ),

$$
\sup _{\mu_{0} \in B_{n}(1)} \mathbb{P}^{\xi}\left(\sup _{\eta \in[1 / K, K]}\left|\mathrm{h}\left(\widehat{r}_{\eta ; G}\right)-\mathbb{E}^{\xi} \mathrm{h}\left(r_{\eta, *}\right)\right| \geq \varepsilon\right) \leq C n e^{-n \varepsilon^{4} / C} .
$$

The choice $\mu_{0} \in B_{n}(1)$ is made merely for simplicity of presentation; it can be replaced by $\mu_{0} \in B_{n}(R)$ with another constant $C$ that depends further on $R$. The assumption $\mathcal{H}_{\Sigma} \lesssim 1$ is quite common in the literature of Ridge(less) regression; see, e.g., [BMR21, Assumption 4.12] or a slight variant in [MRSY23, Assumption 1]. The major assumption in the above theorem is the Gaussianity on the design $X$. This may be lifted at the cost of a set of slightly stronger conditions.

Theorem 2.4. Suppose Assumption A holds and the following hold for some $K>0$.

- $1 / K \leq \phi^{-1} \leq K,\|\Sigma\|_{\mathrm{op}} \vee\left\|\Sigma^{-1}\right\|_{\mathrm{op}} \leq K$.
- Assumption $B$ holds with $\sigma_{\xi}^{2} \in[1 / K, K]$.

Fix $\vartheta \in(0,1 / 18)$. There exist some $C=C(K, \vartheta)>0$ and two measurable sets $\mathcal{U}_{\vartheta} \subset B_{n}(1), \mathcal{E}_{\vartheta} \subset \mathbb{R}^{m}$ with $\min \left\{\operatorname{vol}\left(\mathcal{U}_{\vartheta}\right) / \operatorname{vol}\left(B_{n}(1)\right), \mathbb{P}\left(\xi \in \mathcal{E}_{\vartheta}\right)\right\} \geq 1-C e^{-n^{2 \vartheta} / C}$, such that the following hold.
(1) For any 1-Lipschitz function $\mathrm{g}: \mathbb{R}^{n} \rightarrow \mathbb{R}$, and $\varepsilon \in(0,1 / 2]$,

$$
\sup _{\mu_{0} \in \mathcal{U}_{\vartheta}} \mathbb{P}\left(\sup _{\eta \in \Xi_{K}}\left|\mathrm{~g}\left(\widehat{\mu}_{\eta}\right)-\mathbb{E} \mathrm{g}\left(\widehat{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}}\left(\gamma_{\eta, *} ; \tau_{\eta, *}\right)\right)\right| \geq \varepsilon\right) \leq C \varepsilon^{-13} n^{-1 / 6+3 \vartheta}
$$

(2) For any $\varepsilon \in(0,1 / 2], \xi \in \mathcal{E}_{\vartheta}$ and 1-Lipschitz function $\mathrm{h}: \mathbb{R}^{m} \rightarrow \mathbb{R}$ (which may depend on $\xi$ ),

$$
\sup _{\mu_{0} \in \mathcal{U}_{\vartheta}} \mathbb{P}^{\xi}\left(\sup _{\eta \in[1 / K, K]}\left|\mathrm{h}\left(\widehat{r}_{\eta}\right)-\mathbb{E}^{\xi} \mathrm{h}\left(r_{\eta, *}\right)\right| \geq \varepsilon\right) \leq C \varepsilon^{-7} n^{-1 / 6+3 \vartheta}
$$

Concrete forms of $\mathcal{U}_{\vartheta}, \mathcal{E}_{\vartheta}$ are specified in Proposition 10.3.
Theorems 2.3 and 2.4 are proved in Section 9 and Section 10, respectively. Due to the high technicalities in the proof, a sketch is outlined in Section 6.

We mention two particular important features on the theorems above:
(1) The distributional characterizations for $\widehat{\mu}_{\eta}$ in both theorems above are uniformly valid down to the interpolation regime $\eta=0$ for $\phi^{-1}>1$. This uniform control will play a crucial role in our non-asymptotic analysis of cross-validation methods to be studied in Section 4 ahead.
(2) The distribution of the residual $\widehat{r}_{\eta}$ in (2) is formulated conditional on the noise $\xi$. A fundamental reason for adopting this formulation is that the distribution of $\widehat{r}_{\eta}$ is not universal with respect to the law of $\xi$. In other words, one cannot simply assume Gaussianity of $\xi$ in Theorem 2.3 in hope of proving universality of $\widehat{r}_{\eta}$ in Theorem 2.4.
In the context of distributional characterizations for regularized regression estimators in the proportional regime, results in similar vein to Theorem 2.3 have been obtained in the closely related Lasso setting for isotropic $\Sigma=I_{n}$ in [MM21], and for general $\Sigma$ in [CMW22], both under Gaussian designs and with strictly nonvanishing regularization. A substantially simpler, isotropic ( $\Sigma=I_{n}$ ) version of

Theorem 2.4 is obtained in [HS22] that holds pointwise in non-vanishing regularization level $\eta>0$. As will be clear from the proof sketch in Section 6, in addition to the complications due to the implicit nature of the solution to the fixed point equation (2.1) for general $\Sigma$, the major difficulty in proving Theorems 2.3 and 2.4 rests in handling the singularity of the optimization problem (1.2) as $\eta \downarrow 0$.
2.6. Weighted $\ell_{q}$ risks of $\widehat{\mu}_{\eta}$. As a demonstration of the analytic power of the above Theorems 2.3 and 2.4, we compute below the weighted $\ell_{q}$ risk $\left\|\mathrm{A}\left(\widehat{\mu}_{\eta}-\mu_{0}\right)\right\|_{q}$ for a well-behaved matrix $\mathrm{A} \in \mathbb{R}^{n \times n}$ and $q \in(0, \infty)$.

Theorem 2.5. Suppose the same conditions in Theorem 2.4 hold for some $K>0$. Fix $q \in(0, \infty)$ and a p.s.d. matrix $\mathrm{A} \in \mathbb{R}^{n \times n}$ with $\|\mathrm{A}\|_{\mathrm{op}} \vee\left\|\mathrm{A}^{-1}\right\|_{\mathrm{op}} \leq K$. Then there exist constants $C>1, \vartheta \in(0,1 / 50)$ depending on $K, q$, and a measurable set $\mathcal{U}_{\vartheta} \subset B_{n}(1)$ with $\operatorname{vol}\left(\mathcal{U}_{\vartheta}\right) / \operatorname{vol}\left(B_{n}(1)\right) \geq 1-C e^{-n^{\vartheta} / C}$, such that

$$
\sup _{\mu_{0} \in \mathcal{U}_{\vartheta}} \mathbb{P}\left(\sup _{\eta \in \Xi_{K}}\left|\frac{\left\|\mathrm{~A}\left(\widehat{\mu}_{\eta}-\mu_{0}\right)\right\|_{q}}{\bar{R}_{\left(\Sigma, \mu_{0}\right) ; q}^{\mathrm{A}}(\eta)}-1\right| \geq n^{-\vartheta}\right) \leq C n^{-1 / 7}
$$

$\operatorname{Here} \bar{R}_{\left(\Sigma, \mu_{0}\right) ; q}^{\mathrm{A}}(\eta) \in\left\{\mathbb{E}\left\|\mathrm{A}\left(\widehat{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}}\left(\gamma_{\eta, *} ; \tau_{\eta, *}\right)-\mu_{0}\right)\right\|_{q}, n^{-1 / 2}\left\|\operatorname{diag}\left(\Gamma_{\eta ;\left(\Sigma,\left\|\mu_{0}\right\|\right)}^{\mathrm{A}}\right)\right\|_{q / 2}^{1 / 2} M_{q}\right\}$, where $M_{q} \equiv \mathbb{E}^{1 / q}|\mathcal{N}(0,1)|^{q}=2^{1 / 2}\{\Gamma((q+1) / 2) / \sqrt{\pi}\}^{1 / q}$,

$$
\begin{equation*}
\Gamma_{\eta ;\left(\Sigma,\left\|\mu_{0}\right\|\right)}^{\mathrm{A}} \equiv \mathrm{~A}\left(\Sigma+\tau_{\eta, *} I_{n}\right)^{-1}\left(\widetilde{\gamma}_{\eta, *}^{2}\left(\left\|\mu_{0}\right\|\right) \Sigma+\tau_{\eta, *}^{2}\left\|\mu_{0}\right\|^{2} I_{n}\right)\left(\Sigma+\tau_{\eta, *} I_{n}\right)^{-1} \mathrm{~A} \tag{2.7}
\end{equation*}
$$

and $\widetilde{\gamma}_{\eta, *}^{2}\left(\left\|\mu_{0}\right\|\right)$ is defined in Proposition 2.1-(3).
The proof of the above theorem can be found in Section 10.7. To the best of our knowledge, general weighted $\ell_{q}$ risks for the Ridge(less) estimator $\widehat{\mu}_{\eta}$ have not be available in the literature except for the special case $q=2$, for which $\left\|\mathrm{A}\left(\widehat{\mu}_{\eta}-\mu_{0}\right)\right\|_{2}$ admits a closed-form expression in terms of the spectral statistics of $X$ that facilitates direct applications of RMT techniques, cf. [TV ${ }^{+} 04$, EK13, Dic16, DW18, EK18, ASS20, WX20, BMR21, RMR21, HMRT22, CM22].

Here, obtaining $\ell_{q}$ risks for $q \in(0,2)$ via our Theorems 2.3 and 2.4 is relatively easy, as $x \mapsto\|x\|_{q} / n^{1 / q-1 / 2}$ is 1 -Lipschitz with respect to $\|\cdot\|$ for $q \in(0,2)$. The stronger norm case $q \in(2, \infty)$ is significantly harder. In fact, we need additionally the following delocalization result for $\widehat{\mu}_{\eta}$.
Proposition 2.6. Suppose the same conditions as in Theorem 2.5 hold for some $K>0$. Fix $\vartheta \in(0,1 / 2]$. Then there exist some constant $C=C(K, \vartheta)>0$ and $a$ measurable set $\mathcal{U}_{\vartheta} \subset B_{n}(1)$ with $\operatorname{vol}\left(\mathcal{U}_{\vartheta}\right) / \operatorname{vol}\left(B_{n}(1)\right) \geq 1-C e^{-n^{2 \vartheta} / C}$, such that

$$
\sup _{\mu_{0} \in \mathcal{U}_{\vartheta}} \mathbb{P}\left(\sup _{\eta \in \Xi_{K}}\left\|\mathrm{~A}\left(\hat{\mu}_{\eta}-\mu_{0}\right)\right\|_{\infty} \geq C n^{-1 / 2+\vartheta}\right) \leq C n^{-100}
$$

The above proposition is a simplified version of Proposition 10.3, proved via the anisotropic local laws developed in [KY17]. In essence, delocalization allows us to apply Theorems 2.3 and 2.4 with a truncated version of the $\ell_{q}$ norm $(q>2)$ with a well-controlled Lipschitz constant with respect to $\ell_{2}$. Moreover, delocalization of $\widehat{\mu}_{\eta}$ also serves as a key technical ingredient in proving the universality Theorem 2.4 ; the readers are referred to Section 6 for a detailed account on the technical connection between delocalization and universality.

## Convention on probability estimates:

(1) When $Z=G, n^{-1 / 7}$ in Theorem 2.5 can be replaced by $n^{-D}$ for any $D>0$.
(2) $n^{-100}$ in Proposition 2.6 can be replaced by $n^{-D}$ for any $D>0$.

The cost will be a possibly enlarged constant $C>0$ that depends further on $D$. This convention applies to other statements in the following sections in which the probability estimates $n^{-1 / 7}, n^{-100}$ appear.

## 3. $\ell_{2}$ RISK FORMULAE AND Phase transitions

In this section, we will study in some detail the behavior of various $\ell_{2}$ risks associated with $\widehat{\mu}_{\eta}$. Compared to the general $\ell_{q}$ risks as in Theorem 2.5, the major additional analytic advantage of working with $\ell_{2}$ risks is its close connection to techniques from random matrix theory (RMT). As will be clear from below, this allows us to characterize certain global, qualitative behavior of these $\ell_{2}$ risk curves with respect to the regularization level $\eta$.
3.1. Definitions of various $\ell_{2}$ risks. Recall the notation $R_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta)$ defined in Section 1.3. Let their 'theoretical' versions be defined as follows:

- $\bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}(\eta) \equiv \tau_{\eta, *}^{2}\left\|\left(\Sigma+\tau_{\eta, *} I_{n}\right)^{-1} \Sigma^{1 / 2} \mu_{0}\right\|^{2}+\frac{\gamma_{n, *}^{2}}{n} \operatorname{tr}\left(\Sigma^{2}\left(\Sigma+\tau_{\eta, *} I_{n}\right)^{-2}\right)$.
- $\bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\text {est }}(\eta) \equiv \tau_{\eta, *}^{2}\left\|\left(\Sigma+\tau_{\eta, *} I_{n}\right)^{-1} \mu_{0}\right\|^{2}+\frac{\gamma_{\eta, *}^{2}}{n} \operatorname{tr}\left(\Sigma\left(\Sigma+\tau_{\eta, *} I_{n}\right)^{-2}\right)$.
- $\bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\text {in }}(\eta) \equiv\left(\frac{\eta \eta_{\eta, *}}{\tau_{\eta, *}}\right)^{2}+\phi \sigma_{\xi}^{2} \cdot\left(1-\frac{2 \eta}{\phi \tau_{\eta, *}}\right)$.

We also define the residual and its theoretical version as

- $R_{\left(\Sigma, \mu_{0}\right)}^{\text {res }}(\eta) \equiv n^{-1}\left\|Y-X \widehat{\mu}_{\eta}\right\|^{2}, \bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\text {res }}(\eta) \equiv\left(\frac{\eta \gamma_{\eta, *}}{\tau_{\eta, *}}\right)^{2}$.

The following theorem follows easily from Theorems 2.3 and 2.4. The proof of this and all other results in this section can be found in Section 11.

Theorem 3.1. Suppose Assumption A holds and the following hold for some $K>0$.

- $1 / K \leq \phi^{-1} \leq K,\left\|\Sigma^{-1}\right\|_{\text {op }} \vee\|\Sigma\|_{\text {op }} \leq K$.
- Assumption B holds with $\sigma_{\xi}^{2} \in[1 / K, K]$.

Fix a small enough $\vartheta \in(0,1 / 50)$. Then there exist a constant $C=C(K, \vartheta)>1$, and a measurable set $\mathcal{U}_{\vartheta} \subset B_{n}(1)$ with $\operatorname{vol}\left(\mathcal{U}_{\vartheta}\right) / \operatorname{vol}\left(B_{n}(1)\right) \geq 1-C e^{-n^{\vartheta} / C}$, such that for any $\varepsilon \in(0,1 / 2]$, and $\# \in\{$ pred, est, in, res $\}$,

$$
\sup _{\mu_{0} \in \mathcal{U}_{\vartheta}} \mathbb{P}\left(\sup _{\eta \in \Xi^{\#}}\left|R_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta)-\bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta)\right| \geq \varepsilon\right) \leq C \cdot \begin{cases}n e^{-n \varepsilon^{4} / C}, & Z=G ; \\ \varepsilon^{-c_{0}} n^{-1 / 6.5}, & \text { otherwise } .\end{cases}
$$

Here $\Xi^{\#}=\Xi_{K}$ for $\# \in\{$ pred, est $\}$ and $\Xi^{\#}=[1 / K, K]$ for $\# \in\{$ in, res $\}$, and $c_{0}>0$ is universal. Moreover, when $Z=G$, the supremum in the above display extends to $\mu_{0} \in B_{n}(1)$, and the constant $C>0$ does not depend on $\vartheta$.

Remark 1. For $\# \in\{$ in, res $\}$, we may take $\Xi^{\#}=\Xi_{K}$ at the cost of an worsened probability estimate $C\left(n e^{-n \varepsilon^{c_{0}} / C}+\varepsilon^{-c_{0}} n^{-1 / 6.5} \mathbf{1}_{Z \neq G}\right)$, cf. Lemma 11.4.

A substantial recent line of research has focused on understanding the behavior of $R_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}(\eta)$, with a special emphasis for the interpolating regime $\eta \approx 0$ when $\phi^{-1}>$ 1, cf. [BLLT20, KLS20, WX20, BMR21, KZSS21, RMR21, CM22, HMRT22, TB22, $\mathrm{ZKS}^{+} 22$ ]. We refer the readers to [TB22, Section 1.2 and Section 9] for a thorough account and a state-of-art review on various results on $R_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}(0)$ and their comparisons.

Here, the closest non-asymptotic results on exact risk characterizations related to our Theorem 3.1, appear to be those presented in (i) [HMRT22, Theorems 2 and 5], which proved non-asymptotic additive approximations $R_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}(\eta)=\bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}(\eta)+$ ${ }^{0_{\mathbf{P}}}(1)$, and (ii) [CM22, Theorems 1 and 2], which provided substantially refined, multiplicative approximations $R_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}(\eta) / \bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}(\eta)=1+{ }^{\mathrm{D}_{\mathbf{P}}}(1)$ that hold beyond the proportional regime. Both works [HMRT22, CM22] leverage the closed form of the Ridge(less) estimator $\widehat{\mu}_{\eta}$ to analyze the bias and variance terms in $R_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}(\eta)$, by means of calculus for the resolvent of the sample covariance. Their analysis works under $\eta \gg n^{-c_{0}}$ for some suitable $c_{0}>0$. For the case $\#=$ pred, Theorem 3.1 above complements the results in [HMRT22, CM22] by providing uniform control in $\eta$ when $\phi^{-1}>1$ (under a set of different conditions).
3.2. Approximate representation of $\bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\#}$ via RMT. Recall the Stieltjes transformation $\mathfrak{m}$ defined via (2.2), and the signal-to-noise ratio $\mathrm{SNR}_{\mu_{0}}=\left\|\mu_{0}\right\|^{2} / \sigma_{\xi}^{2}$ (for $\sigma_{\xi}^{2}=0$, we interpret $\left.\sigma_{\xi}^{2} \cdot \operatorname{SNR}_{\mu_{0}}=\left\|\mu_{0}\right\|^{2}\right)$. The following theorem provides an efficient RMT representation of $\bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta)$ that holds for 'most' $\mu_{0}$ 's.

Theorem 3.2. Suppose $1 / K \leq \phi^{-1} \leq K, \sigma_{\xi}^{2} \in[0, K]$ and $\|\Sigma\|_{\mathrm{op}} \vee \mathcal{H}_{\Sigma} \leq K$ for some $K>0$. There exists some constant $C=C(K)>0$ such that for any $\varepsilon \in(0,1 / 2]$, we may find a measurable set $\mathcal{U}_{\varepsilon} \subset B_{n}(1)$ with $\operatorname{vol}\left(\mathcal{U}_{\varepsilon}\right) / \operatorname{vol}\left(B_{n}(1)\right) \geq 1-C \varepsilon^{-1} e^{-n \varepsilon^{2} / C}$,

$$
\begin{equation*}
\sup _{\mu_{0} \in \mathcal{U}_{\varepsilon}} \sup _{\eta \in \Xi_{K}}\left|\bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta)-\mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta)\right| \leq \varepsilon \tag{3.1}
\end{equation*}
$$

Here with $\mathfrak{m}_{\eta} \equiv \mathfrak{m}(-\eta / \phi)$ and $\mathfrak{m}_{\eta}^{\prime} \equiv \mathfrak{m}^{\prime}(-\eta / \phi)$,

- $\mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}(\eta) \equiv \sigma_{\xi}^{2} \cdot\left\{\frac{1}{m_{\eta}^{2}}\left(\phi \cdot \operatorname{SNR}_{\mu_{0}} \mathfrak{m}_{\eta}-\left(\eta \cdot \operatorname{SNR}_{\mu_{0}}-1\right) \mathfrak{m}_{\eta}^{\prime}\right)-1\right\}$,
- $\mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{est}}(\eta) \equiv \sigma_{\xi}^{2} \cdot\left\{\operatorname{SNR}_{\mu_{0}}(1-\phi)+\mathrm{m}_{\eta}+\frac{\eta}{\phi}\left(\eta \cdot \operatorname{SNR}_{\mu_{0}}-1\right) \mathrm{m}_{\eta}^{\prime}\right\}$,
- $\mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{in}}(\eta) \equiv \sigma_{\xi}^{2} \cdot \frac{\eta^{2}}{\phi}\left(\phi \cdot \mathrm{SNR}_{\mu_{0}} \mathrm{~m}_{\eta}-\left(\eta \cdot \mathrm{SNR}_{\mu_{0}}-1\right) \mathfrak{m}_{\eta}^{\prime}\right)+\sigma_{\xi}^{2} \cdot\left(\phi-2 \eta \mathrm{~m}_{\eta}\right)$,
- $\mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{res}}(\eta) \equiv \sigma_{\xi}^{2} \cdot \frac{\eta^{2}}{\phi}\left(\phi \cdot \mathrm{SNR}_{\mu_{0}} \mathrm{~m}_{\eta}-\left(\eta \cdot \mathrm{SNR}_{\mu_{0}}-1\right) \mathfrak{m}_{\eta}^{\prime}\right)$.

When $\Sigma=I_{n}$, we may take $\mathcal{U}_{\varepsilon}=B_{n}(1)$ and (3.1) holds with $\varepsilon=0$.
The RMT representation above yields a crucial insight into the extremal behavior of the risk maps $\eta \mapsto \bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta)$. In fact, the following derivative formulae hold.

Proposition 3.3. For $\# \in\{$ pred, est, in\},

$$
\partial_{\eta} \mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta)=\sigma_{\xi}^{2} \cdot \mathfrak{M}^{\#}(\eta) \cdot\left(\eta \cdot \operatorname{SNR}_{\mu_{0}}-1\right)
$$

Here with $\rho$ denoting the asymptotic eigenvalue density of $\check{\Sigma}$, and $z_{\eta} \equiv \eta / \phi$,

$$
\mathfrak{M}^{\#}(\eta)=2 \cdot \begin{cases}\left(\phi \mathrm{~m}_{\eta}^{3}\right)^{-1}\left\{\int \frac{\rho(\mathrm{~d} x)}{\left(x+z_{\eta}\right)} \int \frac{\rho(\mathrm{d} x)}{\left(x+z_{\eta}\right)^{3}}-\left(\int \frac{\rho(\mathrm{d} x)}{\left(x+z_{\eta}\right)^{2}}\right)^{2}\right\}, & \#=\mathrm{pred} \\ \int \frac{x}{\left(x+z_{\eta}\right)^{3}} \rho(\mathrm{~d} x), & \#=\mathrm{est} \\ \int \frac{x^{2}}{\left(x+z_{\eta}\right)^{3}} \rho(\mathrm{~d} x), & \#=\mathrm{in}\end{cases}
$$

As $\operatorname{supp}(\rho) \subset[0, \infty)\left(\right.$ cf. [KY17, Lemma 2.2]), it is easy to see $\mathfrak{M}^{\#} \geq 0$ using the above integral representation via $\rho$. In Proposition 11.3 ahead, we will give a different representation of $\mathfrak{M}^{\#}$ via the effective regularization $\tau_{\eta, *}$. With the help of the stability estimates of $\tau_{\eta, *}$ in Proposition 2.1, this representation allows us to derive a much stronger estimate

$$
\begin{equation*}
1 / C \leq \mathfrak{M}^{\#}(\eta) \leq C, \quad \forall \eta \in \Xi_{K}, \quad \# \in\{\text { pred, est, in }\} \tag{3.2}
\end{equation*}
$$

under the condition $\|\Sigma\|_{\text {op }} \vee \mathcal{H}_{\Sigma} \leq K$.
A particular important consequence of (3.2) is that, the maps $\eta \mapsto \mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta)$ are approximately (locally) quadratic functions centered at the same point $\eta_{*}=\mathrm{SNR}_{\mu_{0}}^{-1}$ for all $\# \in$ \{pred, est, in\}. Therefore, in view of Theorems 3.1 and 3.2, approximately so do the risk maps $\eta \mapsto R_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta), \bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta)$ for 'most' $\mu_{0}$ 's. Moreover, the approximate local quadraticity of $\eta \mapsto \mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta)$ due to (3.2) allows one to relate tightly the change of value in $\eta$ and that of the actual risks $R_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta)$. This will play an important technical role in validating the optimality of cross-validation schemes beyond prediction errors in Section 4 ahead.

Remark 2. Proposition 3.3 can also be used to study certain qualitative features of the optimally tuned (theoretical) risks $\mathrm{OPT}_{\left(\Sigma, \mu_{0}\right)}^{\#} \equiv \min _{\eta \geq 0} \mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta) / \sigma_{\xi}^{2}=$ $\mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\#}\left(\eta_{*}\right) / \sigma_{\xi}^{2}$ for $\# \in\{$ pred, est, in\}. Some further results in this direction are detailed in Appendix A. In particular, Proposition A. 1 therein proves the monotonicity of $\mathrm{OPT}_{\left(\Sigma, \mu_{0}\right)}^{\#}$ with respect to the aspect ratio $\phi$ for $\# \in\{$ pred, est, in\}.
3.3. Phase transitions on the optimality of interpolation. The fact that the maps $\eta \mapsto \mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta)$ admit the same global minimizer $\eta_{*}=\operatorname{SNR}_{\mu_{0}}^{-1}=\sigma_{\xi}^{2} /\left\|\mu_{0}\right\|^{2}$ due to Proposition 3.3 may be viewed from a different perspective: $\eta_{*}=0$ if and only if $\sigma_{\xi}^{2}=0$ for 'most' signal $\mu_{0}$ 's. Combined with Theorems 3.1 and 3.2 , it naturally suggests that for 'most' $\mu_{0}$ 's, interpolation is optimal simultaneously for prediction, estimation and in-sample risks, if and only if the noise level is (nearly) zero. The following theorem makes this precise.

Theorem 3.4. Suppose Assumptions $A-B$ hold, and $\left\|\Sigma^{-1}\right\|_{\mathrm{op}} \vee\|\Sigma\|_{\mathrm{op}} \leq K$ for some $K>0$. Fix a small enough $\vartheta \in(0,1 / 50)$. The following hold for all \# $\in$ \{pred, est, in\}.
(1) (Noisy case). Suppose $1 / K \leq \phi^{-1} \leq K$ and $1 / K \leq \sigma_{\xi}^{2} \leq K$. Fix $\delta \in(0,1 / 2]$ and $L \geq K / \delta^{2}$. There exist a constant $C=C(K, L, \delta, \vartheta)>0$ and a measurable set $\mathcal{U}_{\delta, \vartheta} \subset B_{n}(1) \backslash B_{n}(\delta)$ with $\operatorname{vol}\left(\mathcal{U}_{\delta, \vartheta}\right) / \operatorname{vol}\left(B_{n}(1) \backslash B_{n}(\delta)\right) \geq 1-C e^{-n^{\vartheta} / C}$,
such that

$$
\sup _{\mu_{0} \in \mathcal{U}_{\delta, \vartheta}} \mathbb{P}\left(\inf _{\eta^{\prime} \in \Xi_{L}: \mid \eta^{\prime}-\mathrm{SNR}}^{\mu_{0}-1} \geq \delta \delta\left(R_{\left(\Sigma, \mu_{0}\right)}^{\#}\left(\eta^{\prime}\right)-\min _{\eta \in \Xi_{L}} R_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta) \left\lvert\,<\frac{1}{C}\right.\right) \leq C n^{-1 / 7} .\right.
$$

(2) (Noiseless case). Suppose $1+1 / K \leq \phi^{-1} \leq K$ and $\sigma_{\xi}^{2}=0$. There exist a constant $C=C(K, \vartheta)>0$ and a measurable set $\mathcal{U}_{\vartheta} \subset B_{n}(1)$ with $\operatorname{vol}\left(\mathcal{U}_{\vartheta}\right) / \operatorname{vol}\left(B_{n}(1)\right) \geq 1-C e^{-n^{\vartheta} / C}$, such that

$$
\sup _{\mu_{0} \in \mathcal{U}_{\vartheta}} \mathbb{P}\left(R_{\left(\Sigma, \mu_{0}\right)}^{\#}(0) \geq \min _{\eta \in[0, K]} R_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta)+n^{-\vartheta}\right) \leq C n^{-1 / 7}
$$

We note that the sub-optimality of interpolation in the noisy setting $\sigma_{\xi}^{2}>0$, at least for 'most' $\mu_{0}$ 's as described in the above theorem, does not contradict the possible benign behavior of the prediction risk $R_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}(0)$ extensively studied in the literature (cited after Theorem 3.1). In fact, from a conceptual standpoint, the observation that interpolation may fall short while a certain amount of regularization remains advantageous in 'typical' scenarios aligns closely with the conventional statistical wisdom, which emphasizes the vital role of regularization in striking a balance between the bias and variance [JWHT21].

On the other hand, the optimality of interpolation in the noiseless setting $\sigma_{\xi}^{2}=0$ stated in the above theorem is not as intuitively obvious. This phenomenon can be elucidated from our distributional characterizations in Theorems 2.3 and 2.4. As the effective regularization $\tau_{\eta, *}$ decreases as $\eta \downarrow 0$, and for $\sigma_{\xi}^{2}=0$, the effective noise $\gamma_{\eta, *}^{2} \approx\left\|\mu_{0}\right\|^{2}\left(\tau_{\eta, *}-\eta \partial_{\eta} \tau_{\eta, *}\right)$ (cf. Proposition 2.1-(3)) also decreases as $\eta \downarrow 0$, both the bias and variance of $\widehat{\mu}_{\eta}$ are also expected to decrease as $\eta \downarrow 0$, at least for \# = est and for 'most' $\mu_{0}$ 's. The above theorem rigorously establishes this heuristic for all the prediction, estimation and in-sample risks.

Remark 3. Some remarks on the connection of Theorem 3.4 to the literature:
(1) Theorem 3.4-(1) is related to some results in [CDK22] which considers a Bayesian setting with an isotropic prior on $\mu_{0}$ in that $\mathbb{E} \mu_{0}=0$ and $\operatorname{Cov}\left(\mu_{0}\right)=I_{n} / n$. In particular, [CDK22, Theorem 3-(ii)] shows that, using our notation, in the proportional asymptotics $m / n \rightarrow \phi \in(0, \infty)$, if $\sigma_{\xi}^{2}>0$ and the empirical spectral distribution of $\Sigma$ converges, then with $\mathbb{P}^{X_{-}}$ probability $1, \lim _{n \rightarrow \infty} \mathbb{E}\left[R_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}\left(\eta_{*}\right) \mid X\right]-\min _{\eta^{\prime}>0} \mathbb{E}\left[R_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}\left(\eta^{\prime}\right) \mid X\right] \mid=0$. Here for the case \# = pred, our Theorem 3.4-(1) above provides a non-asymptotic, and more importantly, a non-Bayesian version that holds for 'most' $\mu_{0}$ 's.
(2) As mentioned before, the recent work [CM22] proves an important, multiplicative characterization $R_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}(\eta) / \overline{\bar{R}}_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}(\eta)=1+{ }_{\mathbf{o}}^{\mathbf{P}}(1)$ beyond the proportional regime. In particular, the multiplicative formulation encompasses several important cases of data covariance $\Sigma$ with decaying eigenvalues that lead to benign overfitting $\bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}(0) \ll 1$, cf. [CM22, Section 4.2]. We conjecture that Theorem 3.4 also remains valid for such irregular data covariance, in a similar multiplicative formulation. However, formally establishing this validity remains an interesting open question.

## 4. Cross-validation: optimality beyond prediction

This section is devoted to the validation of the broad optimality of two widely used cross-validation schemes beyond the prediction risk. Some consequences to statistical inference via debiased Ridge(less) estimators will also be discussed.
4.1. Estimation of effective noise and regularization. We shall first take a slight detour, by considering estimation of the effective regularization $\tau_{\eta, *}$ and the effective noise $\gamma_{\eta, *}$. We propose the following estimators:

$$
\left\{\begin{array}{l}
\widehat{\tau}_{\eta} \equiv\left\{\frac{1}{m} \operatorname{tr}\left(\frac{1}{m} X X^{\top}+\frac{\eta}{\phi} I_{m}\right)^{-1}\right\}^{-1}=\left\{\operatorname{tr}\left(X X^{\top}+\eta \cdot n I_{m}\right)^{-1}\right\}^{-1},  \tag{4.1}\\
\widehat{\gamma}_{\eta} \equiv \frac{\widehat{\tau}_{\eta}}{\sqrt{n}}\left(\eta^{-1}\left\|Y-X \widehat{\mu}_{\eta}\right\| \mathbf{1}_{\phi^{-1}<1}+\left\|\left(X X^{\top} / n\right)^{-1} X \widehat{\mu}_{\eta}\right\| \mathbf{1}_{\phi^{-1} \geq 1}\right) .
\end{array}\right.
$$

These estimators will not only be useful in their own rights, they will also play an important rule in understanding the generalized cross-validation scheme in the next subsection.

The following theorem provides a formal justification for $\widehat{\tau}_{\eta}, \widehat{\gamma}_{\eta}$ in (4.1). The proof of this and all other results in this section can be found in Section 12.

Theorem 4.1. Suppose Assumption A holds, and $1 / K \leq \phi^{-1} \leq K,\left\|\Sigma^{-1}\right\|_{\text {op }} \vee\|\Sigma\|_{\text {op }} \leq$ $K$ hold for some $K>0$.
(1) For any small $\varepsilon>0$, there exists some $C_{1}=C_{1}(K, \varepsilon)>0$ such that

$$
\mathbb{P}\left(\sup _{\eta \in \Xi_{K}}\left|\widehat{\tau}_{\eta}-\tau_{\eta, *}\right| \geq n^{-1 / 2+\varepsilon}\right) \leq C_{1} n^{-100} .
$$

(2) Suppose further Assumption B holds with either (i) $\sigma_{\xi}^{2} \in[1 / K, K]$ or (ii) $\sigma_{\xi}^{2} \in[0, K]$ with $1+1 / K \leq \phi^{-1} \leq K$. Fix a small enough constant $\vartheta \in$ $(0,1 / 50)$. Then there exist a constant $C_{2}=C_{2}(K, \vartheta)>1$, and a measurable set $\mathcal{U}_{\vartheta} \subset B_{n}(1)$ with $\operatorname{vol}\left(\mathcal{U}_{\vartheta}\right) / \operatorname{vol}\left(B_{n}(1)\right) \geq 1-C e^{-n^{\vartheta} / C}$, such that

$$
\sup _{\mu_{0} \in \mathcal{U}_{\vartheta}} \mathbb{P}\left(\sup _{\eta \in \Xi_{K}} \widehat{\gamma}_{\eta}-\gamma_{\eta, *} \mid \geq n^{-\vartheta}\right) \leq C_{2} n^{-1 / 7}
$$

Remark 4. The original noise level $\sigma_{\xi}^{2}$ can be consistently estimated when $\Sigma$ is known. In particular, we may use

$$
\begin{equation*}
\widehat{\sigma}_{\eta}^{2} \equiv \widehat{\gamma}_{\eta}^{2}\left(1-\phi+2 \vec{\eta} \widehat{\tau}_{\eta}^{-1}\right)-\widehat{\tau}_{\eta}^{2} \cdot\left\|\Sigma^{-1 / 2} \widehat{\mu}_{\eta}\right\|^{2} \tag{4.2}
\end{equation*}
$$

Estimators for $\sigma_{\xi}^{2}$ of a similar flavor for other convex regularized estimators under Gaussian designs can be found in [BEM13, Bel20, MM21]. An advantage of $\widehat{\sigma}_{\eta}^{2}$ in (4.2) is its validity in the interpolation regime when $\phi^{-1}>1$. We may also replace $\widehat{\tau}_{\eta}$ in the above display by $\tau_{\eta, *}$, as it can be solved exactly with known $\Sigma$ using the second equation of (2.1). A formal proof of $\widehat{\sigma}_{\eta}^{2} \underset{\sim}{\mathbb{P}} \sigma_{\xi}^{2}$ can be carried out similar to that of Theorem 4.1-(2) above, so we omit the details.

### 4.2. Validation of cross-validation schemes.

4.2.1. Generalized cross-validation. Consider choosing $\eta$ by minimizing the estimated effective noise $\widehat{\gamma}_{\eta}$ given in (4.1): for any $L>0$,

$$
\begin{equation*}
\widehat{\eta}_{L}^{\mathrm{GCV}} \in \underset{\eta \in \Xi_{L}}{\arg \min } \widehat{\gamma}_{\eta} . \tag{4.3}
\end{equation*}
$$

The subscript on $L$ in $\widehat{\eta}_{L}^{\mathrm{GCV}}$ will usually be suppressed for notational simplicity.
The above proposal (4.3) is known in the literature as the generalized cross validation [CW79, GHW79] in the underparametrized regime $\phi^{-1}<1$, with the same form of modification [HMRT22, Eqn. (48)] in the overparametrized regime $\phi^{-1}>1$. The connection there is strongly tied to the so-called shortcut formula for leave-one-out cross validation that exists uniquely for Ridge regression, cf. [HMRT22, Eqn. (46)].

Here we take a different perspective on (4.3). From our developed theory, this tuning scheme is easily believed to "work" since

$$
\begin{equation*}
\widehat{\gamma}_{\eta}^{2} \underset{\sim}{\mathbb{P}} \gamma_{\eta, *}^{2}=\phi^{-1}\left(\sigma_{\xi}^{2}+\bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}(\eta)\right) \stackrel{\mathbb{P}}{\approx} \phi^{-1}\left(\sigma_{\xi}^{2}+R_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}(\eta)\right) \tag{4.4}
\end{equation*}
$$

We therefore expect that minimization of $\eta \mapsto \widehat{\gamma}_{\eta}$ is approximately the same as that of $\eta \mapsto R_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}(\eta)$. Moreover, in view of Theorem 3.4, the minimizer of the latter problem should be roughly the same as $\eta \mapsto R_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta)$ for $\# \in\{$ est, in\} for 'most' $\mu_{0}$ 's. Now it is natural to expect that the tuning method $\widehat{\eta}^{\mathrm{GCV}}$ in (4.3)— which aims at minimizing the prediction risk-should simultaneously give optimal performance for all prediction, estimation and in-sample risks for 'most' signal $\mu_{0}$ 's. We make precise the foregoing heuristics in the following theorem.

Theorem 4.2. Suppose Assumption A holds, and the following hold some $K>0$.

- $1 / K \leq \phi^{-1} \leq K,\left\|\Sigma^{-1}\right\|_{\mathrm{op}} \vee\|\Sigma\|_{\mathrm{op}} \leq K$.
- Assumption $B$ holds with either (i) $\sigma_{\xi}^{2} \in[1 / K, K]$ or (ii) $\sigma_{\xi}^{2} \in[0, K]$ with $\phi^{-1} \geq 1+1 / K$.
Fix $\delta \in(0,1 / 2], L \geq K / \delta^{2}$ and a small enough $\vartheta \in(0,1 / 50)$. There exist a constant $C=C(K, L, \delta, \vartheta)>0$ and a measurable set $\mathcal{U}_{\delta, \vartheta} \subset B_{n}(1) \backslash B_{n}(\delta)$ with $\operatorname{vol}\left(\mathcal{U}_{\delta, \vartheta}\right) / \operatorname{vol}\left(B_{n}(1) \backslash B_{n}(\delta)\right) \geq 1-C e^{-n^{\vartheta} / C}$, such that for $\# \in\{$ pred, est, in\},

$$
\sup _{\mu_{0} \in \mathcal{U}_{\delta, \vartheta}} \mathbb{P}\left(R_{\left(\Sigma, \mu_{0}\right)}^{\#}\left(\hat{\eta}_{L}^{\mathrm{GCV}}\right) \geq \min _{\eta \in \Xi_{L}} R_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta)+n^{-\vartheta}\right) \leq C n^{-1 / 7}
$$

Earlier results for generalized cross validation in Ridge regression in lowdimensional settings include [Sto74, Sto77, CW79, Li85, Li86, Li87, DvdL05]. In the proportional high-dimensional regime, [HMRT22, Theorem 7] provides an asymptotic justification for the generalized cross validation under isotropic $\Sigma=I_{n}$ and an isotropic prior on $\mu_{0}$. Subsequent improvement by [PWRT21, Theorem 4.1] allows for general $\Sigma$, deterministic $\mu_{0}$ 's and a much larger range of regularization levels that include $\eta=0$ and possibly even negative $\eta$ 's. Both works consider the optimality of $\widehat{\eta}{ }^{\mathrm{GCV}}$ with respect to the prediction risk $R_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}$ in an asymptotic framework; the proofs therein rely intrinsically on the asymptotics.

Here in Theorem 4.2 above, we provide a non-asymptotic justification for the optimality of $\widehat{\eta}^{\mathrm{GCV}}$ that surprisingly holds simultaneously for all the three indicated risks. To the best of our knowledge, the optimality of the generalized cross validation in (4.3) beyond prediction risk has not been observed in prior literature.
4.2.2. $k$-fold cross-validation. Next we consider the widely used $k$-fold crossvalidation. Before detailing the procedure, we need some further notation. Let $m_{\ell}$ be the sample size of batch $\ell \in[k]$, so $\sum_{\ell \in[k]} m_{\ell}=m$. In the standard $k$-fold cross validation, we choose equal sized batch with $m_{\ell}=m / k$ (assumed to be integer without loss of generality). Let $X^{(\ell)} \in \mathbb{R}^{m_{\ell} \times n}$ (resp. $Y^{(\ell)} \in \mathbb{R}^{m_{\ell}}$ ) be the submatrix of $X$ (resp. subvector of $Y$ ) that contains all rows corresponding to the training data in batch $\ell$. In a similar fashion, let $X^{(-\ell)} \in \mathbb{R}^{\left(m-m_{\ell}\right) \times n}$ (resp. $Y^{(-\ell)} \in \mathbb{R}^{m-m_{\ell}}$ ) be the submatrix of $X$ (resp. subvector of $Y$ ) that removes all rows corresponding to $X^{(\ell)}$ (resp. $Y^{(\ell)}$ ).

The $k$-fold cross-validation works as follows. For $\ell \in[k]$, let $\widehat{\mu}_{\eta}^{(\ell)} \equiv$ $\arg \min _{\mu \in \mathbb{R}^{n}}\left\{\frac{1}{2 n}\left\|Y^{(-\ell)}-X^{(-\ell)} \mu\right\|^{2}+\frac{\eta}{2}\|\mu\|^{2}\right\}$ be the Ridge estimator over $\left(X^{(-\ell)}, Y^{(-\ell)}\right)$ with regularization $\eta \geq 0$. We then pick the tuning parameter that minimizes the averaged test errors of $\widehat{\mu}_{\eta}^{(\ell)}$ over $\left(X^{(\ell)}, Y^{(\ell)}\right)$ : for any $L>0$,

$$
\begin{equation*}
\widehat{\eta}_{L}^{\mathrm{CV}} \in \underset{\eta \in \Xi_{L}}{\arg \min }\left\{\frac{1}{k} \sum_{\ell \in[k]} \frac{1}{m_{\ell}}\left\|Y^{(\ell)}-X^{(\ell)} \bar{\mu}_{\eta}^{(\ell)}\right\|^{2}\right\} \equiv \underset{\eta \in \Xi_{L}}{\arg \min } R_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{CV}, k}(\eta) . \tag{4.5}
\end{equation*}
$$

We shall often omit the subscript $L$ in $\widehat{\eta}_{L}^{\mathrm{CV}}$. Intuitively, due to the independence between $\widehat{\mu}_{\eta}^{(\ell)}$ and $\left(X^{(\ell)}, Y^{(\ell)}\right), R_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{CV}, k}(\eta)$ can be viewed as an estimator of the generalization error $R_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}(\eta)+\sigma_{\xi}^{2}$. So it is natural to expect that $\bar{\eta}^{\mathrm{CV}}$ approximately minimizes $\eta \mapsto R_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}(\eta)$. Based on the same heuristics as for $\widehat{\eta}^{\mathrm{GCV}}$ in (4.3), we may therefore expect that $\widehat{\eta}^{\mathrm{CV}}$ in (4.5) simultaneously provides optimal prediction, estimation and in-sample risks for 'most' signal $\mu_{0}$ 's. This is the content of the following theorem.

Theorem 4.3. Suppose the same conditions as in Theorem 4.2 and $\max _{\ell \in[k]} m_{\ell} / n \leq$ $1 /(2 K)$ hold for some $K>0$. Fix $\delta \in(0,1 / 2], L \geq K / \delta^{2}$ and a small enough $\vartheta \in(0,1 / 50)$. Further assume $\min _{\ell \in[k]} m_{\ell} \geq \log ^{2 / \delta} m$. There exist a constant $C=C(K, L, \delta, \vartheta)>0$ and a measurable set $\mathcal{U}_{\delta, \vartheta} \subset B_{n}(1) \backslash B_{n}(\delta)$ with $\operatorname{vol}\left(\mathcal{U}_{\delta, \vartheta}\right) / \operatorname{vol}\left(B_{n}(1) \backslash B_{n}(\delta)\right) \geq 1-C e^{-n^{\vartheta} / C}$, such that for $\# \in\{$ pred, est, in $\}$,

$$
\begin{aligned}
\sup _{\mu_{0} \in \mathcal{U}_{\delta, \vartheta}} & \mathbb{P}\left(R_{\left(\Sigma, \mu_{0}\right)}^{\#}\left(\widetilde{\eta}_{L}^{\mathrm{CV}}\right) \geq \min _{\eta \in \Xi_{L}} R_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta)+C \cdot\left\{\frac{1}{k} \sum_{\ell \in[k]} \frac{1}{m_{\ell}^{(1-\delta) / 2}}+\frac{1}{k}+n^{-\vartheta}\right\}\right) \\
& \leq C\left(1+\mathcal{L}_{\left\{m_{\ell}\right\}}\right) \cdot n^{-1 / 7} .
\end{aligned}
$$

Here $\mathcal{L}_{\left\{m_{\ell}\right\}} \equiv \sum_{\ell \in[k]}\left(m_{\ell} / m\right)^{-1}$.
Non-asymptotic results of this type for $k$-fold cross validation are previously obtained for $\left.R_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }} \widehat{\eta}^{\mathrm{CV}}\right)$ in the Lasso setting [MM21, Proposition 4.3] under isotropic
$\Sigma=I_{n}$, where the range of the regularization must be strictly away from the interpolation regime. In contrast, our results above are valid down to $\eta=0$ when $\phi^{-1}>1$, and allow for general anisotropic $\Sigma$.

Interestingly, the error bound in the above theorem reflects the folklore tension between the bias and variance in the selection of $k$ in the cross validation scheme (cf. [JWHT21, Chapter 5]):

- For a small number of $k, R_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{CV}, k}(\eta)$ is biased for estimating $R_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{pred}}(\eta)$; this corresponds to the term $O(1 / k)$ in the error bound, which is known to be of the optimal order in Ridge regression (cf. [LD19]).
- For a large number of $k, R_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{CV}, k}(\eta)$ has large fluctuations; this corresponds to the term $O\left(k^{-1} \sum_{\ell \in[k]} m_{\ell}^{-(1-\delta) / 2}\right)=O\left((k / m)^{(1-\delta) / 2}\right)$ in the equal-sized case. By a central limit heuristic (cf. [AZ20, KL22]), we also expect this term to be of a near optimal order.
4.3. Implications to statistical inference via $\widehat{\mu}_{\eta}$. As Ridge(less) estimators $\widehat{\mu}_{\eta}$ are in general biased, debiasing is necessary for statistical inference of $\mu_{0}$, cf. [BZ23]. Here the debiasing scheme for $\widehat{\mu}_{\eta}$ can be readily read off from the distributional characterizations in Theorems 2.3 and 2.4. Assuming known covariance $\Sigma$, let the debiased Ridge(less) estimator be defined as

$$
\begin{equation*}
\widehat{\mu}_{\eta}^{\mathrm{dR}} \equiv\left(\Sigma+\tau_{\eta, *}\right) \Sigma^{-1} \widehat{\mu}_{\eta} . \tag{4.6}
\end{equation*}
$$

Similar to Remark 4, $\tau_{\eta, *}$ and $\widehat{\tau}_{\eta}$ is interchangeable in the above display due to known $\Sigma$. Using Theorems 2.3 and 2.4 , we expect that $\widetilde{\mu}_{\eta}^{\mathrm{dR}} \stackrel{d}{\approx} \mu_{0}+\gamma_{\eta, *^{-1 / 2}} g / \sqrt{n}$. This motivates the following confidence intervals for $\left\{\mu_{0, j}\right\}$ :

$$
\begin{equation*}
\mathrm{CI}_{j}(\eta) \equiv\left[\widehat{\mu}_{\eta, j}^{\mathrm{dR}} \pm \widehat{\gamma}_{\eta} \cdot\left(\Sigma^{-1}\right)_{j j}^{1 / 2} \cdot \frac{z_{\alpha / 2}}{\sqrt{n}}\right], \quad j \in[n] . \tag{4.7}
\end{equation*}
$$

Here $z_{\alpha}$ is the normal upper- $\alpha$ quantile defined via $\mathbb{P}\left(\mathcal{N}(0,1)>z_{\alpha}\right)=\alpha$. It is easy to see from the above definition that minimization of $\eta \mapsto \widehat{\gamma}_{\eta}$ is equivalent to that of the CI length. As the former minimization procedure corresponds exactly to the proposal $\widehat{\eta}^{\mathrm{GCV}}$ in (4.3), we expect that $\left.\left\{\mathrm{CI}_{j} \widetilde{\eta}^{\mathrm{GCV}}\right)\right\}$ provide the shortest (asymptotic) $(1-\alpha)$-CIs along the regularization path, and so do $\left\{\mathrm{CI}_{j}\left(\widetilde{\eta}^{\mathrm{CV}}\right)\right\}$.

Below we give a rigorous statement on the above informal discussion. Let $\mathscr{C}^{\mathrm{dR}}(\eta) \equiv n^{-1} \sum_{j=1}^{n} \mathbf{1}\left(\mu_{0, j} \in \mathrm{CI}_{j}(\eta)\right)$ denote the averaged coverage of $\left\{\mathrm{CI}_{j}(\eta)\right\}$ for $\left\{\mu_{0, j}\right\}$. We have the following.

Theorem 4.4. Suppose the same conditions as in Theorem 4.2 (resp. Theorem 4.3) for $\widehat{\eta}^{\mathrm{GCV}}$ (resp. $\widehat{\eta}^{\mathrm{CV}}$ ) hold for some $K>0$. Fix $\alpha \in(0,1 / 4], \delta \in(0,1 / 2], L \geq K / \delta^{2}$ and a small enough $\vartheta \in(0,1 / 50)$. There exist a constant $C=C(K, L, \delta, \vartheta)>0$ and a measurable set $\mathcal{U}_{\delta, \vartheta} \subset B_{n}(1) \backslash B_{n}(\delta)$ with $\operatorname{vol}\left(\mathcal{U}_{\delta, \vartheta}\right) / \operatorname{vol}\left(B_{n}(1) \backslash B_{n}(\delta)\right) \geq$ $1-C e^{-n^{\theta} / C}$, such that the CI length and the averaged coverage satisfy

$$
\begin{aligned}
\sup _{\mu_{0} \in \mathcal{U}}^{\mathcal{U}_{\delta, \vartheta}} & \left\{\mathbb{P}\left(\sqrt{n} z_{\alpha / 2}^{-1} \cdot \max _{j \in[n]}| | \mathrm{CI}_{j}\left(\widetilde{\eta}_{L}^{\#}\right)\left|-\min _{\eta \in \Xi_{L}}\right| \mathrm{CI}_{j}(\eta) \mid \geq C \mathcal{E}_{n}^{\#}\right)\right. \\
& \left.\vee \mathbb{P}\left(\left|\mathscr{C}^{\mathrm{dR}}\left(\widehat{\eta}_{L}^{\#}\right)-(1-\alpha)\right| \geq C\left(\mathcal{E}_{n}^{\#}\right)^{1 / 4}\right)\right\} \leq C \mathfrak{p}_{n}^{\#} .
\end{aligned}
$$

Here for $\# \in\{\mathrm{GCV}, \mathrm{CV}\}$, the quantities $\mathcal{E}_{n}^{\#}, \mathfrak{p}_{n}^{\#}$ are defined via

|  | $\mathcal{E}_{n}^{\#}$ | $\mathfrak{p}_{n}^{\#}$ |
| :---: | :---: | :---: |
| $\#=\mathrm{GCV}$ | $n^{-\vartheta}$ | $n^{-1 / 7}$ |
| $\#=\mathrm{CV}$ | $k^{-1} \sum_{\ell \in[k]} m_{\ell}^{-(1-\delta) / 2}+k^{-1}+n^{-\vartheta}$ | $\left(1+\mathcal{L}_{\left\{m_{\ell}\right\}}\right) \cdot n^{-1 / 7}$ |

An interesting and somewhat non-standard special case of the above theorem is the noiseless setting $\sigma_{\xi}^{2}=0$ in the overparametrized regime $\phi^{-1}>1$. In this case, exact recovery of $\mu_{0}$ is impossible and our CI's above provide a precise scheme for partial recovery of $\mu_{0}$. Moreover, as the effective noise $\phi \gamma_{\eta, *}^{2}(0)=\bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}(\eta)$, Theorem 3.2 and Proposition 3.3 suggest that $\eta \mapsto \gamma_{\eta, *}^{2}(0)$ is approximately minimized at $\eta=0$ for 'most' $\mu_{0}$ 's. This means that, in this noiseless case, the length of the adaptively tuned CIs is also approximately minimized at the interpolation regime for 'most' $\mu_{0}$ 's.

Remark 5. The debiased Ridge estimator $\widehat{\mu}_{\eta}^{\mathrm{dR}}$ in (4.6) takes a slightly non-standard form, which allows for interpolation $\eta=0$ when $\phi^{-1}>1$. To see its equivalence to the standard debiased form, for any $\eta>0$, using the KKT condition $\widehat{\mu}_{\eta}=$ $X^{\top}\left(Y-X \widehat{\mu}_{\eta}\right) /(n \eta)$ and the calculation in (2.4),

$$
\widehat{\mu}_{\eta}^{\mathrm{dR}}=\widehat{\mu}_{\eta}+\frac{\tau_{\eta, *}}{n \eta} \cdot \Sigma^{-1} \widehat{\mu}_{\eta} \stackrel{\mathbb{P}}{\approx} \widehat{\mu}_{\eta}+\frac{\widehat{\tau}_{\eta}}{n \eta} \cdot \Sigma^{-1} X^{\top}\left(Y-X \widehat{\mu}_{\eta}\right)=\widehat{\mu}_{\eta}+\frac{\Sigma^{-1} X^{\top}\left(Y-X \widehat{\mu}_{\eta}\right)}{m-\operatorname{df}\left(\widehat{\mu}_{\eta}\right)}
$$

The form in the right hand side of the above display matches the standard form of the debiased Ridge estimator, cf. [BZ23, Eqn. (3.15)].

## 5. Some illustrative simulations

In this section, we provide some illustrative numerical simulations to validate some of the developed theoretical results. In particular, we focus on:
(1) the phase transitions on the optimality of interpolation in Section 3;
(2) the effectiveness of cross-validation methods in Section 4.
5.1. Common numerical settings. We set $\Sigma=1.99 \cdot I_{n}+0.01 \cdot 1_{n} 1_{n}^{\top}$, with $1_{n}$ representing an $n$-dimensional all one vector. The random design matrix $Z$ and the error $\xi$ are both generated by $t$-distribution with 10 degrees of freedom, scaled by $\sqrt{0.8}$. This scaling choice ensures that $Z_{i j}$ and $\xi_{i}$ have mean zero and variance one. The concrete choice of the signal dimension $n$, the sample size $m$, and $\mu_{0}$ will be specified later.
5.2. Validation of the phase transitions in Theorem 3.4. First, we use $m=100$, $n=200$, and a unit $\mu_{0}$ chosen randomly (but fixed afterwards) from the sphere $\partial B_{n}(1)$, and we plot both the theoretical risk curve $\eta \mapsto \bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\#}$ and the empirical risk curve $\eta \mapsto R_{\left(\Sigma, \mu_{0}\right)}^{\#}$ for all $\# \in\{$ pred, est, in\}. The left panel of Figure 1 reports the outcome of this simulation with noise level $\sigma_{\xi}^{2}=1$ and $\mathrm{SNR}_{\mu_{0}}^{-1}=1$, while the middle panel of the same figure reports the noiseless case $\sigma_{\xi}^{2}=0$ with $\mathrm{SNR}_{\mu_{0}}^{-1}=$ 0 . These plots show excellent agreements with the theory in Theorem 3.4 in that


Figure 1. Validation of the phase transitions in Theorem 3.4. The theoretical risks $\bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta)$ are computed by solving (2.1); the empirical risks $R_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta)$ are computed via the Monte Carlo simulation over 200 repetitions. Left panel: Noisy case with minimal empirical risks attained at $\eta_{*}=\mathrm{SNR}_{\mu_{0}}^{-1}=1$ (marked with $*$ ). Middle panel: Noiseless case with all risks minimized at the interpolation regime $\eta_{*}=\mathrm{SNR}_{\mu_{0}}^{-1}=0$. Right panel: Differences of the global minimizer of the risk curves and the oracle $\eta_{*}$ are concentrated around 0 over 500 different $\mu_{0}$ 's.
the global minimum of both the theoretical and empirical risk curves are attained roughly at $\eta_{*}=\mathrm{SNR}_{\mu_{0}}^{-1}$.

In order to demonstrate the validity of the aforementioned phenomenon for 'most' $\mu_{0}$ 's as claimed in Theorem 3.4, we uniformly generate 500 different $\mu_{0}$ over $\partial B_{n}(1)$. Next, we discretize $\eta \in[0,1.5]$ into 160 grid points. We then select the optimal value $\eta^{\#}$ by minimizing the empirical prediction, estimation, and in-sample risks. The difference between the chosen empirical optimal $\eta^{\#}$ and the theoretically optimal tuning is depicted in the right panel of Figure 1 through a boxplot of $\eta^{\#}-\eta_{*}$. It is easily seen that the differences for all three risks are highly concentrated around 0 .
5.3. Optimality of (generalized) cross-validation schemes. Next, we investigate the efficacy of two cross validation schemes in Section 4, namely $\widehat{\eta}^{\mathrm{GCV}}$ in (4.3) and $\widehat{\eta}^{\mathrm{CV}}$ in (4.5). We keep the sample size fixed at $m=500$, and allow the signal dimension $n$ to vary so that the aspect ratio $\phi=m / n$ ranges from [0.5, 1.5]. To facilitate the tuning process, we employ 31 equidistant $\eta$ 's within the range of [ $0,1.5$ ]. Moreover, the $k$-fold cross validation scheme $\hat{\eta}^{\mathrm{CV}}$ is carried out with the default choice $k=5$.

To empirically verify Theorem 4.2 and 4.3 , we report in the left panel of Figure 2 the empirical risks $R_{\left(\Sigma, \mu_{0}\right)}^{\#}\left(\bar{\eta}^{\mathrm{GCV}}\right), R_{\left(\Sigma, \mu_{0}\right)}^{\#}\left(\widehat{\eta}^{\mathrm{CV}}\right)$ for all $\# \in$ \{pred, est, in\}. All the empirical risk curves are found to concentrate around their theoretical optimal counterparts $\mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\#}\left(\eta_{*}\right)$. We note again that as $\widehat{\eta}^{\mathrm{GCV}}$ and $\widehat{\eta}^{\mathrm{CV}}$ are designed to tune the prediction risk, it is not surprising that $R_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}\left(\widehat{\eta}^{\mathrm{GCV}}\right), R_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}\left(\widehat{\eta}^{\mathrm{CV}}\right)$ concentrate


Figure 2. Validation of GCV, CV in Theorems 4.2-4.4. The empirical risks are computed via the Monte Carlo average over 100 repetitions. Left panel: Comparison between empirical risks and theoretical risks for $*=\mathrm{GCV}$ and $\bullet=\mathrm{CV}$ with $k=5$. Middle panel: Averaged coverage $\mathscr{C}^{\mathrm{dR}}\left(\bar{\eta}^{\#}\right)$ for $\# \in\{\mathrm{GCV}, \mathrm{CV}\}$ and the oracle $\mathscr{C}^{\mathrm{dR}}\left(\eta_{*}\right)$. Right panel: Length of the confidence intervals $\mathrm{CI}_{1}\left(\bar{\eta}^{\#}\right)$ for $\# \in\{\mathrm{GCV}, \mathrm{CV}\}$ and the oracle $\mathrm{CI}_{1}\left(\eta_{*}\right)$.
around $\mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}\left(\eta_{*}\right)$. The major surprise appears to be that $\widehat{\eta}^{\mathrm{GCV}}$ and $\widehat{\eta}^{\mathrm{CV}}$ also provide optimal tuning for estimation and in-sample risks, both theoretically validated in our Theorems 4.2 and 4.3 and empirically confirmed here.

To empirically verify Theorem 4.4, we report in the middle and right panels of Figure 2 the averaged coverage and length for the $95 \%$-debiased Ridge CI's with cross-validation, namely $\left\{\mathrm{CI}_{j}\left(\widehat{\eta}^{\#}\right)\right\}$ for $\# \in\{\mathrm{GCV}, \mathrm{CV}\}$, and with oracle tuning $\eta_{*}=\mathrm{SNR}_{\mu_{0}}^{-1}$. For the middle panel, we observe that adaptive tuning via $\widehat{\eta}^{\mathrm{GCV}}$ and $\widehat{\eta}^{\mathrm{CV}}$ both provide approximate nominal coverage for a moderate sample size $m$ and signal dimension $n$. For the right panel, as the lengths of $\left\{\mathrm{CI}_{j}\left(\widehat{\eta}^{\#}\right)\right\}$ are solely determined by $\widehat{\gamma}_{\bar{\eta}^{\#}}$, we report here only the length of $\mathrm{CI}_{1}\left(\widehat{\eta}^{\#}\right)$. We observe that the CI length for both $\mathrm{CI}_{1}\left(\widetilde{\eta}^{\mathrm{GCV}}\right), \mathrm{CI}_{1}\left(\widetilde{\eta}^{\mathrm{CV}}\right)$ are also in excellent agreement to the oracle length across different aspect ratios.

## 6. Proof outlines

6.1. Technical tools. The main technical tool we use for the proof of Theorem 2.3 is the following version of convex Gaussian min-max theorem, taken from [MM21, Corollary G.1].

Theorem 6.1 (Convex Gaussian Min-Max Theorem). Suppose $D_{u} \in \mathbb{R}^{n_{1}+n_{2}}, D_{v} \in$ $\mathbb{R}^{m_{1}+m_{2}}$ are compact sets, and $Q: D_{u} \times D_{v} \rightarrow \mathbb{R}$ is continuous. Let $G=$ $\left(G_{i j}\right)_{i \in\left[n_{1}\right], j \in\left[m_{1}\right]}$ with $G_{i j}$ 's i.i.d. $\mathcal{N}(0,1)$, and $g \sim \mathcal{N}\left(0, I_{n_{1}}\right), h \sim \mathcal{N}\left(0, I_{m_{1}}\right)$ be independent Gaussian vectors. For $u \in \mathbb{R}^{n_{1}+n_{2}}, v \in \mathbb{R}^{m_{1}+m_{2}}$, write $u_{1} \equiv u_{\left[n_{1}\right]} \in \mathbb{R}^{n_{1}}, v_{1} \equiv$ $v_{\left[m_{1}\right]} \in \mathbb{R}^{m_{1}}$. Define

$$
\Phi^{p}(G)=\min _{u \in D_{u}} \max _{v \in D_{v}}\left(u_{1}^{\top} G v_{1}+Q(u, v)\right),
$$

$$
\Phi^{a}(g, h)=\min _{u \in D_{u}} \max _{v \in D_{v}}\left(\left\|v_{1}\right\| g^{\top} u_{1}+\left\|u_{1}\right\| h^{\top} v_{1}+Q(u, v)\right)
$$

Then the following hold.
(1) For all $t \in \mathbb{R}, \mathbb{P}\left(\Phi^{p}(G) \leq t\right) \leq 2 \mathbb{P}\left(\Phi^{a}(g, h) \leq t\right)$.
(2) If $(u, v) \mapsto u_{1}^{\top} G v_{1}+Q(u, v)$ satisfies the conditions of Sion's min-max theorem for the pair $\left(D_{u}, D_{v}\right)$ a.s. (for instance, $D_{u}, D_{v}$ are convex, and $Q$ is convexconcave), then for any $t \in \mathbb{R}, \mathbb{P}\left(\Phi^{p}(G) \geq t\right) \leq 2 \mathbb{P}\left(\Phi^{a}(g, h) \geq t\right)$.

Clearly, $\geq$ (resp. $\leq$ ) in (1) (resp. (2)) can be replaced with $>$ (resp $<$ ). In the proofs below, we shall assume without loss of generality that $G, g, h$ are independent Gaussian matrix/vectors defined on the same probability space.

As mentioned above, the CGMT above has been utilized for deriving precise risk/distributional asymptotics for a number of canonical statistical estimators across various important models; we only refer the readers to [TOH15, TAH18, SAH19, LGC ${ }^{+}$21, CMW22, DKT22, Han22, LS22, WWM22, ZZY22, MRSY23] for some selected references.
6.2. Reparametrization and further notation. Consider the reparametrization

$$
w=\Sigma^{1 / 2}\left(\mu-\mu_{0}\right), \quad \widehat{w}_{\eta ; Z} \equiv \Sigma^{1 / 2}\left(\widehat{\mu}_{\eta ; Z}-\mu_{0}\right) .
$$

Then with

$$
\begin{equation*}
F(w) \equiv F_{\left(\Sigma, \mu_{0}\right)}(w)=\frac{1}{2}\left\|\mu_{0}+\Sigma^{-1 / 2} w\right\|^{2}, \tag{6.1}
\end{equation*}
$$

we have the following reparametrized version of $\widehat{\mu}_{\eta ; z}$ :

$$
\widehat{w}_{\eta ; Z}= \begin{cases}\arg \min _{w \in \mathbb{R}^{n}}\{F(w): Z w=\xi\}, & \eta=0 ; \\ \arg \min _{w \in \mathbb{R}^{n}}\left\{F(w)+\frac{1}{\eta} \cdot \frac{1}{2 n}\|Z w-\xi\|^{2}\right\}, & \eta>0 .\end{cases}
$$

Next we give some further notation for cost functions. Let for $\eta \geq 0$,

$$
\begin{align*}
h_{\eta ; Z}(w, v) & \equiv \frac{1}{\sqrt{n}}\langle v, Z w-\xi\rangle+F(w)-\frac{\eta\|v\|^{2}}{2}, \\
\ell_{\eta}(w, v) & \equiv \frac{1}{\sqrt{n}}(-\|v\|\langle g, w\rangle+\|w\|\langle h, v\rangle-\langle v, \xi\rangle)+F(w)-\frac{\eta\|v\|^{2}}{2}, \tag{6.2}
\end{align*}
$$

and for $L_{v} \in[0, \infty]$,

$$
\begin{align*}
H_{\eta ; Z}\left(w ; L_{v}\right) & \equiv \max _{v \in B_{n}\left(L_{v}\right)} h_{\eta ; Z}(w, v) \equiv \max _{v \in B_{n}\left(L_{v}\right)}\left\{\frac{\langle v, Z w-\xi\rangle}{\sqrt{n}}+F(w)-\frac{\eta\|v\|^{2}}{2}\right\},  \tag{6.3}\\
L_{\eta}\left(w ; L_{v}\right) & \equiv \max _{v \in B_{n}\left(L_{v}\right)} \ell_{\eta}(w, v)=\max _{\beta \in\left[0, L_{v}\right]}\left\{\frac{\beta}{\sqrt{n}}(\| \| w\|h-\xi\|-\langle g, w\rangle)+F(w)-\frac{\eta \beta^{2}}{2}\right\} .
\end{align*}
$$

We shall simply write $H_{\eta ; Z}(\cdot)=H_{\eta ; Z}(\cdot ; \infty)$ and $L_{\eta}(\cdot)=L_{\eta}(\cdot ; \infty)$. When $Z=G$, we sometimes write $h_{\eta ; G}=h_{\eta}$ and $H_{\eta ; G}=H_{\eta}$ for simplicity of notation.

Let the empirical noise $\sigma_{m}^{2}$ and its modified version be

$$
\begin{equation*}
\sigma_{m}^{2} \equiv \frac{\|\xi\|^{2}}{\|h\|^{2}}, \quad \sigma_{ \pm}^{2}\left(L_{w}\right) \equiv\left(\sigma_{m}^{2} \pm 2 L_{w} \frac{|\langle h, \xi\rangle|}{\|h\|^{2}}\right)_{+} . \tag{6.4}
\end{equation*}
$$

Finally we define $D_{\eta, \pm}$ and its deterministic version $\overline{\mathrm{D}}_{\eta}$ as follows:

$$
\begin{align*}
\mathrm{D}_{\eta, \pm}(\beta, \gamma) & \equiv \frac{\beta}{2}\left(\gamma\left(\phi e_{h}^{2}-e_{g}^{2}\right)+\frac{\sigma_{ \pm}^{2}}{\gamma}\right)-\frac{\eta \beta^{2}}{2}+\mathrm{e}_{F}\left(\frac{\gamma}{\sqrt{n}} g ; \frac{\gamma}{\beta}\right), \\
\overline{\mathrm{D}}_{\eta}(\beta, \gamma) & =\frac{\beta}{2}\left(\gamma(\phi-1)+\frac{\sigma_{\xi}^{2}}{\gamma}\right)-\frac{\eta \beta^{2}}{2}+\mathbb{E} \mathrm{e}_{F}\left(\frac{\gamma}{\sqrt{n}} g ; \frac{\gamma}{\beta}\right) . \tag{6.5}
\end{align*}
$$

Here recall $\mathrm{e}_{F}$ is the Moreau envelope of $F$ in (6.1). Note that $\mathrm{D}_{\eta, \pm}$ depends on the choice of $L_{w}$, but for notational convenience we drop this dependence here.
6.3. Proof outline for Theorem $\mathbf{2 . 3}$ for $\eta=0$. We shall outline below the main steps for the proof of Theorem 2.3 for $\eta=0$ in the regime $\phi^{-1}>1$ under a stronger condition $\left\|\Sigma^{-1}\right\|_{\mathrm{op}} \lesssim 1$. The high level strategy of the proof shares conceptual similarities to [MM21, CMW22], but the details differ significantly.
(Step 1: Localization of the primal optimization). In this step, we show that for $L_{w}, L_{v}>0$ such that $L_{w} \wedge L_{v} \gtrsim 1$, with high probability (w.h.p.),

$$
\begin{equation*}
\min _{w \in B_{n}\left(L_{w}\right)} H_{0}\left(w ; L_{v}\right)=\min _{w \in \mathbb{R}^{n}} H_{0}(w) . \tag{6.6}
\end{equation*}
$$

A formal statement of the above localization can be found in Proposition 9.1. The key point here is that despite $\min _{w} H_{0}(w)$ optimizes a deterministic function with a random constraint, it can be efficiently rewritten (in a probabilistic sense) in a minimax form indexed by compact sets that facilitate the application of the convex Gaussian min-max Theorem 6.1.
(Step 2: Characterization of the Gordon cost optimum). In this step, we show that a suitably localized version of $\min _{w} L_{0}(w)$ concentrates around some deterministic quantity involving the function $\overline{\mathrm{D}}_{0}$ in (6.5). In particular, we show in Theorem 9.2 that for $L_{w}, L_{v} \asymp 1$ chosen large enough, w.h.p.,

$$
\begin{equation*}
\min _{w \in B_{n}\left(L_{w}\right)} L_{0}\left(w ; L_{v}\right) \approx \max _{\beta>0} \min _{\gamma>0} \overline{\mathrm{D}}_{0}(\beta, \gamma) . \tag{6.7}
\end{equation*}
$$

The proof of (6.7) is fairly involved, as the minimax problem $\min _{w} L_{0}(w)=$ $\min _{w} \max _{v} \ell_{0}(w, v)$ (and its suitably localized versions) cannot be computed exactly. We get around this technical issue by the following bracketing strategy:

- (Step 2.1). We show in Proposition 9.3 that for the prescribed choice of $L_{w}, L_{v}$, w.h.p., both

$$
\max _{\beta>0} \min _{\gamma>0} \mathrm{D}_{0,-}(\beta, \gamma) \leq \min _{w \in B_{n}\left(L_{w}\right)} L_{0}\left(w ; L_{v}\right) \leq \max _{\beta>0} \min _{\gamma>0} \mathrm{D}_{0,+}(\beta, \gamma),
$$

and the localization

$$
\max _{\beta>0} \min _{\gamma>0} \mathrm{D}_{0, \pm}(\beta, \gamma)=\max _{1 / C \leq \beta \leq C} \min _{1 / C \leq \gamma \leq C} \mathrm{D}_{0, \pm}(\beta, \gamma)
$$

hold for some large $C>0$.

- (Step 2.2). We show in Proposition 9.4 that for localized minimax problems, we may replace $D_{0, \pm}$ by $\bar{D}_{0, \pm}$ : w.h.p.,

$$
\max _{1 / C \leq \beta \leq C} \min _{1 / C \leq \gamma \leq C} \mathrm{D}_{0, \pm}(\beta, \gamma) \approx \max _{1 / C \leq \beta \leq C} \min _{1 / C \leq \gamma \leq C} \overline{\mathrm{D}}_{0}(\beta, \gamma) .
$$

- (Step 2.3). We show in Proposition 9.5 that (de)localization holds for the (deterministic) max-min optimization problem with $\overline{\mathrm{D}}_{0}$ :

$$
\max _{\beta>0} \min _{\gamma>0} \overline{\mathrm{D}}_{0}(\beta, \gamma)=\max _{1 / C \leq \beta \leq C} \min _{1 / C \leq \gamma \leq C} \overline{\mathrm{D}}_{0}(\beta, \gamma) .
$$

Combining the above Steps 2.1-2.3 yields (6.7). An important step to prove the (de)localization claims above is to derive apriori estimates for the solutions of the fixed point equation (2.1) and its sample version, to be defined in (8.12). These estimates will be detailed in Section 8.
(Step 3: Locating the global minimizer of the Gordon objective). In this step, we show that a suitably localized version of the Gordon objective $w \mapsto L_{0}(w)$ attains its global minimum approximately at $w_{0, *} \equiv \Sigma^{1 / 2}\left(\widetilde{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\text {seq }}\left(\gamma_{0, *} ; \tau_{0, *}\right)-\mu_{0}\right)$ in the following sense. For any $\varepsilon>0$ and any $g: \mathbb{R}^{n} \rightarrow \mathbb{R}$ that is 1 -Lipschitz with respect to $\|\cdot\|_{\Sigma^{-1}}$, let $D_{0 ; \varepsilon}(\mathrm{g}) \equiv\left\{w \in \mathbb{R}^{n}:\left|\mathrm{g}(w)-\mathbb{E} \mathrm{g}\left(w_{0, *}\right)\right| \geq \varepsilon\right\}$ be the 'exceptional set'. We show in Theorem 9.6 that again for $L_{w}, L_{v} \asymp 1$ chosen large enough, w.h.p.,

$$
\begin{equation*}
\min _{w \in D_{0 ; ;}(\mathrm{g}) \cap B_{n}\left(L_{w}\right)} L_{0}\left(w ; L_{v}\right) \geq \max _{\beta>0} \min _{\gamma>0} \overline{\mathrm{D}}_{0}(\beta, \gamma)+\Omega_{\varepsilon}(1) . \tag{6.8}
\end{equation*}
$$

The main challenge in proving (6.8) is partly attributed to the possible violation of strong convexity of the map $w \mapsto L_{0}\left(w ; L_{v}\right)$, due to the necessity of working with non-Gaussian $\xi$ 's. We will get around this technical issue in similar spirit to Step 2 by another bracketing strategy. In particular:

- (Step 3.1). In Lemma 9.7, we will use surrogate, strongly convex functions $L_{0, \pm}\left(\cdot ; L_{v}\right)$, formally defined in (9.16), to provide a sufficiently tight bracket for $L_{0}\left(\cdot ; L_{v}\right)$ over large enough compact sets.
- (Step 3.2). In Proposition 9.8, we show that the minimizers of $w \mapsto L_{0, \pm}\left(\cdot ; L_{v}\right)$ can be computed exactly and are close enough to $w_{0, *}$.
- (Step 3.3). In Proposition 9.9, combined with the tight bracketing and certain apriori estimates, we then conclude that all minimizers of $w \mapsto L_{0}\left(\cdot ; L_{v}\right)$ must be close to $w_{0, *}$.
With all the above steps, finally we prove (6.8) by (i) using the proximity of $L_{0}$ and its surrogate $L_{0, \pm}$ and (ii) exploiting the strong convexity of $L_{0, \pm}$.
(Step 4: Putting pieces together and establishing uniform guarantees). In this final step, we shall use the convex Gaussian min-max theorem to translate the estimates (6.7) in Step 2 and (6.8) in Step 3 to their counterparts with primal cost function $H_{0}$. For the global cost optimum, with the help of the localization in (6.6), by choosing $L_{w}, L_{v} \asymp 1$, we have w.h.p.,

$$
\min _{w \in \mathbb{R}^{n}} H_{0}(w) \stackrel{(6.6)}{=} \min _{w \in B_{n}\left(L_{w}\right)} H_{0}\left(w ; L_{v}\right) \stackrel{\mathbb{P}}{\approx} \min _{w \in B_{n}\left(L_{w}\right)} L_{0}\left(w ; L_{v}\right) \stackrel{(6.7)}{\approx} \max _{\beta>0} \min _{\gamma>0} \overline{\mathrm{D}}_{0}(\beta, \gamma) .
$$

For the cost over the exceptional set, we have w.h.p.,

$$
\begin{aligned}
\min _{w \in D_{0 ; \varepsilon}(\mathrm{g}) \cap B_{n}\left(L_{w}\right)} H_{0}(w) & \geq \min _{w \in D_{0 ; ;}(\mathrm{g}) \cap B_{n}\left(L_{w}\right)} H_{0}\left(w ; L_{v}\right) \\
& \stackrel{\mathbb{P}}{\geq} \min _{w \in D_{0 ; ;}(\mathrm{g}) \cap B_{n}\left(L_{w}\right)} L_{0}\left(w ; L_{v}\right) \stackrel{(6.8)}{\geq} \max _{\beta>0} \min _{\gamma>0} \overline{\mathrm{D}}_{0}(\beta, \gamma)+\Omega_{\varepsilon}(1) .
\end{aligned}
$$

Combining the above two displays, we then conclude that w.h.p., $\widehat{w}_{0} \notin D_{0 ; \varepsilon}(\mathrm{g}) \cap$ $B_{n}\left(L_{w}\right)$. Finally using apriori estimate on $\left\|\widehat{w}_{0}\right\|$ we may conclude that w.h.p., $\widehat{w}_{0} \notin$ $D_{0 ; \varepsilon}(\mathrm{g})$, i.e., $\left|\mathrm{g}\left(\widehat{w}_{0}\right)-\mathbb{E} \mathrm{g}\left(w_{0, *}\right)\right| \leq \varepsilon$.

The uniform guarantee in $\eta$ is then proved by (i) extending the above arguments to include any positive $\eta>0$, and (ii) establishing (high probability) Lipschitz continuity (w.r.t. $\|\cdot\|_{\Sigma^{-1}}$ ) of the maps $\eta \mapsto \widehat{w}_{\eta}$ and $\eta \mapsto w_{\eta, *}$.

Details of the above outline are implemented in Section 9.
6.4. Proof outline for Theorem 2.4 for $\eta=0$. The main tool we will use to prove the universality Theorem 2.4 is the following set of comparison inequalities developed in [HS22]: Suppose $Z$ matches the first two moments of $G$, and possesses enough high moments. Then for any measurable sets $\mathcal{S}_{w} \subset$ $\left[-L_{n} / \sqrt{n}, L_{n} / \sqrt{n}\right]^{n}, \mathcal{S}_{v} \subset\left[-L_{n} / \sqrt{n}, L_{n} / \sqrt{n}\right]^{m}$, and any smooth test function T : $\mathbb{R} \rightarrow \mathbb{R}$ (standardized with derivatives of order 1 in $\|\cdot\|_{\infty}$ ),

$$
\begin{array}{r}
\left|\mathbb{E} \mathrm{T}\left(\min _{w \in \mathcal{S}_{w}} \max _{v \in \mathcal{S}_{v}} h_{\eta ; \mathrm{Z}}(w, v)\right)-\mathbb{E} \mathrm{T}\left(\min _{w \in \mathcal{S}_{w}} \max _{v \in \mathcal{S}_{v}} h_{\eta ; G}(w, v)\right)\right| \leq \mathrm{r}_{n}\left(L_{n}\right), \\
\left|\mathbb{E} \mathrm{T}\left(\min _{w \in \mathcal{S}_{w}} H_{\eta ; \mathrm{Z}}(w)\right)-\mathbb{E} \mathrm{T}\left(\min _{w \in \mathcal{S}_{w}} H_{\eta ; G}(w)\right)\right| \leq \mathrm{r}_{n}\left(L_{n}\right) . \tag{6.9}
\end{array}
$$

Here $\mathrm{r}_{n}\left(L_{n}\right) \rightarrow 0$ for $L_{n}=n^{\vartheta}$ with sufficiently small $\vartheta>0$. The readers are referred to Theorems 10.1 and 10.2 for a precise statement of (6.9).

An important technical subtlety here is that while the first inequality in (6.9) holds down to $\eta=0$, the second inequality does not. This is so because $\min _{w} H_{0 ; Z}(w)$, which minimizes a deterministic function under a random constraint due to the unbounded constraint in the maximization of $v$, is qualitatively different from $\min _{w} H_{\eta ; Z}(w)$ for any $\eta>0$.

Now we shall sketch how the comparison inequalities (6.9) lead to universality.
(Step 1: Universality of the global cost optimum). In this step, we shall use the first inequality in (6.9) to establish the universality of the global Gordon cost:

$$
\begin{equation*}
\min _{w \in \mathbb{R}^{n}} H_{0 ; Z}(w)=\min _{w \in \mathbb{R}^{n}} \max _{v \in \mathbb{R}^{m}} h_{0 ; Z}(w, v) \stackrel{\mathbb{P}}{\approx} \min _{w \in \mathbb{R}^{n}} \max _{v \in \mathbb{R}^{m}} h_{0 ; G}(w, v) . \tag{6.10}
\end{equation*}
$$

See Theorem 10.4 for a formal statement of (6.10).
The crux to establish (6.10) via the first inequality of (6.9) is to show that, the ranges of the minimum and the maximum of $\min _{w} \max _{v} h_{0 ; Z}(w, v)$ can be localized into an $L_{\infty}$ ball of order close to $O(1 / \sqrt{n})$. This amounts to showing that the stationary points ( $\widehat{w}_{0 ; Z}, \widehat{v}_{0} ; z$ ), where $\widehat{w}_{\eta ; Z}=\Sigma^{1 / 2}\left(\widehat{\mu}_{\eta ; Z}-\mu_{0}\right)$ and $\widehat{v}_{\eta ; Z}=-n^{-1 / 2}\left(X X^{\top} / n+\eta I_{m}\right)^{-1} Y$ (cf. Eqn. (10.3)), are delocalized. We prove such delocalization properties in Proposition 10.3 for 'most' $\mu_{0} \in B_{n}(1)$.
(Step 2: Universality of the cost over exceptional sets). In this step, we shall use the second inequality in (6.9) to establish the universality of the Gordon cost over exceptional sets $D_{0 ; \varepsilon}(\mathrm{g})$. In particular, we show in Theorem 10.5 that with $L_{n}=C n^{\vartheta}$ for sufficiently small $\vartheta>0$ and a large enough $C_{0}>0$, w.h.p.,

$$
\begin{equation*}
\min _{w \in D_{0 ; ;}(\mathrm{g}) \cap B_{(2, \infty)}\left(C_{0}, \frac{L_{n}}{\sqrt{n}}\right)} H_{0 ; Z}(w) \geq \max _{\beta>0} \min _{\gamma>0} \bar{D}_{0}(\beta, \gamma)+\Omega_{\varepsilon}(1) . \tag{6.11}
\end{equation*}
$$

Here $B_{(2, \infty)}\left(C_{0}, L_{n} / \sqrt{n}\right)=B_{n}\left(C_{0}\right) \cap L_{\infty}\left(L_{n} / \sqrt{n}\right)$. As mentioned above, a technical difficulty to apply the second inequality of (6.9) rests in its singular behavior near the interpolation regime $\eta=0$. Also, we note that for a general exceptional set $D_{0 ; \varepsilon}(\mathrm{g})$, the maximum over $v$ in $\min _{w \in D_{0 ; \varepsilon}(\mathrm{g})} H_{0 ; Z}(w)=\min _{w \in D_{0 ; \varepsilon}(\mathrm{g})} \max _{v} h_{0 ; Z}(w, v)$ need not be delocalized, so the first inequality of (6.9) cannot be applied. This singularity issue will be resolved in two steps:

- (Step 2.1). First, we use the second inequality of (6.9) to show that, (6.11) is valid for a version with small enough $\eta>0$ :

$$
\mathbb{P}\left(\min _{w \in D_{\eta ; \varepsilon}(\mathrm{g}) \cap B_{(2, \infty)}\left(C_{0}, \frac{L_{n}}{\sqrt{n}}\right)} H_{\eta ; Z}(w) \geq \max _{\beta>0} \min _{\gamma>0} \overline{\mathrm{D}}_{\eta}(\beta, \gamma)+\Omega_{\varepsilon}(1)\right) \geq 1-c_{\eta} \cdot \mathfrak{o}(1)
$$

See (10.15) for a precise statement. As expected, $c_{\eta}$ blows up as $\eta \downarrow 0$.

- (Step 2.2). Next, by using the 'stability' of the set $D_{\eta ; \varepsilon}(\mathrm{g})$ (cf. Lemma 10.6) and $\max _{\beta>0} \min _{\gamma>0} \bar{D}_{\eta}(\beta, \gamma)$ (cf. Eqn. (9.13)) with respect to $\eta$, for a small enough $\eta>0$, we have the following series of inequalities:

$$
\begin{aligned}
& \min _{w \in D_{0 ; \varepsilon}(\mathrm{g}) \cap B_{(2, \infty)}\left(C_{0}, \frac{L_{n}}{\sqrt{n}}\right)} H_{0 ; Z}(w) \\
& \left.\geq \min _{w \in D_{0 ; \varepsilon}(\mathrm{g}) \cap B_{(2, \infty)}\left(C_{0}, \frac{L_{n}}{\sqrt{n}}\right)} H_{\eta ; Z}(w) \quad \text { (by definition of } H_{\eta ; Z}\right) \\
& \geq \min _{w \in D_{\eta ; \varepsilon_{\eta}}(\mathrm{g}) \cap B_{(2, \infty)}\left(C_{0}, \frac{L_{n}}{\sqrt{n}}\right)} H_{\eta ; Z}(w) \quad\left(\varepsilon_{\eta} \approx \varepsilon\right. \text { by Lemma 10.6) } \\
& \mathbb{P} \max _{\beta>0} \min _{\gamma>0} \overline{\mathrm{D}}_{\eta}(\beta, \gamma)+\Omega_{\varepsilon}(1) \quad \text { (by Step 2.1 above) } \\
& \geq \max _{\beta>0} \min _{\gamma>0} \overline{\mathrm{D}}_{0}(\beta, \gamma)-O(\eta)+\Omega_{\varepsilon}(1) \quad \text { (by Eqn. (9.13)). }
\end{aligned}
$$

Now for a given $\varepsilon>0$, we may choose $\eta>0$ small enough so that the term $-O(\eta)$ is absorbed into $\Omega_{\varepsilon}(1)$, and therefore concluding (6.11).
A complete proof of the above outline is detailed in Section 10.

## 7. Proof preliminaries

7.1. Some properties of $\mathrm{e}_{F}$ and $\operatorname{prox}_{F}$. We write $g_{n} \equiv g / \sqrt{n}$ in this subsection. First we give an explicit expression for $\mathbb{E} \operatorname{err}_{\left(\Sigma, \mu_{0}\right)}(\gamma ; \tau)$ and $\mathbb{E} \operatorname{dof}_{\left(\Sigma, \mu_{0}\right)}(\gamma ; \tau)$.

Lemma 7.1. For any $(\gamma, \tau) \in(0, \infty)^{2}$,

$$
\begin{aligned}
& \mathbb{E} \operatorname{err}_{\left(\Sigma, \mu_{0}\right)}(\gamma ; \tau)=\tau^{2}\left\|(\Sigma+\tau I)^{-1} \Sigma^{1 / 2} \mu_{0}\right\|^{2}+\gamma^{2} \cdot n^{-1} \operatorname{tr}\left(\Sigma^{2}(\Sigma+\tau I)^{-2}\right) \\
& \left.\mathbb{E} \operatorname{dof}_{\left(\Sigma, \mu_{0}\right)}\right) \\
& \gamma ; \tau)=\gamma^{2} \cdot n^{-1} \operatorname{tr}\left(\Sigma(\Sigma+\tau I)^{-1}\right)
\end{aligned}
$$

Proof. Using the closed-form of $\widehat{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}}$, we may compute

$$
\begin{equation*}
\Sigma^{1 / 2}\left(\widehat{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\operatorname{seq}}(\gamma ; \tau)-\mu_{0}\right)=(\Sigma+\tau I)^{-1} \Sigma^{1 / 2}\left(-\tau \mu_{0}+\gamma \Sigma^{1 / 2} g_{n}\right) \tag{7.1}
\end{equation*}
$$

The claims follow from direct calculations.
Next we give explicit expression for $\operatorname{prox}_{F}\left(\gamma g_{n} ; \tau\right)$ and $\mathrm{e}_{F}\left(\gamma g_{n} ; \tau\right)$.

Lemma 7.2. It holds that

$$
\begin{aligned}
\operatorname{prox}_{F}\left(\gamma g_{n} ; \tau\right) & =\Sigma^{1 / 2}\left(\widehat{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}}(\gamma ; \tau)-\mu_{0}\right) \\
\mathrm{e}_{F}\left(\gamma g_{n} ; \tau\right) & =\frac{1}{2 \tau}\left\|\Sigma^{1 / 2} \widehat{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}}(\gamma ; \tau)-y_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}}(\gamma)\right\|^{2}+\frac{1}{2}\left\|\widetilde{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}}(\gamma ; \tau)\right\|^{2} .
\end{aligned}
$$

## Furthermore,

$$
\begin{aligned}
\mathbb{E} \mathrm{e}_{F}\left(\gamma g_{n} ; \tau\right)=\frac{1}{2 \tau} & \left(\mathbb{E} \operatorname{err}_{\left(\Sigma, \mu_{0}\right)}(\gamma ; \tau)-2 \mathbb{E} \operatorname{dof}_{\left(\Sigma, \mu_{0}\right)}(\gamma ; \tau)+\gamma^{2}\right) \\
& +\frac{1}{2}\left(\left\|(\Sigma+\tau I)^{-1} \Sigma \mu_{0}\right\|^{2}+\gamma^{2} \cdot \frac{1}{n} \operatorname{tr}\left(\Sigma(\Sigma+\tau I)^{-2}\right)\right) .
\end{aligned}
$$

Proof. The two identities in the first display follows from the definition of $F$. For the second display, note that $\mathbb{E} \mathrm{e}_{F}\left(\gamma g_{n} ; \tau\right)$ is equal to

$$
\frac{1}{2 \tau}\left(\mathbb{E} \operatorname{err}_{\left(\Sigma, \mu_{0}\right)}(\gamma ; \tau)-2 \mathbb{E} \operatorname{dof}_{\left(\Sigma, \mu_{0}\right)}(\gamma ; \tau)+\gamma^{2}\right)+\frac{1}{2} \mathbb{E}\left\|\tilde{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\operatorname{seq}}(\gamma ; \tau)\right\|^{2}
$$

Using $\mathbb{E}\left\|\widetilde{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\text {seq }}(\gamma ; \tau)\right\|^{2}=\left\|(\Sigma+\tau I)^{-1} \Sigma \mu_{0}\right\|^{2}+\gamma^{2} \cdot n^{-1} \operatorname{tr}\left(\Sigma(\Sigma+\tau I)^{-2}\right)$ to conclude.
The derivative formula below for $\mathrm{e}_{F}$ will be useful.

## Lemma 7.3. It holds that

$$
\nabla_{x} \mathrm{e}_{F}(x ; \tau)=\frac{1}{\tau}\left(x-\operatorname{prox}_{F}(x ; \tau)\right), \quad \partial_{\tau} \mathrm{e}_{F}(x ; \tau)=-\frac{1}{2 \tau^{2}}\left\|x-\operatorname{prox}_{F}(x ; \tau)\right\|^{2}
$$

Proof. See e.g., [TAH18, Lemmas B. 5 and D.1].
Finally we provide a concentration inequality for $\mathrm{e}_{F}\left(\gamma g_{n} ; \tau\right)$.
Proposition 7.4. There exists some universal constant $C>0$ such that

$$
\mathbb{P}\left(\left|\mathrm{e}_{F}\left(\gamma g_{n} ; \tau\right)-\mathbb{E} \mathrm{e}_{F}\left(\gamma g_{n} ; \tau\right)\right| \geq C\left\{v \mathbb{E}^{1 / 2} \mathrm{e}_{F}\left(\gamma g_{n} ; \tau\right) \sqrt{\frac{t}{n}}+v^{2} \cdot \frac{t}{n}\right\}\right) \leq C e^{-t / C}
$$

holds for any $t \geq 0$. Here $v^{2} \equiv v^{2}(\gamma, \tau) \equiv \gamma^{2}\left(\tau\left\|(\Sigma+\tau I)^{-1}\right\|_{\mathrm{op}}^{2}+\left\|(\Sigma+\tau I)^{-1} \Sigma^{1 / 2}\right\|_{\mathrm{op}}^{2}\right)$.
Proof. Using that $\nabla_{g} \widehat{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}}(\gamma ; \tau)=\frac{\gamma}{\sqrt{n}}(\Sigma+\tau I)^{-1} \Sigma^{1 / 2}$ and $\nabla_{g} y^{\mathrm{seq}}(\gamma)=\frac{\gamma}{\sqrt{n}} I$,

$$
\begin{aligned}
\nabla_{g} \mathrm{e}_{F}\left(\gamma g_{n} ; \tau\right)=\frac{1}{\tau} & \cdot \frac{\gamma}{\sqrt{n}}\left((\Sigma+\tau I)^{-1} \Sigma-I\right)\left(\Sigma^{1 / 2} \widehat{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}}(\gamma ; \tau)-y_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}}(\gamma)\right) \\
& +\frac{\gamma}{\sqrt{n}}(\Sigma+\tau I)^{-1} \Sigma^{1 / 2} \nabla_{g} \widehat{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}}(\gamma ; \tau) .
\end{aligned}
$$

This means

$$
\begin{align*}
& \left\|\nabla_{g} \mathrm{e}_{F}\left(\gamma g_{n} ; \tau\right)\right\|^{2} \\
& \leq 2 \gamma^{2} \cdot n^{-1}\left\{\left\|(\Sigma+\tau I)^{-1}\right\|_{\mathrm{op}}^{2}\left\|\Sigma^{1 / 2} \widehat{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}}(\gamma ; \tau)-y_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}}(\gamma)\right\|^{2}\right. \\
& \left.\quad+\left\|(\Sigma+\tau I)^{-1} \Sigma^{1 / 2}\right\|_{\mathrm{op}}^{2}\left\|\nabla_{g} \widehat{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}}(\gamma ; \tau)\right\|^{2}\right\}
\end{aligned} \quad \begin{aligned}
& \leq 4 \gamma^{2} \cdot n^{-1}\left(\tau\left\|(\Sigma+\tau I)^{-1}\right\|_{\mathrm{op}}^{2}+\left\|(\Sigma+\tau I)^{-1} \Sigma^{1 / 2}\right\|_{\mathrm{op}}^{2}\right) \cdot \mathrm{e}_{F}\left(\gamma g_{n} ; \tau\right) .
\end{align*}
$$

From here we may conclude by setting $H(g) \equiv \mathrm{e}_{F}\left(\gamma g_{n} ; \tau\right)$ and $\Gamma^{2} \equiv 4 \gamma^{2} n^{-1}(\tau \|(\Sigma+$ $\left.\tau I)^{-1}\left\|_{\mathrm{op}}^{2}+\right\|(\Sigma+\tau I)^{-1} \Sigma^{1 / 2} \|_{\mathrm{op}}^{2}\right)$ in Proposition B.1.
7.2. Some high probability events. Let

$$
\begin{equation*}
e_{h}^{2}=\|h\|^{2} / m, \quad e_{g}^{2} \equiv\|g\|^{2} / n \tag{7.3}
\end{equation*}
$$

For $M, \delta>0$, consider the event

$$
\begin{aligned}
\mathscr{E}_{0}(M) & \equiv\left\{\left(\|G\|_{\mathrm{op}} / \sqrt{n}\right) \vee\left[\left\|\left(G G^{\top} / n\right)^{-1}\right\|_{\mathrm{op}} \mathbf{1}_{\eta=0}\right] \leq M\right\}, \\
\mathscr{E}_{1,0}(\delta) & \equiv\left\{\left|e_{g}^{2}-1\right| \vee\left|e_{h}^{2}-1\right| \vee\left|n^{-1 / 2}\left\langle\Sigma^{1 / 2} g, \mu_{0}\right\rangle\right| \vee\left|n^{-1}\langle h, \xi\rangle\right| \leq \delta\right\} \\
\mathscr{E}_{1, \xi}(\delta) & \equiv\left\{\left|\left(\|\xi\|^{2} / m\right)-\sigma_{\xi}^{2}\right| \leq \delta\right\} \\
\mathscr{E}_{1}(\delta) & \equiv \mathscr{E}_{1,0}(\delta) \cap \mathscr{E}_{1, \xi}(\delta)
\end{aligned}
$$

Here in the definition of $\mathscr{E}_{0}(M)$, we interpret $\infty \cdot 0=0$. Typically we think of $M \asymp 1$ and $\delta \asymp 1 / \sqrt{n}$.

Lemma 7.5. Fix $\delta \in(0,1 / 2)$ and $L_{w}>0$. Then $\mathscr{E}_{1}(\delta) \subset \mathscr{E}_{2}\left(4\left(\sigma_{\xi}^{2}+1+\phi^{-1} L_{w}\right) \delta, L_{w}\right)$, where $\mathscr{E}_{2}\left(\delta, L_{w}\right) \equiv\left\{\left|\sigma_{ \pm}^{2}\left(L_{w}\right)-\sigma_{\xi}^{2}\right| \leq \delta\right\}$.

Proof. Using the definition of $\sigma_{ \pm}^{2}\left(L_{w}\right)$ in (6.4), on $\mathscr{E}_{1}(\delta)$, we have

$$
\left|\sigma_{ \pm}^{2}\left(L_{w}\right)-\sigma_{\xi}^{2}\right| \leq \frac{\|\xi\|^{2}}{\|h\|^{2}}\left|e_{h}^{2}-1\right|+\left|\frac{\|\xi\|^{2}}{m}-\sigma_{\xi}^{2}\right|+\frac{2 L_{w}|\langle h, \xi\rangle|}{\|h\|^{2}} \leq 4\left(\sigma_{\xi}^{2}+1+\phi^{-1} L_{w}\right) \delta
$$

The claim follows.
Lemma 7.6. Suppose $1 / K \leq \phi^{-1}-\mathbf{1}_{\eta=0} \leq K$. Then there exists some $C=C(K)>0$ such that $\mathbb{P}\left(\mathscr{E}_{0}(C)\right) \geq 1-C e^{-n / C}$.

Proof. The claim for $\|G\|_{\mathrm{op}} / \sqrt{n}$ follows from standard concentration estimates. The claim for $\left\|\left(G G^{\top} / n\right)^{-1}\right\|_{\text {op }}$ follows from, e.g., [RV09, Theorem 1.1].

Lemma 7.7. Suppose $1 / K \leq \phi^{-1} \leq K$, and $\left\|\mu_{0}\right\| \vee\|\Sigma\|_{\mathrm{op}} \leq K$ for some $K>0$, and Assumption $B$ hold with $\sigma_{\xi}^{2}>0$. There exists some constant $C=C\left(K, \sigma_{\xi}\right)>0$ such that for all $t \geq 0$, with $\delta(t, n) \equiv C(\sqrt{t / n}+t / n)$, for $\xi \in \mathscr{E}_{1, \xi}(\delta(t, n))$, we have $\mathbb{P}^{\xi}\left(\mathscr{E}_{1}(\delta(t, n))\right) \geq 1-e^{-t}$.

Proof. The claim follows by standard concentration inequalities.

## 8. Properties of the fixed point equations

### 8.1. The fixed point equation (2.1).

Proposition 8.1. The following hold.
(1) The fixed point equation (2.1) admits a unique solution $\left(\gamma_{\eta, *}, \tau_{\eta, *}\right) \in(0, \infty)^{2}$, for all $(m, n) \in \mathbb{N}^{2}$ when $\eta>0$ and $m<n$ when $\eta=0$.
(2) The following apriori bounds hold:

$$
\begin{aligned}
\frac{1-\phi+\sqrt{(1-\phi)^{2}+4 \mathcal{H}_{\Sigma} \eta}}{2 \mathcal{H}_{\Sigma}} & \leq \tau_{\eta, *}
\end{aligned} \leq \inf _{k \in[0: \min \{m-1, n\}]}\left\{\frac{\sum_{j>k} \lambda_{j}}{m-k}+\frac{n}{m-k} \cdot \eta\right\},
$$

(3) If $1 / K \leq \phi^{-1} \leq K$ and $\|\Sigma\|_{\mathrm{op}} \vee \mathcal{H}_{\Sigma} \leq K$ for some $K>1$, then there exists some $C=C(K)>1$ such that uniformly in $\eta \in \Xi_{K}$,

$$
1 / C \leq \tau_{\eta, *} \leq C, \quad 1 / C \leq(-1)^{q+1} \partial_{\eta}^{q} \tau_{\eta, *} \leq C, \quad q \in\{1,2\}
$$

If furthermore $1 / K \leq \sigma_{\xi}^{2} \leq K$ and $\left\|\mu_{0}\right\| \leq K$, then uniformly in $\eta \in \Xi_{K}$,

$$
1 / C \leq \gamma_{\eta, *} \leq C, \quad\left|\partial_{\eta} \gamma_{\eta, *}\right| \leq C
$$

Proof. We shall write $\left(\gamma_{\eta, *}, \tau_{\eta, *}\right)=\left(\gamma_{*}, \tau_{*}\right)$ for notational simplicity. All the constants in $\lesssim, \gtrsim, \asymp$ below may depend on $K$.
(1). First we prove the existence and uniqueness of $\tau_{*}$. We rewrite the second equation of (2.1) as

$$
\begin{equation*}
\phi=\frac{1}{n} \operatorname{tr}\left(\left(\Sigma+\tau_{*} I\right)^{-1} \Sigma\right)+\frac{\eta}{\tau_{*}}=\frac{1}{n} \sum_{j=1}^{n} \frac{\lambda_{j}}{\lambda_{j}+\tau_{*}}+\frac{\eta}{\tau_{*}} \equiv \mathrm{f}\left(\tau_{*}\right) \tag{8.1}
\end{equation*}
$$

Clearly $f(\tau)$ is smooth, non-increasing, $f(0)=1>\phi$ for $\eta=0$ and $f(0)=\infty$ for $\eta>0$, and $\mathrm{f}(\infty)=0$, so $\tau \mapsto \mathrm{f}(\tau)-\phi$ must admit a unique zero $\tau_{*} \in(0, \infty)$.

Next we prove the existence and uniqueness of $\gamma_{*}$. Using Lemma 7.1, the equation $\phi \gamma_{*}^{2}=\sigma_{\xi}^{2}+\mathbb{E} \operatorname{err}_{\left(\Sigma, \mu_{0}\right)}\left(\gamma_{*} ; \tau_{*}\right)$ reads

$$
\begin{equation*}
\phi=\frac{1}{\gamma_{*}^{2}}\left(\sigma_{\xi}^{2}+\tau_{*}^{2}\left\|\left(\Sigma+\tau_{*} I\right)^{-1} \Sigma^{1 / 2} \mu_{0}\right\|^{2}\right)+\frac{1}{n} \operatorname{tr}\left(\left(\Sigma+\tau_{*} I\right)^{-2} \Sigma^{2}\right) \tag{8.2}
\end{equation*}
$$

As $n^{-1} \operatorname{tr}\left(\left(\Sigma+\tau_{*} I\right)^{-2} \Sigma^{2}\right)<n^{-1} \operatorname{tr}\left(\left(\Sigma+\tau_{*} I\right)^{-1} \Sigma\right) \leq \phi$ by (8.1) and the fact $\tau_{*}>0$, the above equation admits a unique solution $\gamma_{*} \in(0, \infty)$, analytically given by

$$
\begin{equation*}
\gamma_{*}^{2}=\frac{\sigma_{\xi}^{2}+\tau_{*}^{2}\left\|\left(\Sigma+\tau_{*} I\right)^{-1} \Sigma^{1 / 2} \mu_{0}\right\|^{2}}{\phi-\frac{1}{n} \operatorname{tr}\left(\left(\Sigma+\tau_{*} I\right)^{-2} \Sigma^{2}\right)}=\frac{\sigma_{\xi}^{2}+\tau_{*}^{2}\left\|\left(\Sigma+\tau_{*} I\right)^{-1} \Sigma^{1 / 2} \mu_{0}\right\|^{2}}{\frac{\eta}{\tau_{*}}+\frac{\tau_{*}}{n} \operatorname{tr}\left(\left(\Sigma+\tau_{*} I\right)^{-2} \Sigma\right)} \tag{8.3}
\end{equation*}
$$

(2). For the upper bound for $\tau_{*}$, using the equation (8.1), we have

$$
m=n \phi \leq k+\frac{1}{\tau_{*}} \sum_{j>k} \lambda_{j}+\frac{n \eta}{\tau_{*}}, \quad \forall k \in[0: n], k \leq m-1 .
$$

Solving for $\tau_{*}$ yields the desired upper bound. For the lower bound for $\tau_{*}$, note that (8.1) leads to

$$
\phi=1-\tau_{*} \cdot \frac{1}{n} \sum_{j=1}^{n} \frac{1}{\lambda_{j}+\tau_{*}}+\frac{\eta}{\tau_{*}} \geq 1-\tau_{*} \mathcal{H}_{\Sigma}+\frac{\eta}{\tau_{*}}
$$

or equivalently $\mathcal{H}_{\Sigma} \tau_{*}^{2}+(\phi-1) \tau_{*}-\eta \geq 0$. Solving this quadratic inequality yields the lower bound for $\tau_{*}$.

On the other hand, the lower bound $\gamma_{*}^{2} \geq \sigma_{\xi}^{2} / \phi$ is trivial by (8.3). For the upper bound for $\gamma_{*}$, using that

$$
\begin{align*}
\phi-\frac{1}{n} \operatorname{tr}\left(\left(\Sigma+\tau_{*} I\right)^{-2} \Sigma^{2}\right) & \geq \phi-\frac{1}{n} \operatorname{tr}\left(\left(\Sigma+\tau_{*} I\right)^{-1} \Sigma\right) \cdot \max _{j \in[n]} \frac{\lambda_{j}}{\lambda_{j}+\tau_{*}} \\
& \geq \phi \cdot \frac{\tau_{*}}{\|\Sigma\|_{\mathrm{op}}+\tau_{*}}, \tag{8.4}
\end{align*}
$$

and the first identity in (8.3), we have

$$
\gamma_{*}^{2} \leq \phi^{-1}\left(\sigma_{\xi}^{2}+\|\Sigma\|_{\mathrm{op}}\left\|\mu_{0}\right\|^{2}\right)\left(1+\|\Sigma\|_{\mathrm{op}} / \tau_{*}\right)
$$

Collecting the bounds proves the claim.
(3). The claim on $\gamma_{*}, \tau_{*}$ is a simple consequence of (2). We shall prove the other claim on their derivatives. Viewing $\tau_{*}=\tau_{*}(\eta)$ and taking derivative with respect to $\eta$ on both sides of (8.1) yield that, with $T_{-p, q}(\eta) \equiv n^{-1} \operatorname{tr}\left(\left(\Sigma+\tau_{*}(\eta) I\right)^{-p} \Sigma^{q}\right)$ for $p, q \in \mathbb{N}$,

$$
0=-T_{-2,1}(\eta) \cdot \tau_{*}^{\prime}(\eta)+\frac{1}{\tau_{*}(\eta)}-\frac{\eta}{\tau_{*}^{2}(\eta)} \cdot \tau_{*}^{\prime}(\eta)
$$

Solving for $\tau_{*}^{\prime}(\eta)$ yields that

$$
\begin{equation*}
\tau_{*}^{\prime}(\eta)=\frac{\tau_{*}(\eta)}{\eta+\tau_{*}^{2}(\eta) \cdot T_{-2,1}(\eta)} \equiv \frac{\tau_{*}(\eta)}{G_{0}(\eta)} \tag{8.5}
\end{equation*}
$$

Further taking derivative with respect to $\eta$ on both sides of the above display (8.5), we have

$$
\begin{align*}
\tau_{*}^{\prime \prime}(\eta) & =\frac{1}{G_{0}^{2}(\eta)}\left(\tau_{*}^{\prime}(\eta) G_{0}(\eta)-\tau_{*}(\eta) G_{0}^{\prime}(\eta)\right) \\
& =\frac{1}{G_{0}^{2}(\eta)}\left\{\tau_{*}(\eta)-\tau_{*}(\eta)\left(1+2 \tau_{*}(\eta) \tau_{*}^{\prime}(\eta) T_{-2,1}(\eta)-2 \tau_{*}^{2}(\eta) \tau_{*}^{\prime}(\eta) T_{-3,1}(\eta)\right)\right\} \\
& =\frac{2 \tau_{*}^{2}(\eta) \tau_{*}^{\prime}(\eta)}{G_{0}^{2}(\eta)}\left(\tau_{*}(\eta) T_{-3,1}(\eta)-T_{-2,1}(\eta)\right)=-\frac{2 \tau_{*}^{2}(\eta) \tau_{*}^{\prime}(\eta)}{G_{0}^{2}(\eta)} T_{-3,2}(\eta) \tag{8.6}
\end{align*}
$$

Using the apriori estimate for $\tau_{*}(\eta)$ proved in (2), it follows that for $q \in\{1,2\}$,

$$
\begin{equation*}
1 \lesssim \inf _{\eta \in \Xi_{K}}(-1)^{q+1} \tau_{*}^{(q)}(\eta) \leq \sup _{\eta \in \Xi_{K}}(-1)^{q+1} \tau_{*}^{(q)}(\eta) \lesssim 1 \tag{8.7}
\end{equation*}
$$

For $\gamma_{*}^{\prime}(\eta)$, let us define

$$
\begin{aligned}
& G_{1}(\eta) \equiv \sigma_{\xi}^{2}+\tau_{*}^{2}(\eta)\left\|\left(\Sigma+\tau_{*}(\eta) I\right)^{-1} \Sigma^{1 / 2} \mu_{0}\right\|^{2} \\
& G_{2}(\eta) \equiv \phi-n^{-1} \operatorname{tr}\left(\left(\Sigma+\tau_{*}(\eta) I\right)^{-2} \Sigma^{2}\right)
\end{aligned}
$$

Then

$$
\begin{equation*}
\gamma_{*}^{\prime}(\eta)=\frac{G_{1}^{\prime}(\eta) G_{2}(\eta)-G_{1}(\eta) G_{2}^{\prime}(\eta)}{2 \gamma_{*}(\eta) G_{2}^{2}(\eta)} \tag{8.8}
\end{equation*}
$$

We shall now prove bounds for $G_{1}, G_{1}^{\prime}, G_{2}, G_{2}^{\prime}$. First, using (8.4), we have

$$
\sigma_{\xi}^{2} \leq G_{1}(\eta) \leq \sigma_{\xi}^{2}+\frac{\tau_{*}(\eta)}{2}\left\|\mu_{0}\right\|^{2}, \quad \phi \cdot \frac{\tau_{*}(\eta)}{\|\Sigma\|_{\mathrm{op}}+\tau_{*}(\eta)} \leq G_{2}(\eta) \leq \phi
$$

In particular, uniformly in $\eta \in \Xi_{K}$,

$$
\begin{equation*}
G_{1}(\eta), G_{2}(\eta) \asymp 1 \tag{8.9}
\end{equation*}
$$

The derivatives $G_{1}^{\prime}, G_{2}^{\prime}$ are

$$
G_{1}^{\prime}(\eta)=2 \tau_{*}(\eta) \tau_{*}^{\prime}(\eta)\left\|\left(\Sigma+\tau_{*}(\eta) I\right)^{-1} \Sigma^{1 / 2} \mu_{0}\right\|^{2}
$$

$$
\begin{aligned}
& -2 \tau_{*}^{2}(\eta)\left\|\left(\Sigma+\tau_{*}(\eta) I\right)^{-3 / 2} \Sigma^{1 / 2} \mu_{0}\right\|^{2} \cdot \tau_{*}^{\prime}(\eta), \\
& G_{2}^{\prime}(\eta)=2 \cdot n^{-1} \operatorname{tr}\left(\left(\Sigma+\tau_{*}(\eta) I\right)^{-3} \Sigma^{2}\right) \cdot \tau_{*}^{\prime}(\eta) .
\end{aligned}
$$

Using the apriori estimates on $\tau_{*}(\eta)$ and (8.7), it now follows that

$$
\begin{equation*}
\sup _{\eta \in \Xi_{K}}\left\{\left|G_{1}^{\prime}(\eta)\right| \vee\left|G_{2}^{\prime}(\eta)\right|\right\} \lesssim 1 . \tag{8.10}
\end{equation*}
$$

Combining (8.8)-(8.10) and using apriori estimates on $\gamma_{*}(\eta)$, we arrive at

$$
\begin{equation*}
\sup _{\eta \in \Xi_{K}}\left|\gamma_{*}^{\prime}(\eta)\right| \lesssim 1 . \tag{8.11}
\end{equation*}
$$

The claim follows by collecting (8.7) and (8.11).
8.2. Sample version of (2.1). Let the sample version of (2.1) be defined by

$$
\left\{\begin{array}{l}
\phi e_{h}^{2} \gamma^{2}=\sigma_{ \pm}^{2}\left(L_{w}\right)+\operatorname{err}_{\left(\Sigma, \mu_{0}\right)}(\gamma ; \tau),  \tag{8.12}\\
\left(\phi e_{h}^{2}-\frac{\eta}{\tau}\right) \cdot \gamma^{2}=\operatorname{dof}_{\left(\Sigma, \mu_{0}\right)}(\gamma ; \tau) .
\end{array}\right.
$$

Here recall that $e_{h}^{2}$ is defined in (7.3), and $\sigma_{ \pm}^{2}\left(L_{w}\right)$ is defined in (6.4).
Proposition 8.2. $1 / K \leq \phi^{-1}, \sigma_{\xi}^{2} \leq K$ and $\left\|\mu_{0}\right\| \vee\|\Sigma\|_{\text {op }} \vee \mathcal{H}_{\Sigma} \leq K$ for some $K>0$. There exist some $C, C_{0}>1$ depending on $K$, such that with $\delta \in\left(0,1 / C^{100}\right)$, $1 \leq M \leq \sqrt{n} / C$ and $L_{w} \leq C$, on the event $\mathscr{E}_{1}(\delta) \cap \mathscr{E}_{\triangle, \Xi}(M)$, where

$$
\mathscr{E}_{\Delta, \Xi}(M) \equiv\left\{\max _{\ell=1,2} \sup _{\tau \geq 0}\left|\Delta_{\ell}(\tau)\right| \vee \max _{\ell=1,2} \sup _{\tau \geq 0} n^{-1 / 2}\left|\Xi_{\ell}(\tau)-\mathbb{E} \Xi_{\ell}(\tau)\right| \leq M\right\}
$$

with $\Delta_{\ell}, \Xi_{\ell}$ defined in Lemmas 8.3 and 8.4 ahead, the following hold.
(1) All solutions $\left(\gamma_{n, \eta, \pm}, \tau_{n, \eta, \pm}\right)$ to the system of equations in (8.12) satisfy

$$
1 / C_{0} \leq \tau_{n, \eta, \pm} \leq C_{0}, \quad 1 / C_{0} \leq \gamma_{n, \eta, \pm} \leq C_{0}
$$

uniformly in $\eta \in \Xi_{K}$.
(2) Moreover,

$$
\sup _{\eta \in \Xi_{K}}\left\{\left|\tau_{n, \eta, \pm}-\tau_{\eta, * *}\right| \vee\left|\gamma_{n, \eta, \pm}-\gamma_{\eta, *}\right|\right\} \leq C_{0} \cdot(M / \sqrt{n}+\delta) .
$$

We need two concentration lemmas before the proof of Proposition 8.2.
Lemma 8.3. Let $\Delta_{\ell}(\tau) \equiv-\ell \cdot \tau\left\langle(\Sigma+\tau I)^{-\ell} \Sigma^{\ell-1 / 2} \mu_{0}, g\right\rangle$ for $\ell=1,2$. Suppose that $\left\|\mu_{0}\right\| \vee\|\Sigma\|_{\text {op }} \vee \mathcal{H}_{\Sigma} \leq K$ for some $K>0$. Then there exists some constant $C=C(K)>1$ such that for $t \geq C \log ($ en $)$,

$$
\mathbb{P}\left(\max _{\ell=1,2} \sup _{\tau \geq 0}\left|\Delta_{\ell}(\tau)\right| \geq C \sqrt{t}\right) \leq e^{-t} .
$$

Lemma 8.4. Let $\Xi_{\ell}(\tau) \equiv\left\|(\Sigma+\tau I)^{-\ell / 2} \Sigma^{\ell / 2} g\right\|^{2}$ for $\ell=1$, 2. Suppose that $\|\Sigma\|_{\text {op }} \vee$ $\mathcal{H}_{\Sigma} \leq K$ for some $K>0$. Then there exists some constant $C=C(K)>1$ such that for $t \geq C \log (e n)$,

$$
\mathbb{P}\left(\max _{\ell=1,2} \sup _{\tau \geq 0}\left|\Xi_{\ell}(\tau)-\mathbb{E} \Xi_{\ell}(\tau)\right| \geq C(\sqrt{n t}+t)\right) \leq e^{-t} .
$$

The proofs of these lemmas are deferred to the next subsection.

Proof of Proposition 8.2. All the constants in $\lesssim, \gtrsim, \asymp$ and $O$ below may possibly depend on $K$. We often suppress the dependence of $\sigma_{ \pm}^{2}\left(L_{w}\right)$ on $L_{w}$ for simplicity. (1). We shall write $\left(\gamma_{n, \eta, \pm}, \tau_{n, \eta, \pm}\right)$ as $\left(\gamma_{n}, \tau_{n}\right)$ and $\left(\gamma_{\eta, *}, \tau_{\eta, *}\right)=\left(\gamma_{*}, \tau_{*}\right)$ for notational simplicity. Using (7.1), any solution $\left(\gamma_{n}, \tau_{n}\right)$ to the equations in (8.12) satisfies

$$
\left\{\begin{align*}
& \phi e_{h}^{2}-\frac{\eta}{\tau_{n}}+\frac{\Delta_{1}\left(\tau_{n}\right)}{\sqrt{n} \gamma_{n}}= \frac{1}{n}  \tag{8.13}\\
& \operatorname{tr}\left(\left(\Sigma+\tau_{n} I\right)^{-1} \Sigma\right)+\frac{1}{n}(\mathrm{id}-\mathbb{E}) \Xi_{1}\left(\tau_{n}\right) \\
& \phi e_{h}^{2}+\frac{\Delta_{2}\left(\tau_{n}\right)}{\sqrt{n} \gamma_{n}}=\frac{1}{\gamma_{n}^{2}}\left(\sigma_{ \pm}^{2}+\tau_{n}^{2}\left\|\left(\Sigma+\tau_{n} I\right)^{-1} \Sigma^{1 / 2} \mu_{0}\right\|^{2}\right) \\
&+\frac{1}{n} \operatorname{tr}\left(\left(\Sigma+\tau_{n} I\right)^{-2} \Sigma^{2}\right)+\frac{1}{n}(\mathrm{id}-\mathbb{E}) \Xi_{2}\left(\tau_{n}\right)
\end{align*}\right.
$$

On the event $\mathscr{E}_{1}(\delta) \cap \mathscr{E}_{\Delta, \Xi}(M)$ with $\delta \in\left(0,1 / C^{100}\right), 1 \leq M \leq \sqrt{n} / C$ and $L_{w} \leq C$, using Lemma 7.5, the second equation in (8.13) becomes

$$
\begin{aligned}
& \phi+O\left(M\left(1 \vee \gamma_{n}^{-1}\right) / \sqrt{n}+\delta\right) \\
& =\frac{1}{\gamma_{n}^{2}}\left(\sigma_{ \pm}^{2}+\tau_{n}^{2}\left\|\left(\Sigma+\tau_{n} I\right)^{-1} \Sigma^{1 / 2} \mu_{0}\right\|^{2}\right)+\frac{1}{n} \operatorname{tr}\left(\left(\Sigma+\tau_{n} I\right)^{-2} \Sigma^{2}\right) \gtrsim \frac{1}{\gamma_{n}^{2}}
\end{aligned}
$$

Rearranging terms we obtain the inequality

$$
\frac{1}{\gamma_{n}^{2}} \lesssim 1+\frac{M}{\sqrt{n}}+\frac{M}{\sqrt{n} \gamma_{n}} \Rightarrow \gamma_{n} \gtrsim \frac{1}{1+M / \sqrt{n}} \gtrsim 1
$$

So with $\varepsilon_{n} \equiv \varepsilon_{n}(M, \delta) \equiv M / \sqrt{n}+\delta$, the equations in (8.13) reduce to

$$
\left\{\begin{array}{l}
\phi-\frac{\eta}{\tau_{n}}+O\left(\varepsilon_{n}\right)=\frac{1}{n} \operatorname{tr}\left(\left(\Sigma+\tau_{n} I\right)^{-1} \Sigma\right)  \tag{8.14}\\
\phi+O\left(\varepsilon_{n}\right)=\frac{1}{\gamma_{n}^{2}}\left(\sigma_{\xi}^{2}+\tau_{n}^{2}\left\|\left(\Sigma+\tau_{n} I\right)^{-1} \Sigma^{1 / 2} \mu_{0}\right\|^{2}\right)+\frac{1}{n} \operatorname{tr}\left(\left(\Sigma+\tau_{n} I\right)^{-2} \Sigma^{2}\right)
\end{array}\right.
$$

The above equations match (2.1) up to the small perturbation $O\left(\varepsilon_{n}\right)=O\left(\varepsilon_{n}(M, \delta)\right)$ that can be assimilated into the leading term $\phi$ with small enough $c_{0}>0$ such that $M \leq c_{0} \sqrt{n}$. From here the existence (but not uniqueness) and apriori bounds for $\gamma_{n}, \tau_{n}$ can be established similarly to the proof of Proposition 8.1.
(2). Now we shall prove the claimed error bounds. By using (8.1) and the first equation of (8.14), we have

$$
\frac{1}{n} \operatorname{tr}\left(\left(\Sigma+\tau_{n} I\right)^{-1} \Sigma\right)+\frac{\eta}{\tau_{n}}=\frac{1}{n} \operatorname{tr}\left(\left(\Sigma+\tau_{*} I\right)^{-1} \Sigma\right)+\frac{\eta}{\tau_{*}}+\mathcal{O}\left(\varepsilon_{n}\right)
$$

Let $\mathrm{f}(\tau) \equiv \frac{1}{n} \operatorname{tr}\left((\Sigma+\tau I)^{-1} \Sigma\right)+\frac{\eta}{\tau}$. Then it is easy to calculate $\mathrm{f}^{\prime}(\tau)=-\frac{1}{n} \operatorname{tr}((\Sigma+$ $\left.\tau I)^{-2} \Sigma\right)-\frac{\eta}{\tau^{2}} \leq 0$, and for any $C_{0}>1$,

$$
\inf _{1 / C_{0} \leq \tau \leq C_{0}}\left|f^{\prime}(\tau)\right| \geq \inf _{1 / C_{0} \leq \tau \leq C_{0}} \frac{1}{n} \operatorname{tr}\left((\Sigma+\tau I)^{-2} \Sigma\right) \geq\left(\|\Sigma\|_{\mathrm{op}}+C_{0}\right)^{-2} \mathcal{H}_{\Sigma}^{-1}
$$

Now using the apriori estimates on $\tau_{*}, \tau_{n}$, we may conclude

$$
\begin{equation*}
\sup _{\eta \in \Xi_{K}}\left|\tau_{n}-\tau_{*}\right| \lesssim \varepsilon_{n} \tag{8.15}
\end{equation*}
$$

On the other hand, using (8.2) and the second equation of (8.14), we have

$$
\begin{align*}
& \frac{1}{\gamma_{n}^{2}}\left(\sigma_{\xi}^{2}+\tau_{n}^{2}\left\|\left(\Sigma+\tau_{n} I\right)^{-1} \Sigma^{1 / 2} \mu_{0}\right\|^{2}\right)+\frac{1}{n} \operatorname{tr}\left(\left(\Sigma+\tau_{n} I\right)^{-2} \Sigma^{2}\right) \\
& =\frac{1}{\gamma_{*}^{2}}\left(\sigma_{\xi}^{2}+\tau_{*}^{2}\left\|\left(\Sigma+\tau_{*} I\right)^{-1} \Sigma^{1 / 2} \mu_{0}\right\|^{2}\right)+\frac{1}{n} \operatorname{tr}\left(\left(\Sigma+\tau_{*} I\right)^{-2} \Sigma^{2}\right)+O\left(\varepsilon_{n}\right) \tag{8.16}
\end{align*}
$$

Using the error bound in (8.15) and apriori estimates for $\tau_{n}, \tau_{*}$, and the fact that $\mathcal{H}_{\Sigma} \lesssim 1$, by an easy derivative estimate we have

- $\left|\frac{1}{n} \operatorname{tr}\left(\left(\Sigma+\tau_{n} I\right)^{-2} \Sigma^{2}\right)-\frac{1}{n} \operatorname{tr}\left(\left(\Sigma+\tau_{*} I\right)^{-2} \Sigma^{2}\right)\right| \leqslant \varepsilon_{n}$, and
- $\left|\tau_{n}^{2}\left\|\left(\Sigma+\tau_{n} I\right)^{-1} \Sigma^{1 / 2} \mu_{0}\right\|^{2}-\tau_{*}^{2}\left\|\left(\Sigma+\tau_{*} I\right)^{-1} \Sigma^{1 / 2} \mu_{0}\right\|^{2}\right| \lesssim \varepsilon_{n}$.

Now plugging these estimates into (8.16), with $\mathscr{C}_{0} \equiv \sigma_{\xi}^{2}+\tau_{*}^{2}\left\|\left(\Sigma+\tau_{*} I\right)^{-1} \Sigma^{1 / 2} \mu_{0}\right\|^{2}$ satisfying $\mathscr{C}_{0} \asymp 1$, we arrive at

$$
\frac{\mathscr{C}_{0}+O\left(\varepsilon_{n}\right)}{\gamma_{n}^{2}}=\frac{\mathscr{C}_{0}}{\gamma_{*}^{2}}+O\left(\varepsilon_{n}\right) .
$$

Using apriori estimates on $\gamma_{n}, \gamma_{*}$, we may then invert the above estimate into

$$
\begin{equation*}
\sup _{\eta \in \Xi_{K}}\left|\gamma_{n}-\gamma_{*}\right| \lesssim \varepsilon_{n} . \tag{8.17}
\end{equation*}
$$

The claimed error bounds follow by combining (8.15) and (8.17).

### 8.3. Proofs of Lemmas 8.3 and 8.4.

Proof of Lemma 8.3. We only handle the case $\ell=1$. The case $\ell=2$ is similar. Note that the assumption on $\mu_{0}$ invariant over orthogonal transforms, so for notational simplicity we assume without loss of generality that $\Sigma$ is diagonal. As $\sup _{\tau \geq K n}\left|\Delta_{1}(\tau)\right| \leq\left|\sum_{j=1}^{n} \lambda_{j}^{1 / 2} \mu_{0, j} g_{j}\right|+C e_{g} \cdot n^{-1 / 2}$, a standard concentration for the first term shows for $t \geq 1$, with probability $1-e^{-t}$,

$$
\begin{equation*}
\sup _{\tau \geq K n}\left|\Delta_{1}(\tau)\right| \leq C_{0} \sqrt{t} . \tag{8.18}
\end{equation*}
$$

On the other hand, for $\varepsilon>0$ to be chosen later, by taking an $\varepsilon$-net $\mathcal{S}_{\varepsilon}$ of $[0, K n]$, a union bound shows that with probability at least $1-(K n / \varepsilon+1) e^{-t}$,

$$
\begin{aligned}
\sup _{\tau \in[0, K n]}\left|\Delta_{1}(\tau)\right| & \leq \max _{\tau \in \mathcal{S}_{\varepsilon}}\left|\Delta_{1}(\tau)\right|+\sup _{\tau, \tau^{\prime} \in[0, K n]:\left|\tau-\tau^{\prime}\right| \leq \varepsilon}\left|\Delta_{1}(\tau)-\Delta_{1}\left(\tau^{\prime}\right)\right| \\
& \leq C_{1} \cdot(\sqrt{t}+\sqrt{n}(\sqrt{\log n}+\sqrt{t}) \varepsilon) .
\end{aligned}
$$

Here in the last inequality we used the simple estimate $\sup _{\tau \in[0, K n]}\left|\partial_{\tau} \Delta_{1}(\tau)\right| \leq$ $C \sqrt{n}\left\|\mu_{0}\right\|\|g\|_{\infty}$. Finally by choosing $\varepsilon \equiv \sqrt{t} /\{\sqrt{n}(\sqrt{\log n}+\sqrt{t})\}$, we conclude that for $t \geq C_{2} \log (e n)$, with probability $1-e^{-t}$,

$$
\begin{equation*}
\sup _{\tau \in[0, K n]}\left|\Delta_{1}(\tau)\right| \leq C_{2} \sqrt{t} . \tag{8.19}
\end{equation*}
$$

The claim follows by combining (8.18) and (8.19).
Proof of Lemma 8.4. We focus on the case $\ell=1$ and will follow a similar idea used in the proof of Lemma 8.3 above. Similarly we assume $\Sigma$ is diagonal without loss of generality. All the constants in $\lesssim, \gtrsim, \asymp$ below may depend on $K$.

First note by a standard concentration, for any $t \geq 1$, with probability at least $1-e^{-t}, \sup _{\tau>K n}\left|\Xi_{1}(\tau)\right| \lesssim e_{g}^{2} \lesssim 1+t / n$. Similarly we have $\sup _{\tau>K n} \mathbb{E}\left|\Xi_{1}(\tau)\right| \lesssim 1$. This means for any $t \geq 1$, with probability at least $1-e^{-t}$,

$$
\begin{equation*}
\sup _{\tau>K n}\left(\left|\Xi_{1}(\tau)\right| \vee \mathbb{E}\left|\Xi_{1}(\tau)\right|\right) \lesssim 1+t / n . \tag{8.20}
\end{equation*}
$$

Next we handle the suprema over $[0, K n]$ by discretization over an $\varepsilon$-net $\mathcal{S}_{\varepsilon}$. To this end, we shall establish a pointwise concentration. Note that $\left\|\nabla \Xi_{1}(\tau)\right\|^{2}=4 \|(\Sigma+$ $\tau I)^{-1} \Sigma g \|^{2} \leq 4 \Xi_{1}(\tau)$. An application of Proposition B. 1 then yields that, for each $\tau \geq 0$ and $t \geq 1$, with probability at least $1-e^{-t}$,

$$
\left|\Xi_{1}(\tau)-\mathbb{E} \Xi_{1}(\tau)\right| \leq C\left(\mathbb{E}^{1 / 2} \Xi_{1}(\tau) \cdot \sqrt{t}+t\right) \lesssim(\sqrt{n t}+t)
$$

On the other hand, as $\sup _{\tau \in[0, K n]}\left|\partial_{\tau} \Xi_{1}(\tau)\right| \lesssim n\|g\|_{\infty}^{2}$ and $\sup _{\tau \in[0, K n]}\left|\partial_{\tau} \mathbb{E} \Xi_{1}(\tau)\right| \lesssim$ $n \log n$, we deduce that with probability at least $1-(K n / \varepsilon+1) e^{-t}$,

$$
\begin{aligned}
\sup _{\tau \in[0, K n]}\left|\Xi_{1}(\tau)-\mathbb{E} \Xi_{1}(\tau)\right| \leq & \max _{\tau \in \mathcal{S}_{\varepsilon}}\left|\Xi_{1}(\tau)-\mathbb{E} \Xi_{1}(\tau)\right|+\sup _{\tau, \tau^{\prime} \in[0, K n]:\left|\tau-\tau^{\prime}\right| \leq \varepsilon}\left|\Xi_{1}(\tau)-\Xi_{1}\left(\tau^{\prime}\right)\right| \\
& +\sup _{\tau, \tau^{\prime} \in[0, K n]:\left|\tau-\tau^{\prime}\right| \leq \varepsilon}\left|\mathbb{E} \Xi_{1}(\tau)-\mathbb{E} \Xi_{1}\left(\tau^{\prime}\right)\right| \\
& \lesssim \sqrt{n t}+t+n(\log n+t) \varepsilon
\end{aligned}
$$

From here the claim follows by the same arguments used in the proof of Lemma 8.3 above.

## 9. Gaussian designs: Proof of Theorem 2.3

We assume without loss of generality that $\Sigma=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$, so $\mathrm{V}=I$ unless otherwise specified. Recall $\mathcal{H}_{\Sigma}=\operatorname{tr}\left(\Sigma^{-1}\right) / n$.

### 9.1. Localization of the primal problem.

Proposition 9.1. Suppose $1 / K \leq \phi^{-1}-\mathbf{1}_{\eta=0}, \sigma_{\xi}^{2} \leq K$, and $\left\|\mu_{0}\right\| \vee\|\Sigma\|_{\mathrm{op}} \leq K$ for some $K>0$. Fix $M>1, \delta \in(0,1 / 2)$ and $\eta \geq 0$. On the event $\mathscr{E}_{0}(M) \cap \mathscr{E}_{1}(\delta)$, there exists some $C=C(K)>0$ such that for any deterministic choice of $\left(L_{w}, L_{v}\right)$ with

$$
L_{w} \wedge L_{v} \geq C\left\{1+\left(\left\|\Sigma^{-1}\right\|_{\mathrm{op}} M 1_{\phi^{-1} \geq 1+1 / K}^{-1} \wedge \eta^{-1}\right) \cdot M^{2}\right\}
$$

we have $\min _{w \in B_{n}\left(L_{w}\right)} H_{\eta}\left(w ; L_{v}\right)=\min _{w \in \mathbb{R}^{n}} H_{\eta}(w)$.
Proof. Using the first-order optimality condition for the minimax problem

$$
\begin{equation*}
\min _{w \in \mathbb{R}^{n}} H_{\eta}(w)=\min _{w \in \mathbb{R}^{n}} \max _{v \in \mathbb{R}^{m}}\left\{\frac{1}{\sqrt{n}}\langle v, G w-\xi\rangle+F(w)-\frac{\eta\|v\|^{2}}{2}\right\} \tag{9.1}
\end{equation*}
$$

any saddle point $\left(w_{*}, v_{*}\right)$ of (9.1) must satisfy $\nabla F\left(w_{*}\right)=-\frac{1}{\sqrt{n}} G^{\top} v_{*}$ and $\frac{1}{\sqrt{n}}\left(G w_{*}-\right.$ $\xi)=\eta \nu_{*}$, or equivalently,

$$
\left\{\begin{array}{l}
w_{*}=-\Sigma^{1 / 2} \mu_{0}+\frac{1}{n} \Sigma G^{\top}(\phi \check{\Sigma}+\eta I)^{-1}\left(G \Sigma^{1 / 2} \mu_{0}+\xi\right) \\
v_{*}=-\frac{1}{\sqrt{n}}(\phi \check{\Sigma}+\eta I)^{-1}\left(G \Sigma^{1 / 2} \mu_{0}+\xi\right)
\end{array}\right.
$$

Here recall $\check{\Sigma}=m^{-1} G \Sigma G^{\top}$. On the event $\mathscr{E}_{0}(M)$,

$$
\left\|(\phi \check{\Sigma}+\eta I)^{-1}\right\|_{\mathrm{op}} \lesssim_{K}\left\|\Sigma^{-1}\right\|_{\mathrm{op}} M \mathbf{1}_{\phi^{-1} \geq 1+1 / K}^{-1} \wedge \eta^{-1}
$$

So on $\mathscr{E}_{0}(M) \cap \mathscr{E}_{1}(\delta)$,

$$
\left\|w_{*}\right\| \vee\left\|v_{*}\right\| \lesssim_{K} 1+\left(\left\|\Sigma^{-1}\right\|_{\mathrm{op}} M \mathbf{1}_{\phi^{-1} \geq 1+1 / K}^{-1} \wedge \eta^{-1}\right) M^{2}
$$

This means that on the event $\mathscr{E}_{0}(M) \cap \mathscr{E}_{1}(\delta)$, for any $L_{w}, L_{v}$ chosen as in the statement of the lemma,

$$
\min _{w \in \mathbb{R}^{n}} H_{\eta}(w)=\min _{w \in B_{n}\left(L_{w}\right)} \max _{v \in B_{m}\left(L_{v}\right)}\left\{\frac{1}{\sqrt{n}}\langle v, G w-\xi\rangle+F(w)-\frac{\eta\|v\|^{2}}{2}\right\}
$$

The proof is complete by recalling the definition of $H_{\eta}\left(\cdot ; L_{v}\right)$.

### 9.2. Characterization of the Gordon cost optimum.

Theorem 9.2. Suppose the following hold for some $K>0$.

- $1 / K \leq \phi^{-1} \leq K,\left\|\mu_{0}\right\| \vee\|\Sigma\|_{\text {op }} \vee \mathcal{H}_{\Sigma} \leq K$.
- Assumption B with $\sigma_{\xi}^{2} \in[1 / K, K]$.

There exist some $C, C^{\prime}>1$ depending on $K$ such that for any deterministic choice of $L_{w}, L_{v} \in\left[C, C^{2}\right]$, it holds for any $C^{\prime} \log (e n) \leq t \leq n / C^{\prime}, \eta \in \Xi_{K}$ and $\xi \in \mathscr{E}_{1, \xi}(\sqrt{t / n})$,

$$
\mathbb{P}^{\xi}\left(\left|\min _{w \in B_{n}\left(L_{w}\right)} L_{\eta}\left(w ; L_{v}\right)-\max _{\beta>0} \min _{\gamma>0} \overline{\mathrm{D}}_{\eta}(\beta, \gamma)\right| \geq \sqrt{t / n}\right) \leq C e^{-t / C}
$$

In the next subsection we will show that for large $L_{v}>0$, the map $w \mapsto L_{\eta}\left(w ; L_{v}\right)$ attains its global minimum in an $\ell_{2}$ ball of constant order radius (under $\mathcal{H}_{\Sigma} \lesssim 1$ ) with high probability. This means that although the initial localization radius for the primal optimization may be highly suboptimal (which involves $\left\|\Sigma^{-1}\right\|_{\mathrm{op}}$ ), the Gordon objective can be further localized into an $\ell_{2}$ ball with constant order radius.

To prove Theorem 9.2, we shall first relate $\min _{w \in B_{n}\left(L_{w}\right)} L_{\eta}\left(w ; L_{v}\right)$ to $\max _{\beta>0} \min _{\gamma>0} \mathrm{D}_{\eta, \pm}(\beta, \gamma)$ and its localized versions.

Proposition 9.3. Suppose $1 / K \leq \phi^{-1}, \sigma_{\xi}^{2} \leq K$, and $\left\|\mu_{0}\right\| \vee\|\Sigma\|_{\mathrm{op}} \vee \mathcal{H}_{\Sigma} \leq K$ for some $K>0$. There exists constant $C=C(K)>1$ such that for any deterministic choice of $L_{w}, L_{v} \in\left[C, C^{2}\right]$, on the event $\mathscr{E}_{1}(\delta) \cap \mathscr{E}_{\Delta, \Xi}(M)$ (defined in Proposition 8.2) with $\delta \in\left(0,1 / C^{100}\right)$ and $M \leq \sqrt{n} / C$, we have for any $\eta \in \Xi_{K}$,

$$
\max _{\beta>0} \min _{\gamma>0} \mathrm{D}_{\eta,-}(\beta, \gamma) \leq \min _{w \in B_{n}\left(L_{w}\right)} L_{\eta}\left(w ; L_{v}\right) \leq \max _{\beta>0} \min _{\gamma>0} \mathrm{D}_{\eta,+}(\beta, \gamma),
$$

and the following localization holds:

$$
\max _{\beta>0} \min _{\gamma>0} \mathrm{D}_{\eta, \pm}(\beta, \gamma)=\max _{1 / C \leq \beta \leq C} \min _{1 / C \leq \gamma \leq C} \mathrm{D}_{\eta, \pm}(\beta, \gamma)
$$

Proof. We write $g_{n} \equiv g / \sqrt{n}$ in the proof.
(Step 1). Fix any $L_{w}, L_{v}>0$. We may compute

$$
\begin{align*}
& \min _{w \in B_{n}\left(L_{w}\right)} L_{\eta}\left(w ; L_{v}\right)  \tag{9.2}\\
& =\min _{w \in B_{n}\left(L_{w}\right)} \max _{\beta \in\left[0, L_{v}\right]}\left\{\frac{\beta}{\sqrt{n}}(\| \| w\|h-\xi\|-\langle g, w\rangle)+F(w)-\frac{\eta \beta^{2}}{2}\right\} \\
& =\max _{\beta \in\left[0, L_{v}\right]} \min _{\gamma>0}\left\{\frac{\beta \gamma\|h\|^{2}}{2 n}-\frac{\eta \beta^{2}}{2}+\min _{w \in B_{n}\left(L_{w}\right)}\left(\frac{\beta}{2 \gamma} \frac{\| \| w\|h-\xi\|^{2}}{\|h\|^{2}}-\left\langle w, \beta g_{n}\right\rangle+F(w)\right)\right\} .
\end{align*}
$$

Here in the last line we used Sion's min-max theorem to flip the order of minimum and maximum in $\min _{w \in B_{n}\left(L_{w}\right)} \max _{\beta \in\left[0, L_{v}\right]}$. The minimum over $\gamma$ is achieved exactly at $\frac{\|\|w\| h-\xi\| /\|h\|}{\|h\| / \sqrt{n}}$, so when $\sigma_{-}^{2} \neq 0$, using the simple inequality

$$
\begin{equation*}
\|w\|^{2}+\sigma_{-}^{2} \leq\| \|\|w\| h-\xi\left\|^{2} /\right\| h\left\|^{2} \leq\right\| w \|^{2}+\sigma_{+}^{2} \tag{9.3}
\end{equation*}
$$

on the event $\mathscr{E}_{1}(\delta)$, we may further bound (9.2) as follows:

$$
\begin{align*}
& \pm \min _{w \in B_{n}\left(L_{w}\right)} L_{\eta}\left(w ; L_{v}\right) \leq \pm \max _{\beta \in\left[0, L_{v}\right]} \min _{\gamma>0} \\
& \quad\left\{\frac{\beta \gamma\|h\|^{2}}{2 n}-\frac{\eta \beta^{2}}{2}+\min _{w \in B_{n}\left(L_{w}\right)}\left(\frac{\beta}{2 \gamma}\left(\|w\|^{2}+\sigma_{ \pm}^{2}\left(L_{w}\right)\right)-\left\langle w, \beta g_{n}\right\rangle+F(w)\right)\right\} \tag{9.4}
\end{align*}
$$

We note that $\sigma_{ \pm}^{2}$ depends on $L_{w}$, but this notational dependence will be dropped from now on for convenience.
(Step 2). Consider the minimax optimization problem in (9.4):

$$
\begin{align*}
& \max _{\beta>0} \min _{\gamma>0, w \in \mathbb{R}^{n}}\left\{\frac{\beta \gamma\|h\|^{2}}{2 n}-\frac{\eta \beta^{2}}{2}+\left(\frac{\beta}{2 \gamma}\left(\|w\|^{2}+\sigma_{ \pm}^{2}\right)-\left\langle w, \beta g_{n}\right\rangle+F(w)\right)\right\} \\
& =\max _{\beta>0} \min _{\gamma>0}\left\{\frac{\beta}{2}\left(\gamma\left(\phi e_{h}^{2}-e_{g}^{2}\right)+\frac{\sigma_{ \pm}^{2}}{\gamma}\right)-\frac{\eta \beta^{2}}{2}+\mathrm{e}_{F}\left(\gamma g_{n} ; \gamma / \beta\right)\right\} \tag{9.5}
\end{align*}
$$

Any saddle point $\left(\beta_{n, \eta, \pm}, \gamma_{n, \eta, \pm}, w_{n, \eta, \pm}\right)=\left(\beta_{n, \pm}, \gamma_{n, \pm}, w_{n, \pm}\right)$ of the above program must satisfy the first-order optimality condition

$$
\left\{\begin{array}{l}
0=\frac{1}{2}\left(\gamma_{n, \pm}\left(\phi e_{h}^{2}-e_{g}^{2}\right)+\frac{\sigma_{ \pm}^{2}}{\gamma_{n, \pm}}\right)-\eta \beta_{n, \pm}+\partial_{\beta} \mathrm{e}_{F}\left(\gamma_{n, \pm} g_{n} ; \gamma_{n, \pm} / \beta_{n, \pm}\right)  \tag{9.6}\\
0=\frac{\beta_{n, \pm}}{2}\left(\left(\phi e_{h}^{2}-e_{g}^{2}\right)-\frac{\sigma_{ \pm}^{2}}{\gamma_{n, \pm}^{2}}\right)+\partial_{\gamma} \mathrm{e}_{F}\left(\gamma_{n, \pm} g_{n} ; \gamma_{n, \pm} / \beta_{n, \pm}\right) \\
w_{n, \pm}=\operatorname{prox}_{F}\left(\gamma_{n, \pm} g_{n} ; \gamma_{n, \pm} / \beta_{n, \pm}\right)
\end{array}\right.
$$

Using the derivative formula in Lemma 7.3 and the form of prox $_{F}$ in Lemma 7.2, we may compute

$$
\left\{\begin{array}{l}
\partial_{\beta} \mathrm{e}_{F}\left(\gamma g_{n} ; \gamma / \beta\right)=\frac{1}{2 \gamma}\left(\operatorname{err}_{\left(\Sigma, \mu_{0}\right)}(\gamma ; \gamma / \beta)-2 \operatorname{dof}_{\left(\Sigma, \mu_{0}\right)}(\gamma ; \gamma / \beta)+\gamma^{2} e_{g}^{2}\right)  \tag{9.7}\\
\partial_{\gamma} \mathrm{e}_{F}\left(\gamma g_{n} ; \gamma / \beta\right)=\frac{\beta}{2 \gamma^{2}}\left(\gamma^{2} e_{g}^{2}-\operatorname{err}_{\left(\Sigma, \mu_{0}\right)}(\gamma ; \gamma / \beta)\right)
\end{array}\right.
$$

Plugging (9.7) into (9.6), the first-order optimality condition for $\left(\beta_{n, \pm}, \gamma_{n, \pm}\right)$ in the minimax program (9.5) is given by

$$
\left\{\begin{aligned}
&\left(\phi e_{h}^{2}-e_{g}^{2}\right) \gamma_{n, \pm}^{2}+\sigma_{ \pm}^{2}= 2 \eta \cdot \gamma_{n, \pm} \beta_{n, \pm}-\operatorname{err}_{\left(\Sigma, \mu_{0}\right)}\left(\gamma_{n, \pm} ; \gamma_{n, \pm} / \beta_{n, \pm}\right) \\
&+2 \operatorname{dof}_{\left(\Sigma, \mu_{0}\right)}\left(\gamma_{n, \pm} ; \gamma_{n, \pm} / \beta_{n, \pm}\right)-e_{g}^{2} \gamma_{n, \pm}^{2} \\
&\left(\phi e_{h}^{2}-e_{g}^{2}\right) \gamma_{n, \pm}^{2}-\sigma_{ \pm}^{2}=-e_{g}^{2} \gamma_{n, \pm}^{2}+\operatorname{err}_{\left(\Sigma, \mu_{0}\right)}\left(\gamma_{n, \pm} ; \gamma_{n, \pm} / \beta_{n, \pm}\right)
\end{aligned}\right.
$$

Equivalently,

$$
\left\{\begin{array}{l}
\phi e_{h}^{2} \gamma_{n, \pm}^{2}=\sigma_{ \pm}^{2}+\operatorname{err}_{\left(\Sigma, \mu_{0}\right)}\left(\gamma_{n, \pm} ; \gamma_{n, \pm} / \beta_{n, \pm}\right)  \tag{9.8}\\
\left(\phi e_{h}^{2}-\frac{\eta}{\gamma_{n, \pm} / \beta_{n, \pm}}\right) \gamma_{n, \pm}^{2}=\operatorname{dof}_{\left(\Sigma, \mu_{0}\right)}\left(\gamma_{n, \pm} ; \gamma_{n, \pm} / \beta_{n, \pm}\right)
\end{array}\right.
$$

Using the apriori estimates in Proposition 8.2, on the event $\mathscr{E}_{1}(\delta) \cap \mathscr{E}_{\Delta, \Xi}(M)$ we have $\gamma_{n, \pm} / \beta_{n, \pm} \asymp_{K} 1$ and $\gamma_{n, \pm}^{2} \asymp_{K} 1$. This implies on the same event,

$$
\begin{equation*}
\gamma_{n, \pm} \asymp_{K} 1, \quad \beta_{n, \pm} \asymp_{K} 1 \tag{9.9}
\end{equation*}
$$

Using the last equation of (9.6), we have

$$
\begin{equation*}
\left\|w_{n, \pm}\right\|=\left\|\Sigma^{1 / 2}\left(\Sigma+\frac{\gamma_{n, \pm}}{\beta_{n, \pm}} I\right)^{-1}\left(-\frac{\gamma_{n, \pm}}{\beta_{n, \pm}} \mu_{0}+\gamma_{n, \pm} \Sigma^{1 / 2} g_{n}\right)\right\| \lesssim_{K} 1 . \tag{9.10}
\end{equation*}
$$

In view of (9.9)-(9.10), by choosing $L_{w}, L_{v} \in\left[C, C^{2}\right]$ for large enough $C>0$, the constraints in the optimization in (9.4) can be dropped for free.

Next we replace the random function $D_{\eta, \pm}$ in the above proposition by its deterministic counterpart $\overline{\mathrm{D}}_{\eta}$ in their localized versions.
Proposition 9.4. Suppose $1 / K \leq \phi^{-1}, \sigma_{\xi}^{2} \leq K$, and $\left\|\mu_{0}\right\| \vee\|\Sigma\|_{\text {op }} \vee \mathcal{H}_{\Sigma} \leq K$ for some $K>0$. There exist some $C, C^{\prime}>1$ depending on $K$ such that for $L_{w} \in\left[C, C^{2}\right]$, $\delta \in\left(0,1 / C^{100}\right), \xi \in \mathscr{E}_{1, \xi}(\delta)$ and $t \geq C^{\prime} \log (e n)$,

$$
\begin{gathered}
\mathbb{P}^{\xi}\left[\sup _{\eta \in \Xi_{K}}\left|\max _{1 / C \leq \beta \leq C} \min _{1 / C \leq \gamma \leq C} \mathrm{D}_{\eta, \pm}(\beta, \gamma)-\max _{1 / C \leq \beta \leq C} \min _{1 / C \leq \gamma \leq C} \overline{\mathrm{D}}_{\eta}(\beta, \gamma)\right|\right. \\
\geq C(\sqrt{t / n}+t / n+\delta)] \leq C e^{-t / C}+\mathbb{P}^{\xi}\left(\mathscr{E}_{1,0}(\delta)^{c}\right) .
\end{gathered}
$$

Proof. In the proof, we write $g_{n} \equiv g / \sqrt{n}$. All the constants in $\lesssim, \gtrsim, \asymp$ and $O$ below may depend on $K$.
(Step 1). We first prove the following: On the event $\mathscr{E}_{1}(\delta)$, for any $C_{0}>1$,

$$
\begin{equation*}
\sup _{\gamma, \tau \in\left[1 / C_{0}, C_{0}\right]^{2}}\left|\partial_{\#} \mathfrak{e}_{F}\left(\gamma g_{n} ; \tau\right)\right| \vee\left|\partial_{\#} \mathbb{E} \mathrm{e}_{F}\left(\gamma g_{n} ; \tau\right)\right| \lesssim 1 . \tag{9.11}
\end{equation*}
$$

To this end, with $\widehat{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\text {seq }},, y_{\left(\Sigma, \mu_{0}\right)}^{\text {seq }}$ written as $\widehat{\mu}, y$, and using $\partial_{\gamma} \widehat{\mu}=(\Sigma+\tau I)^{-1} \Sigma^{1 / 2} g_{n}$,

$$
\begin{aligned}
\partial_{\gamma} y= & g_{n}, \partial_{\tau} \widehat{\mu}=-(\Sigma+\tau I)^{-2} \Sigma^{1 / 2}\left(\Sigma^{1 / 2} \mu_{0}+\gamma g_{n}\right), \\
& \partial_{\gamma} \mathrm{e}_{F}\left(\gamma g_{n} ; \tau\right)=\tau^{-1}\left\langle\Sigma^{1 / 2} \widehat{\mu}-y, \Sigma^{1 / 2} \partial_{\gamma} \widehat{\mu}-\partial_{\gamma} y\right\rangle+\left\langle\widehat{\mu}, \partial_{\gamma} \widehat{\mu}\right\rangle, \\
& \partial_{\tau} \mathrm{e}_{F}\left(\gamma g_{n} ; \tau\right)=-\frac{1}{2 \tau^{2}}\left\|\Sigma^{1 / 2} \widehat{\mu}-y\right\|^{2}+\frac{1}{\tau}\left\langle\Sigma^{1 / 2} \widehat{\mu}-y, \Sigma^{1 / 2} \partial_{\tau} \widehat{\mu}\right\rangle+\left\langle\widehat{\mu}, \partial_{\tau} \widehat{\mu}\right\rangle,
\end{aligned}
$$

on the event $\mathscr{E}_{1}(\delta)$, we may estimate $\left|\partial_{\gamma} \mathrm{e}_{F}\left(\gamma g_{n} ; \tau\right)\right| \vee\left|\partial_{\tau} \mathrm{e}_{F}\left(\gamma g_{n} ; \tau\right)\right| \lesssim 1$. A similar estimate applies to the expectation versions, proving (9.11).
(Step 2). Next we show that for any $C_{0}>1$, there exists $C_{1}>0$ such that for $t \geq C_{1} \log (e n)$,

$$
\begin{equation*}
\mathbb{P}\left(\sup _{(\gamma, \tau) \in\left[C_{0}^{-1}, C_{0}\right]^{2}}\left|(\operatorname{id}-\mathbb{E}) \mathrm{e}_{F}\left(\gamma g_{n} ; \tau\right)\right| \geq C_{1}(\sqrt{t / n}+t / n), \mathscr{E}_{1}(\delta)\right) \leq C_{1} e^{-t / C_{1}} . \tag{9.12}
\end{equation*}
$$

To prove the claim, we fix $\varepsilon>0$ to be chosen later, and take an $\varepsilon$-net $\mathcal{S}(\varepsilon)$ for $\left[1 / C_{0}, C_{0}\right]$. Then $|\mathcal{S}(\varepsilon)| \leq C_{0} / \varepsilon+1$. So on the event $\mathscr{E}_{1}(\delta)$, using the estimate in (9.11) and a union bound via the pointwise concentration inequality in Proposition 7.4 , for $t \geq 1$, with probability at least $1-C \varepsilon^{-2} e^{-t / C}$,
$\sup _{(\gamma, \tau) \in\left[C_{0}^{-1}, C_{0}\right]^{2}}\left|(\mathrm{id}-\mathbb{E}) \mathrm{e}_{F}\left(\gamma g_{n} ; \tau\right)\right| \lesssim \sup _{\gamma, \tau \in \mathcal{S}(\varepsilon)}\left|(\mathrm{id}-\mathbb{E}) \mathrm{e}_{F}\left(\gamma g_{n} ; \tau\right)\right|+C \varepsilon \lesssim \sqrt{\frac{t}{n}}+\frac{t}{n}+\varepsilon$.
Here in the last inequality we used Lemma 7.2 to estimate $\sup _{(\gamma, \tau)} \nu^{2}(\gamma, \tau) \vee$ $\sup _{(\gamma, \tau)} v^{2}(\gamma, \tau) \mathbb{E} \mathrm{e}_{F}\left(\gamma g_{n} ; \tau\right) \lesssim 1$, where $v^{2}(\gamma, \tau)$ is defined in Proposition 7.4. The claim (9.12) follows by choosing $\varepsilon \equiv \sqrt{t / n}+t / n$ and some calculations.
(Step 3). By (9.12), for $t \geq C \log (e n)$, on the event $\mathscr{E}_{1}(\delta)$, it holds with probability at least $1-C_{2} e^{-t / C_{2}}$ that

$$
\begin{aligned}
& \max _{1 / C \leq \beta \leq C} \min _{1 / C \leq \gamma \leq C} \mathrm{D}_{\eta, \pm}(\beta, \gamma) \\
& =\max _{1 / C \leq \beta \leq C} \min _{1 / C \leq \gamma \leq C}\left\{\frac{\beta}{2}\left(\gamma\left(\phi e_{h}^{2}-e_{g}^{2}\right)+\frac{\sigma_{ \pm}^{2}}{\gamma}\right)-\frac{\eta \beta^{2}}{2}+\mathrm{e}_{F}\left(\gamma g_{n} ; \gamma / \beta\right)\right\} \\
& =\max _{1 / C \leq \beta \leq C} \min _{1 / C \leq \gamma \leq C} \overline{\mathrm{D}}_{\eta}(\beta, \gamma)+O(\sqrt{t / n}+t / n+\delta) .
\end{aligned}
$$

The estimate in $O$ is uniform in $\eta \in \Xi_{K}$, so the claim follows.
Finally we delocalize the range constraints for $\beta, \gamma$ in the deterministic minimax problem with $\bar{D}_{\eta}$ in the above proposition.

Proposition 9.5. Suppose $1 / K \leq \phi^{-1}, \sigma_{\xi}^{2} \leq K$, and $\left\|\mu_{0}\right\| \vee\|\Sigma\|_{\mathrm{op}} \vee \mathcal{H}_{\Sigma} \leq K$ for some $K>0$. There exists some $C=C(K)>1$ such that for any $\eta \in \Xi_{K}$,

$$
\max _{\beta>0} \min _{\gamma>0} \overline{\mathrm{D}}_{\eta}(\beta, \gamma)=\max _{1 / C \leq \beta \leq C} \min _{1 / C \leq \gamma \leq C} \overline{\mathrm{D}}_{\eta}(\beta, \gamma)
$$

Consequently,

$$
\begin{equation*}
\left|\max _{\beta>0} \min _{\gamma>0} \overline{\mathrm{D}}_{\eta}(\beta, \gamma)-\max _{\beta>0} \min _{\gamma>0} \overline{\mathrm{D}}_{0}(\beta, \gamma)\right| \leq C \eta . \tag{9.13}
\end{equation*}
$$

Proof. The proof is essentially a deterministic version of Step 2 in the proof of Proposition 9.3. We give some details below. We write $g_{n} \equiv g / \sqrt{n}$. First, using similar calculations as that of (9.7),

$$
\left\{\begin{array}{l}
\partial_{\beta} \mathbb{E} \mathrm{e}_{F}\left(\gamma g_{n} ; \gamma / \beta\right)=\frac{1}{2 \gamma}\left(\mathbb{E} \operatorname{err}_{\left(\Sigma, \mu_{0}\right)}(\gamma ; \gamma / \beta)-2 \mathbb{E} \operatorname{dof}_{\left(\Sigma, \mu_{0}\right)}(\gamma ; \gamma / \beta)+\gamma^{2}\right), \\
\partial_{\gamma} \mathbb{E} \mathrm{e}_{F}\left(\gamma g_{n} ; \gamma / \beta\right)=\frac{\beta}{2 \gamma^{2}}\left(\gamma^{2}-\mathbb{E} \operatorname{err}_{\left(\Sigma, \mu_{0}\right)}(\gamma ; \gamma / \beta)\right)
\end{array}\right.
$$

Then the first-order optimality condition for $\left(\beta_{*}, \gamma_{*}\right)$ to be the saddle point of $\max _{\beta>0} \min _{\gamma>0} \bar{D}_{\eta}(\beta, \gamma)$, i.e., a deterministic version of (9.8), is given by

$$
\left\{\begin{array}{l}
\phi \gamma_{*}^{2}=\sigma_{\xi}^{2}+\mathbb{E} \operatorname{err}_{\left(\Sigma, \mu_{0}\right)}\left(\gamma_{*} ; \gamma_{*} / \beta_{*}\right) \\
\left(\phi-\frac{\eta}{\gamma_{*} / \beta_{*}}\right) \gamma_{*}^{2}=\mathbb{E} \operatorname{dof}_{\left(\Sigma, \mu_{0}\right)}\left(\gamma_{*} ; \gamma_{*} / \beta_{*}\right)
\end{array}\right.
$$

Finally using the apriori estimates in Proposition 8.1, we obtain a deterministic analogue of (9.9) in that $\gamma_{*} \asymp_{K} 1, \quad \beta_{*} \asymp_{K} 1$. The claimed localization follows. The continuity follows by the definition of $\bar{D}_{\eta}$ and the proven localization.

Proof of Theorem 9.2. By Propositions 9.3, 9.4 and 9.5, there exist $C, C^{\prime}>0$ such that for any $\delta \in\left(0,1 / C^{100}\right), M \leq \sqrt{n} / C, t \geq C^{\prime} \log (e n), \xi \in \mathscr{E}_{1, \xi}(\delta)$ and $\eta \in \Xi_{K}$,

$$
\begin{aligned}
& \mathbb{P}^{\xi}\left[\left|\min _{w \in B_{n}\left(L_{w}\right)} L_{\eta}\left(w ; L_{v}\right)-\max _{\beta>0} \min _{\gamma>0} \overline{\mathrm{D}}_{\eta}(\beta, \gamma)\right| \geq C(\sqrt{t / n}+t / n+\delta)\right] \\
& \leq C e^{-t / C}+\mathbb{P}^{\xi}\left(\mathscr{E}_{1,0}(\delta)^{c}\right)+\mathbb{P}\left(\mathscr{E}_{\Delta, \Xi}(M)^{c}\right)
\end{aligned}
$$

The claim now follows from the concentration estimates in Lemmas 7.7, 8.3 and 8.4, by choosing $M \equiv \sqrt{n} / C$ and $\delta \equiv C(\sqrt{t / n}+t / n)$, which is valid in the regime $t \leq n / C_{0}$ for large $C_{0}$.
9.3. Locating the global minimizer of the Gordon objective. With $\left(\gamma_{\eta, *}, \tau_{\eta, *}\right)$ denoting the unique solution to the system of equations (2.1), let

$$
\begin{equation*}
w_{\eta, *} \equiv \operatorname{prox}_{F}\left(\gamma_{\eta, *} g / \sqrt{n} ; \tau_{\eta, *}\right)=\Sigma^{1 / 2}\left(\widehat{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}}\left(\gamma_{\eta, *} ; \tau_{\eta, *}\right)-\mu_{0}\right) \tag{9.14}
\end{equation*}
$$

For any $\varepsilon>0$, let the exceptional set be defined as

$$
\begin{equation*}
D_{\eta ; \varepsilon}(\mathrm{g}) \equiv\left\{w \in \mathbb{R}^{n}:\left|\mathrm{g}(w)-\mathbb{E} \mathrm{g}\left(w_{\eta, *}\right)\right| \geq \varepsilon\right\} \tag{9.15}
\end{equation*}
$$

Theorem 9.6. Suppose the following hold for some $K>0$.

- $1 / K \leq \phi^{-1} \leq K,\left\|\mu_{0}\right\| \vee\|\Sigma\|_{\mathrm{op}} \vee \mathcal{H}_{\Sigma} \leq K$.
- Assumption B holds with $\sigma_{\xi}^{2} \in[1 / K, K]$.

Fix any $\mathrm{g}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ that is 1 -Lipschitz with respect to $\|\cdot\|_{\Sigma^{-1}}$. There exist constants $C, C^{\prime}>10$ depending on $K$ such that for $L_{w}, L_{v} \in\left[C, C^{2}\right], C^{\prime} \log (e n) \leq t \leq n / C^{\prime}$, $\xi \in \mathscr{E}_{1, \xi}(\sqrt{t / n})$ and $\eta \in \Xi_{K}$,

$$
\mathbb{P}^{\xi}\left(\min _{\left.w \in D_{\eta ; C(t / n)^{1 / 4}(\mathrm{~g}) \cap B_{n}\left(L_{w}\right)} L_{\eta}\left(w ; L_{v}\right) \leq \max _{\beta>0} \min _{\gamma>0} \overline{\mathrm{D}}_{\eta}(\beta, \gamma)+\sqrt{t / n}\right) \leq C e^{-t / C} . . . . . .}\right.
$$

Roughly speaking, the above theorem will be proved by approximating $L_{\eta}$ both from above and below by nicer strongly convex, surrogate functions whose minimizers can be directly located. Then we may relate the minimizer of $L_{\eta}$ and those of the surrogate functions.

We first formally define these surrogate functions. For $L_{w}>0, L_{v}>0$, let

$$
\begin{equation*}
L_{\eta, \pm}\left(w ; L_{v}\right) \equiv \max _{\beta \in\left[0, L_{v}\right]}\left\{\frac{\beta}{\sqrt{n}}\left(\|h\| \sqrt{\|w\|^{2}+\sigma_{ \pm}^{2}\left(L_{w}\right)}-\langle g, w\rangle\right)-\frac{\eta \beta^{2}}{2}+F(w)\right\} \tag{9.16}
\end{equation*}
$$

Again we omit notational dependence of $L_{\eta, \pm}$ on $L_{w}$ for simplicity.
The following lemma provides uniform (bracketing) approximation of $L_{\eta}$ via $L_{\eta, \pm}$ on compact sets.
Lemma 9.7. Fix $L_{v}>0$. The following hold when $\sigma_{-}^{2}\left(L_{w}\right) \neq 0$.
(1) For any $w \in B_{n}\left(L_{w}\right), L_{\eta,-}\left(w ; L_{v}\right) \leq L_{\eta}\left(w ; L_{v}\right) \leq L_{\eta,+}\left(w ; L_{v}\right)$.
(2) For any $L_{w}>0$,

$$
\sup _{w \in \mathbb{R}^{n}}\left|L_{\eta,+}\left(w ; L_{v}\right)-L_{\eta,-}\left(w ; L_{v}\right)\right| \leq \frac{4 e_{h}}{\sigma_{m}} \cdot L_{v} L_{w} \frac{|\langle h, \xi\rangle|}{\|h\|^{2}} .
$$

Proof. The first claim (1) follows by the definition of $\sigma_{ \pm}^{2}\left(L_{w}\right)$ in (6.4) and the simple inequality (9.3). For (2), note that

$$
\begin{aligned}
\left|L_{\eta,+}\left(w ; L_{v}\right)-L_{\eta,-}\left(w ; L_{v}\right)\right| & \leq L_{v} e_{h} \cdot\left|\sqrt{\|w\|^{2}+\sigma_{+}^{2}\left(L_{w}\right)}-\sqrt{\|w\|^{2}+\sigma_{-}^{2}\left(L_{w}\right)}\right| \\
& \leq L_{v} e_{h} \cdot \frac{\left|\sigma_{+}^{2}\left(L_{w}\right)-\sigma_{-}^{2}\left(L_{w}\right)\right|}{\sigma_{+}\left(L_{w}\right)+\sigma_{-}\left(L_{w}\right)} \leq \frac{4 e_{h}}{\sigma_{m}} \cdot L_{v} L_{w} \frac{|\langle h, \xi\rangle|}{\|h\|^{2}}
\end{aligned}
$$

as desired.
Next, we will study the properties of the global minimizers for $L_{\eta, \pm}$.

Proposition 9.8. Suppose $1 / K \leq \phi^{-1}, \sigma_{\xi}^{2} \leq K$, and $\left\|\mu_{0}\right\| \vee\|\Sigma\|_{\mathrm{op}} \vee \mathcal{H}_{\Sigma} \leq K$ for some $K>0$. There exists some constant $C=C(K)>1$ such that for any deterministic choice of $L_{w}, L_{v} \in\left[C, C^{2}\right]$, on the event $\mathscr{E}_{1}(\delta) \cap \mathscr{E}_{\Delta, \Xi}(M)$ (defined in Proposition 8.2) with $\delta \in\left(0,1 / C^{100}\right)$ and $M \leq \sqrt{n} / C$, for any $\eta \in \Xi_{K}$, the maps $w \mapsto L_{\eta, \pm}\left(w ; L_{v}\right)$ attain its global minimum at $w_{n, \eta, \pm}$ with $\left\|w_{n, \eta, \pm}\right\|_{\Sigma^{-1}} \leq C$. Moreover, $\left\|w_{n, \eta, \pm}-w_{\eta, *}\right\|_{\Sigma^{-1}} \leq C(M / \sqrt{n}+\delta)^{1 / 2}$.

Proof. Note that the optimization problem

$$
\begin{aligned}
& \min _{w \in \mathbb{R}^{n}} L_{\eta, \pm}\left(w ; L_{v}\right) \\
& =\min _{w \in \mathbb{R}^{n}} \max _{\beta \in\left[0, L_{v}\right]}\left\{\frac{\beta}{\sqrt{n}}\left(\|h\| \sqrt{\|w\|^{2}+\sigma_{ \pm}^{2}\left(L_{w}\right)}-\langle g, w\rangle\right)-\frac{\eta \beta^{2}}{2}+F(w)\right\} \\
& \stackrel{(*)}{=} \max _{\beta \in\left[0, L_{v}\right]} \min _{w \in \mathbb{R}^{n}}\left\{\frac{\beta}{\sqrt{n}}\left(\|h\| \sqrt{\|w\|^{2}+\sigma_{ \pm}^{2}\left(L_{w}\right)}-\langle g, w\rangle\right)-\frac{\eta \beta^{2}}{2}+F(w)\right\} \\
& =\max _{\beta \in\left[0, L_{v}\right]} \min _{\gamma>0, w \in \mathbb{R}^{n}}\left\{\frac{\beta \gamma\|h\|^{2}}{2 n}-\frac{\eta \beta^{2}}{2}+\left(\frac{\beta}{2 \gamma}\left(\|w\|^{2}+\sigma_{ \pm}^{2}\left(L_{w}\right)\right)-\left\langle w, \frac{\beta}{\sqrt{n}} g\right\rangle+F(w)\right)\right\} .
\end{aligned}
$$

Here in $(*)$ we used Sion's min-max theorem to exchange minimum and maximum, as the maximum is taken over a compact set. The difference of the above minimax problem compared to (9.5) rests in its range constraint on $\beta$. As proven in (9.9), all solutions $\beta_{n, \pm}$ to the unconstrained minimax problem (9.5) must satisfy $\beta_{n, \eta, \pm} \leq C$ on the event $\mathscr{E}_{1}(\delta) \cap \mathscr{E}_{\Delta, \Xi}(M)$. So on this event, for the choice $L_{w}, L_{v} \in\left[C, C^{2}\right]$ for some large $C>0, \min _{w \in \mathbb{R}^{n}} L_{\eta, \pm}\left(w ; L_{v}\right)$ exactly corresponds to (9.5), whose minimizers $w_{n, \pm}$ admit the apriori estimate (9.10) (with minor modifications that change $\|\cdot\|$ to the stronger estimate in $\left.\|\cdot\|_{\Sigma^{-1}}\right)$.

Next, for the error bound, using the last equation in (9.6) and the definition of $w_{\eta, *}$ in (9.14), along with the estimates in Proposition 8.2, we have

$$
\begin{aligned}
\left\|w_{n, \eta, \pm}-w_{\eta, *}\right\|_{\Sigma^{-1}}^{2} & =\left\|\widehat{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\text {seq }}\left(\gamma_{n, \eta, \pm} ; \tau_{n, \eta, \pm}\right)-\widehat{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}}\left(\gamma_{\eta, *} ; \tau_{\eta, *}\right)\right\|^{2} \\
& \lesssim_{K}\left|\gamma_{n, \eta, \pm}-\gamma_{\eta, *}\right| \vee\left|\tau_{n, \eta, \pm}-\tau_{\eta, *}\right| \leq C(M / \sqrt{n}+\delta)
\end{aligned}
$$

as desired.
Finally we shall relate back to the global minimizer of $L_{\eta}$. We note that the proposition below by itself is not formally used in the proof of Theorem 9.6, but will turn out to be useful in the proof of Theorem 2.3 ahead.

Proposition 9.9. Suppose the conditions in Theorem 9.6 hold for some $K>0$. There exist constants $C, C^{\prime}>1$ depending on $K$ such that for $L_{w}, L_{v} \in\left[C, C^{2}\right]$, $C^{\prime} \log (e n) \leq t \leq n / C^{\prime}, \xi \in \mathscr{E}_{1, \xi}(\sqrt{t / n})$ and $\eta \in \Xi_{K}$,
$\mathbb{P}^{\xi}\left(\right.$ The map $w \mapsto L_{\eta}\left(w ; L_{v}\right)$ attains its global minimum at $w_{n, \eta}$ with $\left\|w_{n, \eta}\right\|_{\Sigma^{-1}} \leq C$,

$$
\text { and } \left.\left\|w_{n, \eta}-w_{\eta, *}\right\|_{\Sigma^{-1}} \leq C(t / n)^{1 / 4}\right) \geq 1-C e^{-t / C}
$$

Proof. Let us fix $\xi \in \mathscr{E}_{1, \xi}(\sqrt{t / n})$.
(Step 1). We first prove the apriori estimate for $\left\|w_{n, \eta}\right\|_{\Sigma^{-1}}$. To this end, for large enough $C_{0}, C_{0}^{\prime}>0$ depending on $K$, we choose $L_{w} \equiv C_{0}, \delta \equiv 1 / C_{0}^{100}$ and $M \equiv \delta \sqrt{n}$ in Proposition 9.8, it follows that

$$
\begin{align*}
& \mathbb{P}^{\xi}\left(E _ { 1 } \equiv \left\{\left\|w_{n, \eta, \pm}\right\|_{\Sigma^{-1}} \vee\left\|w_{n, \eta, \pm}\right\| \leq C_{0} / 2\right.\right. \\
& \left.\left.\quad L_{\eta, \pm}\left(w_{n, \eta, \pm} ; L_{v}\right)=(9.5)\right\}\right) \geq 1-C_{0} e^{-n / C_{0}} \tag{9.17}
\end{align*}
$$

On the other hand, choosing $\delta \equiv \sqrt{t / n}$ with $C_{0}^{\prime} \log (e n) \leq t \leq n / C_{0}^{\prime}$ leads to

$$
\begin{equation*}
\mathbb{P}^{\xi}\left(E_{2}(t) \equiv\left\{\left\|w_{n, \eta, \pm}-w_{\eta, *}\right\|_{\Sigma^{-1}} \leq C_{0}(t / n)^{1 / 4}\right\}\right) \geq 1-C_{0} e^{-t / C_{0}} \tag{9.18}
\end{equation*}
$$

On $E_{1}$, we may characterize the value of $L_{\eta, \pm}\left(w_{n, \eta, \pm} ; L_{v}\right)$ by applying Propositions 9.3-9.5: for $C_{0}^{\prime} \log (e n) \leq t \leq n / C_{0}^{\prime}$,

$$
\begin{align*}
& \mathbb{P}^{\xi}\left(E_{3}(t) \equiv\left\{\left|L_{\eta, \pm}\left(w_{n, \eta, \pm} ; L_{v}\right)-\max _{\beta>0} \min _{\gamma>0} \overline{\mathrm{D}}_{\eta}(\beta, \gamma)\right| \leq C_{0} \sqrt{t / n}\right\}\right) \\
& \geq 1-C_{0} e^{-t / C_{0}} \tag{9.19}
\end{align*}
$$

Note by the strong convexity of $L_{\eta, \pm}\left(\cdot ; L_{v}\right)$ with respect to $\|\cdot\|_{\Sigma^{-1}}$, we have

$$
\inf _{w \in \mathbb{R}^{n}:\left\|w-w_{n, \eta, \pm}\right\|_{\Sigma^{-1}} \geq \sqrt{6 C_{0}}(t / n)^{1 / 4}} L_{\eta, \pm}\left(w ; L_{v}\right)-L_{\eta, \pm}\left(w_{n, \eta, \pm} ; L_{v}\right) \geq 3 C_{0} \sqrt{t / n}
$$

This means on $E_{3}(t)$,

$$
\begin{array}{r}
\inf _{w \in \mathbb{R}^{n}:\left\|w-w_{n, \eta, \pm}\right\|_{\Sigma^{-1}} \geq \sqrt{6 C_{0}}(t / n)^{1 / 4}} L_{\eta, \pm}\left(w ; L_{v}\right) \geq \max _{\beta>0} \min _{\gamma>0} \overline{\mathrm{D}}_{\eta}(\beta, \gamma)+2 C_{0} \sqrt{t / n}, \\
L_{\eta, \pm}\left(w_{n, \eta, \pm} ; L_{v}\right) \leq \max _{\beta>0} \min _{\gamma>0} \overline{\mathrm{D}}_{\eta}(\beta, \gamma)+C_{0} \sqrt{t / n} .
\end{array}
$$

This in particular means on $E_{1} \cap E_{3}(t)$,

$$
\begin{aligned}
w_{n, \eta, \pm} & \in\left\{w \in \mathbb{R}^{n}: L_{\eta, \pm}\left(w ; L_{v}\right) \leq \max _{\beta>0} \min _{\gamma>0} \overline{\mathrm{D}}_{\eta}(\beta, \gamma)+C_{0} \sqrt{t / n}\right\} \\
& \subset\left\{w \in \mathbb{R}^{n}:\|w\|_{\Sigma^{-1}} \leq \sqrt{6 C_{0}}(t / n)^{1 / 4}+C_{0} / 2\right\}
\end{aligned}
$$

Consequently, by enlarging $C_{0}>0$ if necessary, using Lemma 9.7-(1), on $E_{1} \cap E_{3}(t)$

$$
\begin{aligned}
& \left\{w \in \mathbb{R}^{n}: L\left(w ; L_{v}\right) \leq \max _{\beta>0} \min _{\gamma>0} \overline{\mathrm{D}}_{\eta}(\beta, \gamma)+C_{0} \sqrt{t / n}\right\} \\
& \subset\left\{w \in \mathbb{R}^{n}:\|w\|_{\Sigma^{-1}} \leq 3 C_{0} / 5\right\} \subset B_{n}\left(3 C_{0} / 4\right) \subsetneq B_{n}\left(C_{0}\right)=B_{n}\left(L_{w}\right)
\end{aligned}
$$

This implies, on $E_{1} \cap E_{3}(t)$, we have $\left\|w_{n, \eta}\right\|_{\Sigma^{-1}} \vee\left\|w_{n, \eta}\right\| \leq 3 C_{0} / 4$, proving the apriori bound.
(Step 2). Next we establish the announced error bound. On the event $\mathscr{E}_{1,0}(\sqrt{t / n})$, by Lemma 9.7-(2),

$$
\begin{equation*}
\sup _{w \in B_{n}\left(C_{0}\right)}\left|L_{\eta}\left(w ; L_{v}\right)-L_{\eta, \pm}\left(w ; L_{v}\right)\right| \leq C_{1} \sqrt{t / n} \tag{9.20}
\end{equation*}
$$

Consequently, on $E_{1} \cap E_{3}(t) \cap \mathscr{E}_{1,0}(\sqrt{t / n})$,

$$
\begin{equation*}
\left|\min _{w \in \mathbb{R}^{n}} L_{\eta}\left(w ; L_{v}\right)-\max _{\beta>0} \min _{\gamma>0} \overline{\mathrm{D}}_{\eta}(\beta, \gamma)\right| \leq C_{2} \sqrt{t / n} \tag{9.21}
\end{equation*}
$$

On this event, combining (9.20)-(9.21) with (9.19), and using again the strong convexity of $L_{\eta,+}\left(\cdot ; L_{v}\right)$ respect to $\|\cdot\|_{\Sigma^{-1}}$, we have for $C_{3}=2 \sqrt{\left(C_{0}+C_{1}+C_{2}\right)}$,

$$
\begin{aligned}
& \inf _{w \in B_{n}\left(C_{0}\right):\left\|w-w_{n, \eta,+}+\right\|_{\Sigma^{-1}} \geq C_{3}(t / n)^{1 / 4}} L_{\eta}\left(w ; L_{v}\right)-\min _{w \in \mathbb{R}^{n}} L_{\eta}\left(w ; L_{v}\right) \\
& \geq \inf _{w \in B_{n}\left(C_{0}\right):\left\|w-w_{n, \eta,+}\right\|_{\Sigma^{-1}} \geq C_{3}(t / n)^{1 / 4}} L_{\eta,+}\left(w ; L_{v}\right)-\max _{\beta>0} \min _{\gamma>0} \overline{\mathrm{D}}_{\eta}(\beta, \gamma)-\left(C_{1}+C_{2}\right) \sqrt{t / n} \\
& \geq \inf _{w \in B_{n}\left(C_{0}\right):\left\|w-w_{n, \eta,+}\right\|_{\Sigma^{-1}} \geq C_{3}(t / n)^{1 / 4}} L_{\eta,++}\left(w ; L_{v}\right)-L_{\eta,+}\left(w_{n,+} ; L_{v}\right)-\left(C_{0}+C_{1}+C_{2}\right) \sqrt{t / n} \\
& \geq\left(C_{3}^{2} / 2\right) \sqrt{t / n}-\left(C_{0}+C_{1}+C_{2}\right) \sqrt{t / n}=\left(C_{0}+C_{1}+C_{2}\right) \sqrt{t / n} .
\end{aligned}
$$

This means that $\left\|w_{n, \eta}-w_{n, \eta,+}\right\|_{\Sigma^{-1}} \leq C_{3}(t / n)^{1 / 4}$ on $E_{1} \cap E_{3}(t) \cap \mathscr{E}_{1,0}(\sqrt{t / n})$. The claim follows by intersecting the prescribed event with $E_{2}(t)$ in (9.18) that controls the $\mathbb{P}^{\xi}$-probability of $\left\|w_{n, \eta,+}-w_{\eta, *}\right\|_{\Sigma^{-1}} \leq C_{0}(t / n)^{1 / 4}$.

Proof of Theorem 9.6. Fix $\xi \in \mathscr{E}_{1, \xi}(\sqrt{t / n})$, and $\varepsilon>0$ to be chosen later on. First, as $g$ is Lipschitz with respect to $\|\cdot\|_{\Sigma^{-1}}$, by the Gaussian concentration inequality, there exists $C_{0}=C_{0}(K)>0$ such that for $t \geq 1$, on an event $E_{0}(t)$ with $\mathbb{P}^{\xi}$-probability at least $1-e^{-t}$,

$$
\left|g\left(w_{\eta, *}\right)-\mathbb{E} g\left(w_{\eta, *}\right)\right| \leq C_{0} \sqrt{t / n}
$$

Moreover, by Proposition 9.8 and Propositions 9.3-9.5, there exist some $C_{1}, C_{1}^{\prime}>0$ depending on $K$ such that for $C_{1}^{\prime} \log (e n) \leq t \leq n / C_{1}^{\prime}$, on an event $E_{1}(t)$ with $\mathbb{P}^{\xi}$ probability $1-C_{1} e^{-t / C_{1}}$, we have
(1) $\left\|w_{n, \eta,-}\right\|_{\Sigma^{-1}} \vee\left\|w_{n, \eta,-}\right\| \leq C_{1},\left\|w_{n, \eta,--}-w_{\eta, *}\right\|_{\Sigma^{-1}} \leq C_{1}(t / n)^{1 / 4}$, and
(2) $\left|L_{\eta,-}\left(w_{n, \eta,-} ; L_{v}\right)-\max _{\beta>0} \min _{\gamma>0} \overline{\mathrm{D}}_{\eta}(\beta, \gamma)\right| \leq C_{1} \sqrt{t / n}$.

Consequently, for $C_{1}^{\prime} \log (e n) \leq t \leq n / C_{1}^{\prime}$, on the event $E_{0}(t) \cap E_{1}(t)$, uniformly in $w \in D_{\eta ; \varepsilon}(\mathrm{g}) \cap B_{n}\left(L_{w}\right)$,

$$
\begin{aligned}
\varepsilon & \leq\left|\mathrm{g}(w)-\mathbb{E} \mathrm{g}\left(w_{\eta, *}\right)\right| \\
& \leq\left|\mathrm{g}(w)-\mathrm{g}\left(w_{\eta, *}\right)\right|+\left|\mathrm{g}\left(w_{\eta, *}\right)-\mathbb{E} \mathrm{g}\left(w_{\eta, *}\right)\right| \\
& \leq\left\|w-w_{\eta, n,-}\right\|_{\Sigma^{-1}}+\left\|w_{\eta, n,-}-w_{\eta, *}\right\|_{\Sigma^{-1}}+C_{0} \sqrt{t / n} \\
& \leq\left\|w-w_{\eta, n,-}\right\|_{\Sigma^{-1}}+\left(C_{0}+C_{1}\right)(t / n)^{1 / 4} .
\end{aligned}
$$

This implies that, for the prescribed range of $t$ and on the event $E_{0}(t) \cap E_{1}(t)$,

$$
\min _{w \in D_{\eta ; \varepsilon}(\mathrm{g}) \cap B_{n}\left(L_{w}\right)}\left\|w-w_{\eta, n,--}\right\|_{\Sigma^{-1}} \geq\left(\varepsilon-\left(C_{0}+C_{1}\right)(t / n)^{1 / 4}\right)_{+} .
$$

Using the strong convexity of $L_{\eta,-}\left(\cdot ; L_{v}\right)$ with respect to $\|\cdot\|_{\Sigma^{-1}}$, we have for $C_{1}^{\prime} \log (e n) \leq t \leq n / C_{1}^{\prime}$, on the event $E_{0}(t) \cap E_{1}(t)$,

$$
\begin{aligned}
& \min _{w \in D_{\eta ; \varepsilon}(\mathrm{g}) \cap B_{n}\left(L_{w}\right)} L_{\eta}\left(w ; L_{v}\right) \geq \min _{w \in D_{\eta ; \varepsilon}(\mathrm{g}) \cap B_{n}\left(L_{w}\right)} L_{\eta,-}\left(w ; L_{v}\right) \\
& \geq L_{\eta,--}\left(w_{\eta, n,-} ; L_{v}\right)+\frac{1}{2}\left(\varepsilon-\left(C_{0}+C_{1}\right)(t / n)^{1 / 4}\right)_{+}^{2} \\
& \geq \max _{\beta>0} \min _{\gamma>0} \overline{\mathrm{D}}_{\eta}(\beta, \gamma)+\frac{1}{2}\left(\varepsilon-\left(C_{0}+C_{1}\right)(t / n)^{1 / 4}\right)_{+}^{2}-C_{1} \sqrt{t / n}
\end{aligned}
$$

Now we may choose $\varepsilon \equiv \varepsilon(t, n) \equiv\left(C_{0}+C_{1}+2 \sqrt{C_{1}}\right)(t / n)^{1 / 4}$ to conclude by adjusting constants.
9.4. Proof of Theorem $\mathbf{2 . 3}$ for $\widehat{\mu}_{\eta ; G}$. Fix $\xi \in \mathscr{E}_{1, \xi}(\sqrt{t / n})$. All the constants in $\lesssim, \gtrsim, \asymp$ below may depend on $K$.
(Step 1). In this step, we will obtain an upper bound $\min _{w \in \mathbb{R}^{n}} H_{\eta}(w)$. By Proposition 9.1 and the concentration estimate in Lemma 7.6, there exists some $C_{0}=C_{0}(K)>0$ such that on an event $E_{0}$ with $\mathbb{P}^{\xi}\left(E_{0}\right) \geq 1-C_{0} e^{-n / C_{0}}$,

$$
\begin{equation*}
\min _{w \in \mathbb{R}^{n}} H_{\eta}(w)=\min _{w \in \mathbb{R}^{n}} H_{\eta}\left(w ; L_{0}\right)=\min _{w \in B_{n}\left(L_{0}\right)} H_{\eta}(w)=\min _{w \in B_{n}\left(L_{0}\right)} H_{\eta}\left(w ; L_{0}\right) . \tag{9.22}
\end{equation*}
$$

where

$$
\begin{equation*}
L_{0} \equiv C_{0}\left\{1+\left(\left\|\Sigma^{-1}\right\|_{\mathrm{op}} \mathbf{1}_{\phi^{-1} \geq 1+1 / K}^{-1} \wedge \eta^{-1}\right)\right\} . \tag{9.23}
\end{equation*}
$$

Now we shall apply the convex(-side) Gaussian min-max theorem to obtain an upper bound for the right hand side of (9.22). Recall the definition of $h_{\eta}=h_{\eta ; G}$ and $\ell_{\eta}$ in (6.2). Using Theorem 6.1-(2), for any $z \in \mathbb{R}$,

$$
\begin{align*}
\mathbb{P}^{\xi}\left(\min _{w \in \mathbb{R}^{n}} H_{\eta}(w) \geq z\right) & \leq \mathbb{P}^{\xi}\left(\min _{w \in B_{n}\left(L_{0}\right)} H_{\eta}\left(w ; L_{0}\right) \geq z\right)+\mathbb{P}^{\xi}\left(E_{0}^{c}\right) \\
& =\mathbb{P}^{\xi}\left(\min _{w \in B_{n}\left(L_{0}\right)} \max _{v \in B_{m}\left(L_{0}\right)} h_{\eta}(w, v) \geq z\right)+\mathbb{P}^{\xi}\left(E_{0}^{c}\right) \\
& \leq 2 \mathbb{P}^{\xi}\left(\min _{w \in B_{n}\left(L_{0}\right)} \max _{v \in B_{m}\left(L_{0}\right)} \ell_{\eta}(w, v) \geq z\right)+\mathbb{P}^{\xi}\left(E_{0}^{c}\right) \\
& =2 \mathbb{P}^{\xi}\left(\min _{w \in B_{n}\left(L_{0}\right)} L_{\eta}\left(w ; L_{0}\right) \geq z\right)+\mathbb{P}^{\xi}\left(E_{0}^{c}\right) . \tag{9.24}
\end{align*}
$$

By Proposition 9.9, there exist some $C_{1}, C_{1}^{\prime}>0$ depending on $K$ (which we assume without loss of generality $L_{0}>C_{1}$ and $C_{1}$ exceeds the constants in Theorems 9.2 and 9.6), such that on an event $E_{1}$ with $\mathbb{P}^{\xi}$-probability at least $1-C_{1} e^{-n / C_{1}}$, the map $w \mapsto L_{\eta}\left(w ; L_{0}\right)$ attains its global minimum in $B_{n}\left(C_{1}\right)$. We may now apply Theorem 9.2: with $z \equiv \bar{z}(t)=\max _{\beta>0} \min _{\gamma>0} \overline{\mathrm{D}}_{\eta}(\beta, \gamma)+\sqrt{t / n}$, for $C_{1}^{\prime} \log ($ en $) \leq t \leq n / C_{1}^{\prime}$,

$$
\begin{align*}
& \mathbb{P}^{\xi}\left(\min _{w \in B_{n}\left(L_{0}\right)} L_{\eta}\left(w ; L_{0}\right) \geq \bar{z}(t)\right) \\
& \leq \mathbb{P}^{\xi}\left(\min _{w \in B_{n}\left(C_{1}\right)} L_{\eta}\left(w ; L_{0}\right) \geq \bar{z}(t)\right)+\mathbb{P}^{\xi}\left(E_{1}^{c}\right) \leq C_{1} e^{-t / C_{1}}+\mathbb{P}^{\xi}\left(E_{1}^{c}\right) . \tag{9.25}
\end{align*}
$$

Combining (9.24)-(9.25), by enlarging $C_{1}$ if necessary, for $C_{1}^{\prime} \log (e n) \leq t \leq n / C_{1}^{\prime}$, and $\eta \in \Xi_{K}$,

$$
\begin{equation*}
\mathbb{P}^{\xi}\left(\min _{w \in \mathbb{R}^{n}} H_{\eta}(w) \geq \max _{\beta>0} \min _{\gamma>0} \overline{\mathrm{D}}_{\eta}(\beta, \gamma)+\sqrt{t / n}\right) \leq C_{1} e^{-t / C_{1}} . \tag{9.26}
\end{equation*}
$$

An entirely similar argument leads to a lower bound (which will be used later on):

$$
\begin{equation*}
\mathbb{P}^{\xi}\left(\min _{w \in \mathbb{R}^{n}} H_{\eta}(w) \leq \max _{\beta>0} \min _{\gamma>0} \overline{\mathrm{D}}_{\eta}(\beta, \gamma)-\sqrt{t / n}\right) \leq C_{1} e^{-t / C_{1}} . \tag{9.27}
\end{equation*}
$$

(Step 2). In this step, we will obtain a lower bound on $\min _{w \in D_{\eta ; \varepsilon}(\mathrm{g})} H_{\eta}(w)$ for the exceptional set $D_{\varepsilon}(\mathrm{g})$ defined in (9.15), with a suitable choice of $\varepsilon$. Let us take $C_{2}, C_{2}^{\prime}>0$ to be the constants in Theorem 9.6, and let $\varepsilon(t, n) \equiv C_{2}(t / n)^{1 / 4}$ for
$C_{2}^{\prime} \log (e n) \leq t \leq n / C_{2}^{\prime}$. To this end, using Theorem 6.1-(1) (that holds without convexity), for any $z \in \mathbb{R}$ and $L_{v}>0$

$$
\begin{aligned}
\mathbb{P}^{\xi}\left(\min _{w \in B_{n}\left(L_{0}\right) \cap D_{\eta ; \varepsilon}(\mathrm{g})} H_{\eta}(w) \leq z\right) & \leq \mathbb{P}^{\xi}\left(\min _{w \in B_{n}\left(L_{0}\right) \cap D_{\eta ; \varepsilon}(\mathrm{g})} \max _{v \in B_{m}\left(L_{v}\right)} h_{\eta}(w, v) \leq z\right) \\
& \leq 2 \mathbb{P}^{\xi}\left(\min _{w \in B_{n}\left(L_{0}\right) \cap D_{\eta ; \varepsilon}(\mathrm{g})} \max _{v \in B_{m}\left(L_{v}\right)} \ell_{\eta}(w, v) \leq z\right) \\
& =2 \mathbb{P}^{\xi}\left(\min _{w \in B_{n}\left(L_{0}\right) \cap D_{\eta ; \varepsilon}(\mathrm{g})} L_{\eta}\left(w ; L_{v}\right) \leq z\right)
\end{aligned}
$$

By choosing $L_{v} \asymp 1$ of constant order but large enough, $\varepsilon \equiv \varepsilon(t, n)$ and $z \equiv \bar{z}(t)=$ $\max _{\beta>0} \min _{\gamma>0} \overline{\mathrm{D}}_{\eta}(\beta, \gamma)+2 \sqrt{t / n}$, we have for $C_{2}^{\prime} \log (e n) \leq t \leq n / C_{2}^{\prime}$,

$$
\begin{equation*}
\mathbb{P}^{\xi}\left(\min _{w \in B_{n}\left(L_{0}\right) \cap D_{\eta ; \varepsilon(t, n)}(\mathrm{g})} H_{\eta}(w) \leq \max _{\beta>0} \min _{\gamma>0} \overline{\mathrm{D}}_{\eta}(\beta, \gamma)+2 \sqrt{\frac{t}{n}}\right) \leq 2 C_{2} e^{-t / C_{2}} \tag{9.28}
\end{equation*}
$$

(Step 3). Combining (9.28) and the localization in (9.22), there exist some $C_{3}, C_{3}^{\prime}>$ 0 depending on $K$ such that for $C_{3}^{\prime} \log (e n) \leq t \leq n / C_{3}^{\prime}$, on an event $E_{3}(t)$ with $\mathbb{P}^{\xi}\left(E_{3}(t)\right) \geq 1-C_{3} e^{-t / C_{3}}$,

$$
\begin{aligned}
\min _{w \in B_{n}\left(L_{0}\right) \cap D_{\eta ; \varepsilon(t, n)}(\mathrm{g})} H_{\eta}(w) & \geq \max _{\beta>0} \min _{\gamma>0} \overline{\mathrm{D}}_{\eta}(\beta, \gamma)+2 \sqrt{t / n} \\
& >\max _{\beta>0} \min _{\gamma>0} \overline{\mathrm{D}}_{\eta}(\beta, \gamma)+\sqrt{t / n} \geq \min _{w \in \mathbb{R}^{n}} H_{\eta}(w)=\min _{w \in B_{n}\left(L_{0}\right)} H_{\eta}(w) .
\end{aligned}
$$

So on $E_{3}(t), \widehat{w}_{\eta} \notin D_{\eta ; \varepsilon(t, n)}(\mathrm{g}) \cap B_{n}\left(L_{0}\right)$, i.e., for $C_{3}^{\prime} \log (e n) \leq t \leq n / C_{3}^{\prime}$,

$$
\mathbb{P}^{\xi}\left(\left|\mathrm{g}\left(\widehat{w}_{\eta}\right)-\mathbb{E} \mathrm{g}\left(w_{\eta, *}\right)\right| \geq C_{3}(t / n)^{1 / 4}\right) \leq C_{3} e^{-t / C_{3}}
$$

Using a change of variable and suitably adjusting the constant $C_{3}$, for any 1Lipschitz function $\mathrm{g}_{0}: \mathbb{R}^{n} \rightarrow \mathbb{R}, \eta \in \Xi_{K}$ and $\varepsilon \in(0,1 / 2]$,

$$
\mathbb{P}^{\xi}\left(\left|\mathrm{g}_{0}\left(\widehat{\mu}_{\eta}\right)-\mathbb{E} \mathrm{g}_{0}\left(\widehat{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}}\left(\gamma_{\eta, *} ; \tau_{\eta, *}\right)\right)\right| \geq \varepsilon\right) \leq C_{3} n e^{-n \varepsilon^{4} / C_{3}}
$$

(Step 4). In this step we shall establish uniform guarantees. We write $\widehat{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\text {seq }}\left(\gamma_{\eta, *} ; \tau_{\eta, *}\right)=\widehat{\mu}_{\eta ;\left(\Sigma, \mu_{0}\right)}^{\text {seq }}$ in this part of the proof. First, in the case $\phi^{-1} \geq 1+1 / K$, using $\widehat{\mu}_{\eta}=n^{-1} X^{\top}\left(X X^{\top} / n+\eta I\right)^{-1} Y$, for $\eta_{1}, \eta_{2} \in[0, K]$,

$$
\begin{align*}
\left\|\widehat{\mu}_{\eta_{1}}-\widehat{\mu}_{\eta_{2}}\right\| & \lesssim n^{-1}\|G\|_{\mathrm{op}}\left(\|G\|_{\mathrm{op}}+\|\xi\|\right) \cdot\left\|\left(X X^{\top} / n+\eta_{1} I\right)^{-1}-\left(X X^{\top} / n+\eta_{2} I\right)^{-1}\right\|_{\mathrm{op}} \\
& \lesssim\left\|\Sigma^{-1}\right\|_{\mathrm{op}}^{2} \cdot\left(1+\frac{\|G\|_{\mathrm{op}}+\|\xi\|}{\sqrt{n}}\right)^{2} \cdot\left\|\left(G G^{\top} / n\right)^{-1}\right\|_{\mathrm{op}}^{2} \cdot\left|\eta_{1}-\eta_{2}\right| . \tag{9.29}
\end{align*}
$$

Here the last inequality follows by the fact that any p.s.d. matrix $A, \|\left(A+\eta_{1} I\right)^{-1}-$ $\left(A+\eta_{2} I\right)^{-1} \|_{\mathrm{op}} \leq \lambda_{\min }^{-2}(A)\left|\eta_{1}-\eta_{2}\right|$. As $\left\|\Sigma^{-1}\right\|_{\mathrm{op}} \lesssim n$ under $\mathcal{H}_{\Sigma} \leq K$, there exists $C_{4}=C_{4}(K)>0$ such that on an event $E_{4}$ with $\mathbb{P}^{\xi}\left(E_{4}\right) \geq 1-C_{4} e^{-n / C_{4}}$,

$$
\begin{equation*}
\left\|\widehat{\mu}_{\eta_{1}}-\widehat{\mu}_{\eta_{2}}\right\| \leq C_{4} n^{2}\left|\eta_{1}-\eta_{2}\right| \tag{9.30}
\end{equation*}
$$

On the other hand, note that for $\eta_{1}, \eta_{2} \in[0, K]$, using Proposition 8.1-(3),

$$
\begin{equation*}
\left\|\widehat{\mu}_{\eta_{1} ;\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}, *}-\widehat{\mu}_{\eta_{2} ;\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}, *}\right\| \lesssim\left(1 \vee e_{g}\right)\left\|\Sigma^{-1}\right\|_{\mathrm{op}}^{2}\left|\eta_{1}-\eta_{2}\right| \tag{9.31}
\end{equation*}
$$

So we have

$$
\begin{equation*}
\left|\mathbb{E} \mathrm{g}_{0}\left(\widetilde{\mu}_{\eta_{1} ;\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}, *}\right)-\mathbb{E} \mathrm{g}_{0}\left(\widetilde{\mu}_{\eta_{2} ;\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}, *}\right)\right| \leq C_{4} n^{2}\left|\eta_{1}-\eta_{2}\right| . \tag{9.32}
\end{equation*}
$$

Now by taking an $\varepsilon /\left(2 C_{4} n^{2}\right)$-net $\Lambda_{\varepsilon}$ of $[0, K]$ and a union bound,

$$
\begin{align*}
& \mathbb{P}^{\xi}\left(\sup _{\eta \in[0, K]}\left|\mathrm{g}_{0}\left(\widehat{\mu}_{\eta}\right)-\mathbb{E} \mathrm{g}_{0}\left(\widehat{\mu}_{\eta ;\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}, *}\right)\right| \geq 2 \varepsilon\right) \\
& \leq \mathbb{P}^{\xi}\left(\max _{\eta \in \Lambda_{\varepsilon}}\left|\mathrm{g}_{0}\left(\widehat{\mu}_{\eta}\right)-\mathbb{E} \mathrm{g}_{0}\left(\widetilde{\mu}_{\eta ;\left(\Sigma, \mu_{0}, *\right.}^{\mathrm{seq}}\right)\right| \geq \varepsilon\right)+\mathbb{P}\left(E_{4}^{c}\right) \\
& \leq\left(1+2 C_{4} K n^{2} / \varepsilon\right) \cdot C_{3} n e^{-n \varepsilon^{4} / C_{3}}+C_{4} e^{-n / C_{4}} \leq C \cdot \varepsilon^{-1} n^{3} e^{-n \varepsilon^{4} / C} \tag{9.33}
\end{align*}
$$

By adjusting constants, we may replace $n^{3} / \varepsilon$ by $n$. We then conclude by further taking expectation with respect to $\xi$, and noting that $\mathbb{P}\left(\xi \in \mathscr{E}_{1, \xi}(\sqrt{t / n})\right) \geq 1-C e^{-t / C}$.

Next, in the case $\phi^{-1}<1+1 / K$, we work with $\eta \in[1 / K, K]$ and use the standard form of $\widehat{\mu}_{\eta}$ with $\widehat{\mu}_{\eta}=n^{-1}\left(X^{\top} X / n+\eta I\right)^{-1} X^{\top} Y$. As $\eta \geq 1 / K$, the spectrum of the middle inverse matrix is bounded by $1 / \eta \leq K$, so we may replicate the above calculations in (9.30) and (9.32) to reach a similar estimate as in (9.33).
9.5. Proof of Theorem 2.3 for $\widehat{r}_{\eta ; G}$. Recall the cost function $h_{\eta}=h_{\eta ; G}, \ell_{\eta}$ defined in (6.2). It is easy to see that

$$
\begin{equation*}
\widehat{v}_{\eta} \equiv \underset{v \in \mathbb{R}^{m}}{\arg \max } \min _{w \in \mathbb{R}^{n}} h_{\eta}(w, v)=\frac{1}{\sqrt{n} \eta}\left(G \widehat{w}_{\eta}-\xi\right)=-\frac{\widehat{r}_{\eta}}{\eta} . \tag{9.34}
\end{equation*}
$$

We shall define the 'population' version of $\widehat{v}_{\eta}$ as

$$
\begin{equation*}
v_{\eta, *} \equiv \frac{1}{\phi \tau_{\eta, *}}\left(\sqrt{\phi \gamma_{\eta, *}^{2}-\sigma_{\xi}^{2}} \cdot \frac{h}{\sqrt{n}}-\frac{\xi}{\sqrt{n}}\right) \tag{9.35}
\end{equation*}
$$

in the Gordon problem.
Proposition 9.10. Suppose the following hold for some $K>0$.

- $1 / K \leq \phi^{-1}, \eta \leq K,\left\|\mu_{0}\right\| \vee\|\Sigma\| \vee \mathcal{H}_{\Sigma} \leq K$.
- Assumption B holds with $\sigma_{\xi}^{2} \in[1 / K, K]$.

There exist constants $C, C^{\prime}>0$ depending on $K$ such that for $C^{\prime} \log ($ en $) \leq t \leq n / C^{\prime}$ and $\xi \in \mathscr{E}_{1, \xi}(\sqrt{t / n})$,
$\mathbb{P}^{\xi}\left(\right.$ The map $v \mapsto \ell_{\eta}\left(w_{\eta, *} ; v\right)$ is $\eta$-strongly concave with unique maximizer $v_{\eta, n}$
satisfying $\left\|v_{\eta, n}\right\| \leq C$ and $\left\|v_{\eta, n}-v_{\eta, *}\right\| \leq C \sqrt{t / n}$.
Furthermore, $\left|\max _{v} \ell_{\eta}\left(w_{\eta, *}, v\right)-\max _{\beta>0} \min _{\gamma>0} \bar{D}_{\eta}(\beta, \gamma)\right| \leq C \sqrt{t / n}$. $)$
$\geq 1-C e^{-t / C}$.
We need the following before the proof of Proposition 9.10.
Lemma 9.11. Suppose $1 / K \leq \phi^{-1}, \sigma_{\xi}^{2} \leq K$, and $\left\|\mu_{0}\right\| \vee\|\Sigma\|_{\mathrm{op}} \vee \mathcal{H}_{\Sigma} \leq K$ for some $K>0$. Recall $w_{\eta, *}$ defined in (9.14). Then there exist constants $C, C^{\prime}>0$
depending on $K$ such that for $C^{\prime} \log (e n) \leq t \leq n / C^{\prime}, \eta \in \Xi_{K}$ and $\xi \in \mathscr{E}_{1, \xi}(\sqrt{t / n})$,

$$
\begin{gathered}
\mathbb{P}^{\xi}\left(\operatorname { m a x } \left\{\mid(\mathrm{id}-\mathbb{E})\left\langle g / \sqrt{n}, w_{\eta, * *}\right|,\left|(\mathrm{id}-\mathbb{E})\left\|w_{\eta, *}\right\|^{2}\right|,\left|(\mathrm{id}-\mathbb{E}) F\left(w_{\eta, *}\right)\right|,\right.\right. \\
\left.\left.n^{-1}\left|(\mathrm{id}-\mathbb{E})\| \| w_{\eta, *}\|h-\xi\|^{2}\right|\right\} \geq \sqrt{t / n}\right) \leq C e^{-t / C} .
\end{gathered}
$$

Proof. All the constants in $\lesssim, \gtrsim, \asymp$ below may depend on $K$. Recall $w_{\eta, *}=(\Sigma+$ $\left.\tau_{\eta, *} I\right)^{-1} \Sigma^{1 / 2}\left(-\tau_{\eta, *} \mu_{0}+\gamma_{\eta, *} \Sigma^{1 / 2} g / \sqrt{n}\right)$. Under the assumed conditions, $\gamma_{\eta, *}, \tau_{\eta, *} \asymp 1$. We shall consider the four terms separately below.

For the first term, we have

$$
\begin{gathered}
n^{-1 / 2}\left|\left\langle g, w_{\eta, *}\right\rangle-\mathbb{E}\left\langle g, w_{\eta, *}\right\rangle\right| \leq \tau_{\eta, *} \cdot n^{-1 / 2}\left|\left\langle\left(\Sigma+\tau_{\eta, *} I\right)^{-1} \Sigma^{1 / 2} \mu_{0}, g\right\rangle\right| \\
\quad+\gamma_{\eta, *} \cdot n^{-1}(\mathrm{id}-\mathbb{E})\left\|\left(\Sigma+\tau_{\eta, *} I\right)^{-1 / 2} \Sigma^{1 / 2} g\right\|^{2} \equiv A_{1,1}+A_{1,2}
\end{gathered}
$$

The concentration of the term $A_{1,1}$ can be handled using Gaussian tails and the fact that $\left\|\left(\Sigma+\tau_{\eta, *} I\right)^{-1} \Sigma^{1 / 2} \mu_{0}\right\|^{2} \leqslant 1$. For the term $A_{1,2}$, with $H_{1}(g) \equiv \|(\Sigma+$ $\left.\tau_{\eta, * *} I\right)^{-1 / 2} \Sigma^{1 / 2} g \|^{2}$, it is easy to evaluate $\left\|\nabla H_{1}(g)\right\|^{2}=4\left\|\left(\Sigma+\tau_{\eta, *} I\right)^{-1} \Sigma g\right\|^{2} \leq 4 H_{1}(g)$ and $\mathbb{E} H_{1}(g) \leq n$, so Proposition B. 1 applies to conclude the concentration of $A_{1,2}$.

For the second term, we may decompose

$$
\begin{aligned}
& \left|\left\|w_{\eta, *}\right\|^{2}-\mathbb{E}\left\|w_{\eta, *}\right\|^{2}\right| \lesssim \tau_{\eta, *} \gamma_{\eta, *} \cdot n^{-1 / 2}\left|\left\langle\left(\Sigma+\tau_{\eta, *} I\right)^{-2} \Sigma^{3 / 2} \mu_{0}, g\right\rangle\right| \\
& \quad+\gamma_{\eta, *}^{2} \cdot n^{-1}(\mathrm{id}-\mathbb{E})\left\|\left(\Sigma+\tau_{\eta, *} I\right)^{-1} \Sigma g\right\|^{2} .
\end{aligned}
$$

From here we may handle the concentration of the above two terms in a completely similar fashion to $A_{1,1}$ and $A_{1,2}$ above.

For the third term, recall that $\widehat{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\text {seq }}(\gamma ; \tau)=(\Sigma+\tau I)^{-1} \Sigma^{1 / 2}\left(\Sigma^{1 / 2} \mu_{0}+\gamma g / \sqrt{n}\right)$, so

$$
\begin{aligned}
& \left.\left|F\left(w_{\eta, *}\right)-\mathbb{E} F\left(w_{\eta, *}\right)\right|=\left.\frac{1}{2}\left|\left\|\mu_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}}\left(\gamma_{\eta, *} ; \tau_{\eta, *}\right)\right\|^{2}-\mathbb{E}\right|\right|_{\mu_{\left(, \mu_{0}\right)}} ^{\mathrm{seq}}\left(\gamma_{\eta, *} ; \tau_{\eta, *}\right) \|^{2} \right\rvert\, \\
& \lesssim \gamma_{\eta, *} \cdot n^{-1 / 2}\left|\left\langle\left(\Sigma+\tau_{\eta, *} I\right)^{-2} \Sigma^{3 / 2} \mu_{0}, g\right\rangle\right|+\gamma_{\eta, *}^{2} \cdot n^{-1}(\mathrm{id}-\mathbb{E})\left\|\left(\Sigma+\tau_{\eta, *} I\right)^{-1} \Sigma^{1 / 2} g\right\|^{2} .
\end{aligned}
$$

The concentration properties of the two terms on the right hand side above can be handled similarly to the case for the second term.

For the last term, we have

$$
\begin{aligned}
& n^{-1}\left|\| \| w_{\eta, *}\|h-\xi\|^{2}-\mathbb{E}\| \| w_{\eta, *}\|h-\xi\|^{2}\right| \\
& \left.\lesssim n^{-1}\left|\left\|w_{\eta, *}\right\|^{2}\|h\|^{2}-\mathbb{E}\left\|w_{\eta, *}\right\|^{2}\|h\|^{2}\right|+n^{-1}\left\|w_{\eta, *}\right\| \| h, \xi\right\rangle \mid \equiv A_{4,1}+A_{4,2} .
\end{aligned}
$$

On the other hand, on the event $\mathscr{E}_{1}(\sqrt{t / n})$,

$$
A_{4,1} \lesssim\left(\|h\|^{2} / n\right)\left|\left\|w_{\eta, *}\right\|^{2}-\mathbb{E}\left\|w_{\eta, *}\right\|^{2}\right|+n^{-1} \mathbb{E}\left\|w_{\eta, *}\right\|^{2} \cdot\|h h\|^{2}-m \mid \lesssim \sqrt{t / n},
$$

and $A_{4,2} \lesssim\left(1 \vee e_{g}\right) \cdot n^{-1}|\langle h, \xi\rangle| \lesssim \sqrt{t / n}$. Combining the above estimates concludes the concentration claim for the last term.

Proof of Proposition 9.10. Fix $\xi \in \mathscr{E}_{1, \xi}(\sqrt{t / n})$. All the constants in $\lesssim, \gtrsim, \asymp$ below may depend on $K$.
(Step 1). In this step, we establish both the uniqueness and the apriori estimates for $v_{\eta, n}$. Using Lemma 9.11, we may choose a sufficiently large $C, C^{\prime}>0$ depending
on $K$ such that $C^{\prime} \log (e n) \leq t \leq n / C^{\prime}$,

$$
\begin{gathered}
\mathbb{P}^{\xi}\left(E _ { 0 } ( t ) \equiv \left\{\operatorname { m a x } \left\{\left|(\mathrm{id}-\mathbb{E})\left\langle g / \sqrt{n}, w_{\eta, *}\right\rangle\right|,\left|(\mathrm{id}-\mathbb{E})\left\|w_{\eta, *}\right\|^{2}\right|,\left|(\mathrm{id}-\mathbb{E}) F\left(w_{\eta, *}\right)\right|,\right.\right.\right. \\
\left.\left.\left.n^{-1}\left|(\mathrm{id}-\mathbb{E})\| \| w_{\eta, *}\|h-\xi\|^{2}\right|\right\} \leq \sqrt{t / n}\right\}\right) \geq 1-C e^{-t / C}
\end{gathered}
$$

Therefore, on the event $E_{0}(t)$,

$$
\left\langle g / \sqrt{n}, w_{\eta, *}\right\rangle \geq \mathbb{E}\left\langle g / \sqrt{n}, w_{\eta, *}\right\rangle-\sqrt{t / n}=\gamma_{\eta, *} \cdot n^{-1} \operatorname{tr}\left(\left(\Sigma+\tau_{\eta, *} I\right)^{-1} \Sigma\right)-\sqrt{t / n}
$$

Note that $n^{-1} \operatorname{tr}\left(\left(\Sigma+\tau_{\eta, *} I\right)^{-1} \Sigma\right) \gtrsim \mathcal{H}_{\Sigma}^{-1} \gtrsim 1$, by choosing sufficiently large $C$, we conclude $\left\langle g / \sqrt{n}, w_{\eta, *}\right\rangle>0$ on the event $E_{0}(t)$. This implies that $v \mapsto \ell_{\eta}\left(w_{\eta, *}, v\right)$ is $\eta$-strongly concave with respect to $\|\cdot\|$, so $v_{\eta, n}$ exists uniquely on $E_{0}(t)$.

Next we derive apriori estimates. We claim that on $E_{0}(t), v_{\eta, n}=$ $\arg \max _{v \in \mathbb{R}^{m}} \ell_{\eta}\left(w_{\eta, *}, v\right)$ takes the following form:

$$
\begin{equation*}
v_{\eta, n}=\frac{1}{\sqrt{n} \eta}\left(1-\frac{\left\langle g, w_{\eta, *}\right\rangle}{\| \| w_{\eta, *}\|h-\xi\|}\right)_{+} \cdot\left(\left\|w_{\eta, *}\right\| h-\xi\right) . \tag{9.36}
\end{equation*}
$$

To see this, using the definition

$$
\begin{aligned}
v_{\eta, n} & =\underset{v \in \mathbb{R}^{m}}{\arg \max }\left\{\frac{1}{\sqrt{n}}\left(-\|v\|\left\langle g, w_{\eta, *}\right\rangle+\left\|w_{\eta, *}\right\|\langle h, v\rangle-\langle v, \xi\rangle\right)-\frac{\eta\|v\|^{2}}{2}\right\} \\
& =\underset{\alpha \geq 0}{\arg \max }\left\{\frac{\alpha}{\sqrt{n}}\left(-\left\langle g, w_{\eta, *}\right\rangle+\| \| w_{\eta, *}\|h-\xi\|\right)-\frac{\eta \alpha^{2}}{2}\right\} \cdot \frac{\left\|w_{\eta, *}\right\| h-\xi}{\| \| w_{\eta, *}\|h-\xi\|} \\
& =\frac{1}{\sqrt{n} \eta}\left(-\left\langle g, w_{\eta, *}\right\rangle+\| \| w_{\eta, *}\|h-\xi\|\right)_{+} \cdot \frac{\left\|w_{\eta, *}\right\| h-\xi}{\| \| w_{\eta, *}\|h-\xi\|} .
\end{aligned}
$$

Some simple algebra leads to the expression in (9.36). The boundedness of $\left\|v_{\eta, n}\right\|$ then follows from the boundedness of $\left\|w_{\eta, *}\right\|$.
(Step 2). In this step, we establish the bound on $\left\|v_{\eta, n}-v_{\eta, *}\right\|$. The key observation is that we may rewrite $v_{\eta, *}$ defined via (9.35) into the following form

$$
\begin{equation*}
v_{\eta, *}=\frac{1}{\sqrt{n} \eta}\left(1-\frac{\mathbb{E}\left\langle g, w_{\eta, *}\right\rangle}{\mathbb{E}^{1 / 2}\| \| w_{\eta, *}\|\cdot h-\xi\|^{2}}\right) \cdot\left(\mathbb{E}^{1 / 2}\left\|w_{\eta, *}\right\|^{2} \cdot h-\xi\right) \tag{9.37}
\end{equation*}
$$

This can be seen by observing

$$
\left\{\begin{array}{l}
\mathbb{E}\left\|w_{\eta, *}\right\|^{2}=\mathbb{E} \operatorname{err}_{\left(\Sigma, \mu_{0}\right)}\left(\gamma_{\eta, *} ; \tau_{\eta, *}\right)=\phi \gamma_{\eta, *}^{2}-\sigma_{\xi}^{2},  \tag{9.38}\\
\mathbb{E}\left\langle g, w_{\eta, *}\right\rangle=\frac{\sqrt{n}}{\gamma_{\eta, *}} \cdot \mathbb{E} \operatorname{dof}_{\left(\Sigma, \mu_{0}\right)}\left(\gamma_{\eta, *} ; \tau_{\eta, *}\right)=\sqrt{n} \gamma_{\eta, *} \cdot\left(\phi-\frac{\eta}{\tau_{\eta, *}}\right) \\
\mathbb{E}^{1 / 2}\| \| w_{\eta, *}\|\cdot h-\xi\|^{2}=\sqrt{m}\left(\mathbb{E}\left\|w_{\eta, *}\right\|^{2}+\sigma_{\xi}^{2}\right)^{1 / 2}=\sqrt{m \phi} \gamma_{\eta, *},
\end{array}\right.
$$

and therefore $1-\frac{\mathbb{E}\left\langle g, w_{\eta, *}\right\rangle}{\mathbb{E}^{1 / 2}\| \| w_{\eta, *}\|\cdot h-\xi\|^{2}}=\frac{\eta}{\phi \tau_{\eta, *}}$. Now with (9.36)-(9.37), we may use Lemma 9.11 to estimate

$$
\begin{align*}
\left\|v_{\eta, n}-v_{\eta, *}\right\| \leq & \frac{1}{\sqrt{n} \eta}\left|\left\|w_{\eta, *}\right\|-\mathbb{E}^{1 / 2}\left\|w_{\eta, *}\right\|^{2}\right| \cdot\|h\| \\
& +\frac{1}{\sqrt{n} \eta}\left|\frac{\left\langle g, w_{\eta, *}\right\rangle}{\| \| w_{\eta, *}\|h-\xi\|}-\frac{\mathbb{E}\left\langle g, w_{\eta, *}\right\rangle}{\mathbb{E}^{1 / 2}\| \| w_{\eta, *}\|\cdot h-\xi\|^{2}}\right|\left\|\mathbb{E}^{1 / 2}\right\| w_{\eta, *}\left\|^{2} \cdot h-\xi\right\| \\
\equiv & V_{1}+V_{2} \tag{9.39}
\end{align*}
$$

We first handle the term $V_{1}$. As $\mathbb{E}\left\|w_{\eta, *}\right\|^{2} \geq \gamma_{\eta, *}^{2} \operatorname{tr}\left(\Sigma^{2}\left(\Sigma+\tau_{\eta, *}\right)^{-2}\right) / n \gtrsim 1$, on the event $E_{0}(t) \cap \mathscr{E}_{1,0}(\sqrt{t / n})$,

$$
\begin{equation*}
V_{1} \lesssim \frac{\|h\|}{\sqrt{n}} \cdot \frac{\left\|w_{\eta, *}\right\|^{2}-\mathbb{E}\left\|w_{\eta, *}\right\|^{2} \mid}{\mathbb{E}^{1 / 2}\left\|w_{\eta, *}\right\|^{2}} \lesssim \sqrt{t / n} \tag{9.40}
\end{equation*}
$$

Next we handle $V_{2}$. On the event $E_{0}(t) \cap \mathscr{E}_{1,0}(\sqrt{t / n})$,

$$
\begin{align*}
V_{2} & \lesssim\left\|\left\|w_{\eta, *}\right\| h-\xi\right\|^{-1} \cdot\left|\left\langle g, w_{\eta, *}\right\rangle-\mathbb{E}\left\langle g, w_{\eta, *}\right\rangle\right| \\
& \quad+\mathbb{E}\left\langle g, w_{\eta, *}\right\rangle \cdot\left|\| \| w_{\eta, *}\|h-\xi\|^{-1}-\mathbb{E}^{-1 / 2}\| \| w_{\eta, *}\|\cdot h-\xi\|^{2}\right| \\
& \lesssim n^{-1 / 2}\left|\left\langle g, w_{\eta, *}\right\rangle-\mathbb{E}\left\langle g, w_{\eta, *}\right\rangle\right|+n^{-1 / 2}\left|\| \| w_{\eta, *}\|h-\xi\|-\mathbb{E}^{1 / 2}\| \| w_{\eta, *}\|h-\xi\|^{2}\right| \\
& \lesssim n^{-1 / 2}\left|\left\langle g, w_{\eta, *}\right\rangle-\mathbb{E}\left\langle g, w_{\eta, *}\right\rangle\right|+n^{-1}\left|\| \| w_{\eta, *}\|h-\xi\|^{2}-\mathbb{E}\| \| w_{\eta, *}\|h-\xi\|^{2}\right| \\
& \lesssim \sqrt{t / n} . \tag{9.41}
\end{align*}
$$

The desired estimate for $\left\|v_{\eta, n}-v_{\eta, *}\right\|$ follows from (9.39)-(9.41).
(Step 3). In this step, we prove the claimed bound on $\mid \max _{v} \ell_{\eta}\left(w_{\eta, *}, v\right)$ $\overline{\mathrm{D}}_{\eta}\left(\beta_{\eta, *}, \gamma_{\eta, *}\right) \mid$. First note that

$$
\begin{align*}
& \max _{v \in \mathbb{R}^{m}} \ell_{\eta}\left(w_{\eta, *}, v\right) \\
& \equiv \max _{v \in \mathbb{R}^{m}}\left\{\frac{1}{\sqrt{n}}\left(-\|v\|\left\langle g, w_{\eta, *}\right\rangle+\left\|w_{\eta, *}\right\|\langle h, v\rangle-\langle v, \xi\rangle\right)+F\left(w_{\eta, *}\right)-\frac{\eta\|v\|^{2}}{2}\right\} \\
& =\frac{1}{2 n \eta}\left(\| \| w_{\eta, *}\|h-\xi\|-\left\langle g, w_{\eta, *}\right\rangle\right)_{+}^{2}+F\left(w_{\eta, *}\right) \tag{9.42}
\end{align*}
$$

On the other hand, with $\#_{\eta ;\left(\Sigma, \mu_{0}\right)}^{*} \equiv \#_{\left(\Sigma, \mu_{0}\right)}\left(\gamma_{\eta, *} ; \tau_{\eta, *}\right)$, \# $\in\{$ err, dof $\}$,

$$
\mathbb{E} \mathrm{e}_{F}\left(\frac{\gamma_{\eta, *}}{\sqrt{n}} g ; \frac{\gamma_{\eta, *}}{\beta_{\eta, *}}\right)=\frac{\beta_{\eta, *}}{2 \gamma_{\eta, *}}\left(\mathbb{E} \operatorname{err}_{\eta ;\left(\Sigma, \mu_{0}\right)}^{*}-2 \mathbb{E} \operatorname{dof}_{\eta ;\left(\Sigma, \mu_{0}\right)}^{*}+\gamma_{\eta, *}^{2}\right)+\mathbb{E} F\left(w_{\eta, *}\right),
$$

so we may rewrite $\max _{\beta>0} \min _{\gamma>0} \overline{\mathrm{D}}_{\eta}(\beta, \gamma)=\overline{\mathrm{D}}_{\eta}\left(\beta_{\eta, *}, \gamma_{\eta, *}\right)$ as follows:

$$
\begin{aligned}
\overline{\mathrm{D}}_{\eta}\left(\beta_{\eta, *}, \gamma_{\eta, *}\right) & =\frac{\beta_{\eta, *}}{2}\left(\gamma_{\eta, *}(\phi-1)+\frac{\sigma_{\xi}^{2}}{\gamma_{\eta, *}}\right)-\frac{\eta \beta_{\eta, *}^{2}}{2}+\mathbb{E} \mathrm{e}_{F}\left(\frac{\gamma_{\eta, *}}{\sqrt{n}} g ; \frac{\gamma_{\eta, *}}{\beta_{\eta, *}}\right) \\
& =\frac{\beta_{\eta, *}}{2 \gamma_{\eta, *}}\left(\phi \gamma_{\eta, *}^{2}+\sigma_{\xi}^{2}+\mathbb{E} \mathrm{err}_{\eta ;\left(\Sigma, \mu_{0}\right)}^{*}-2 \mathbb{E} \operatorname{dof}_{\eta ;\left(\Sigma, \mu_{0}\right)}^{*}\right)-\frac{\eta \beta_{\eta, *}^{2}}{2}+\mathbb{E} F\left(w_{\eta, *}\right) \\
& =\frac{\beta_{\eta, *}}{\gamma_{\eta, *}}\left(\phi \gamma_{\eta, *}^{2}-\mathbb{E} \operatorname{dof}_{\eta ;\left(\Sigma, \mu_{0}\right)}^{*}\right)-\frac{\eta \beta_{\eta, *}^{2}}{2}+\mathbb{E} F\left(w_{\eta, *}\right)
\end{aligned}
$$

Further using the second and third equations in (9.38), it now follows that

$$
\begin{align*}
\max _{\beta>0} \min _{\gamma>0} \overline{\mathrm{D}}_{\eta}(\beta, \gamma) & =\frac{\beta_{\eta, *}}{\sqrt{n}}\left(\mathbb{E}^{1 / 2}\| \| w_{\eta, *}\|h-\xi\|^{2}-\mathbb{E}\left\langle g, w_{\eta, *}\right\rangle\right)-\frac{\eta \beta_{\eta, *}^{2}}{2}+\mathbb{E} F\left(w_{\eta, *}\right) \\
& =\frac{1}{2 n \eta}\left(\mathbb{E}^{1 / 2}\| \| w_{\eta, *}\|h-\xi\|^{2}-\mathbb{E}\left\langle g, w_{\eta, *}\right\rangle\right)^{2}+\mathbb{E} F\left(w_{\eta, *}\right) . \tag{9.43}
\end{align*}
$$

Now combining (9.42) and (9.43), on the event $E_{0}(t) \cap \mathscr{E}_{1,0}(\sqrt{t / n})$, we may estimate

$$
\begin{aligned}
& \left|\max _{v \in \mathbb{R}^{m}} \ell_{\eta}\left(w_{\eta, *}, v\right)-\max _{\beta>0} \min _{\gamma>0} \overline{\mathrm{D}}_{\eta}(\beta, \gamma)\right| \\
& \lesssim n^{-1 / 2}\left|\left\langle g, w_{\eta, *}\right\rangle-\mathbb{E}\left\langle g, w_{\eta, *}\right\rangle\right|+n^{-1 / 2}\left|\| \| w_{\eta, *}\right| h-\xi\left\|-\mathbb{E}^{1 / 2}\right\|\left\|w_{\eta, *}\right\| h-\xi \|^{2} \mid \\
& \quad+\left|F\left(w_{\eta, *}\right)-\mathbb{E} F\left(w_{\eta, *}\right)\right| \lesssim \sqrt{t / n},
\end{aligned}
$$

completing the proof.
Proof of Theorem 2.3 for $\widehat{r}_{\eta}$. Fix $\xi \in \mathscr{E}_{1, \xi}(\sqrt{t / n})$. All the constants in $\lesssim, ~ \gtrsim, \asymp$ below may depend on $K$. We sometimes write $\overline{\mathscr{D}}_{\eta} \equiv \max _{\beta>0} \min _{\gamma>0} \overline{\mathrm{D}}_{\eta}(\beta, \gamma)$.

As $\widehat{r}_{\eta}=-\eta \widehat{v}_{\eta}$, we only need to study $\widehat{v}_{\eta}$. Fix $\varepsilon>0$, and any $\mathrm{h}: \mathbb{R}^{m} \rightarrow \mathbb{R}$, let

$$
D_{\eta ; \varepsilon}(\mathrm{h}) \equiv\left\{v \in \mathbb{R}^{m}:\left|\mathrm{h}(v)-\mathbb{E}^{\xi} \mathrm{h}\left(v_{\eta, *}\right)\right| \geq \varepsilon\right\} .
$$

(Step 1). In this step we establish the Gordon cost cap: there exist constants $C_{1}, C_{1}^{\prime}>0$ depending on $K$ such that for $C_{1}^{\prime} \log (e n) \leq t \leq n / C_{1}^{\prime}$,

$$
\begin{equation*}
\mathbb{P}^{\xi}\left(E_{1}(t)^{c} \equiv\left\{\max _{v \in D_{\eta ; C_{1}(t / n)^{1 / 4}(h)}} \ell_{\eta}\left(w_{\eta, *}, v\right) \geq \overline{\mathscr{D}}_{\eta}-C_{1}^{-1} \sqrt{t / n}\right\}\right) \leq C_{1} e^{-t / C_{1}} . \tag{9.44}
\end{equation*}
$$

To this end, first note that by the Lipschitz property of $h$, the Gaussian concentration and Proposition 9.10, there exist some $C_{0}, C_{0}^{\prime}>0$ depending on $K$ such that for $C_{0}^{\prime} \log (e n) \leq t \leq n / C_{0}^{\prime}$, on an event $E_{1,0}(t)$ with probability at least $1-C_{0} e^{-t / C_{0}}$, we have uniformly in $v \in \mathrm{D}_{\eta ; \varepsilon}(\mathrm{h})$,

$$
\begin{aligned}
\varepsilon & \leq\left|\mathrm{h}(v)-\mathbb{E}^{\xi} \mathrm{h}\left(v_{\eta, *}\right)\right| \leq\left|\mathrm{h}(v)-\mathrm{h}\left(v_{\eta, *}\right)\right|+\left|\mathrm{h}\left(v_{\eta, *}\right)-\mathbb{E}^{\xi} \mathrm{h}\left(v_{\eta, *}\right)\right| \\
& \leq\left\|v-v_{\eta, n}\right\|+\left\|v_{\eta, *}-v_{\eta, n}\right\|+C \sqrt{t / n} \leq\left\|v-v_{\eta, n}\right\|+C_{0} \sqrt{t / n}
\end{aligned}
$$

and all the properties in Proposition 9.10 hold. In other word, on $E_{1,0}(t)$ with the prescribed range of $t$,

$$
\inf _{w \in D_{\eta ; \varepsilon}(\mathrm{h})}\left\|v-v_{\eta, n}\right\| \geq\left(\varepsilon-C_{0} \sqrt{t / n}\right)_{+} .
$$

Using the $\eta$-strong concavity of $v \mapsto \ell_{\eta}\left(w_{\eta, *}, v\right)$ on $E_{1,0}(t)$, we have

$$
\begin{aligned}
\max _{v \in D_{\eta ; \varepsilon}(\mathrm{h})} \ell_{\eta}\left(w_{\eta, *}, v\right) & \leq \ell_{\eta}\left(w_{\eta, *}, v_{\eta, n}\right)-\frac{\eta}{2} \inf _{\left.w \in \mathrm{D}_{\eta ; ;} \mathrm{h}\right)}\left\|v-v_{\eta, n}\right\|^{2} \\
& \leq \max _{\beta>0} \min _{\gamma>0} \overline{\mathrm{D}}_{\eta}(\beta, \gamma)-\frac{\eta}{2}\left(\varepsilon-C_{0} \sqrt{t / n}\right)_{+}^{2}+C_{1} \sqrt{t / n} .
\end{aligned}
$$

By choosing $\varepsilon \equiv \varepsilon_{\eta ; v}(t, n) \equiv C_{0} \sqrt{t / n}+2 \sqrt{C_{1} / \eta} \cdot(t / n)^{1 / 4}$, we have on $E_{1,0}(t)$,

$$
\begin{equation*}
\max _{v \in D_{\eta ; \xi ; \eta ;(t, n)(\mathrm{h})}} \ell_{\eta}\left(w_{\eta, *}, v\right) \leq \max _{\beta>0} \min _{\gamma>0} \overline{\mathrm{D}}_{\eta}(\beta, \gamma)-C_{1} \sqrt{t / n} . \tag{9.45}
\end{equation*}
$$

Adjusting constants proves the claim in (9.44).
(Step 2). In this step, we provide an upper bound for the original cost over exceptional set. More concretely, we will prove that there exist constants $C_{2}, C_{2}^{\prime}>0$ depending on $K$ such that for any $L_{v}>0$, and $C_{2}^{\prime} \log (e n) \leq t \leq n / C_{2}^{\prime}$,

$$
\mathbb{P}^{\xi}\left(E _ { 2 } ( t ) ^ { c } \equiv \left\{\max _{v \in D_{\eta ; C_{2}(t /)^{1 / 4}}(\mathrm{~h}) \cap B_{m}\left(L_{v}\right)} \min _{w \in \mathbb{R}^{n}} h_{\eta}(w, v)\right.\right.
$$

$$
\begin{equation*}
\left.\left.\geq \overline{\mathscr{D}}_{\eta}-C_{2}^{-1} \sqrt{t / n}\right\}\right) \leq C_{2} e^{-t / C_{2}} \tag{9.46}
\end{equation*}
$$

To see this, first note by Proposition 9.9, there exists some $C_{2}=C_{2}(K)>0$ such that on an event $E_{2,0}$ with $\mathbb{P}^{\xi^{\xi}}\left(E_{2,0}\right) \geq 1-C_{2} e^{-n / C_{2}},\left\|w_{\eta, *}\right\| \leq C_{2}$. So with $\bar{z}_{\eta ; v}(t, n) \equiv$ $\max _{\beta>0} \min _{\gamma>0} \overline{\mathrm{D}}_{\eta}(\beta, \gamma)-C_{1}^{-1} \sqrt{t / n}$, for any $L_{v}>0$, an application of Theorem 6.1-(1) yields that for $C_{1}^{\prime} \log (e n) \leq t \leq n / C_{1}^{\prime}$,

$$
\begin{aligned}
& \mathbb{P}^{\xi}\left(\max _{v \in D_{\eta ; C_{1}(t / n)^{1 / 4}}(\mathrm{~h}) \cap B_{m}\left(L_{v}\right)} \min _{w \in \mathbb{R}^{n}} h_{\eta}(w, v) \geq \bar{z}_{\eta ; v}(t, n)\right) \\
& \leq \mathbb{P}^{\xi}\left(\max _{\left.v \in D_{\eta ; C_{1}(t / n)^{1 / 4}(h) \cap B_{m}\left(L_{v}\right)} \min _{w \in B_{n}\left(C_{2}\right)} h_{\eta}(w, v) \geq \bar{z}_{\eta ; v}(t, n)\right)}\right. \\
& \leq 2 \mathbb{P}^{\xi}\left(\max _{v \in D_{n ; C_{1}(t /)^{1 / 4}}(\mathrm{~h}) \cap B_{m}\left(L_{v}\right)} \min _{w \in B_{n}\left(C_{2}\right)} \ell_{\eta}(w, v) \geq \bar{z}_{\eta ; v}(t, n)\right) \\
& \leq 2 \mathbb{P}^{\xi}\left(\max _{v \in D_{\eta ; C_{1}(t / n)^{1 / 4}(\mathrm{~h}) \cap B_{m}\left(L_{v}\right)}} \ell_{\eta}\left(w_{\eta, *}, v\right) \geq \bar{z}_{\eta ; v}(t, n)\right)+2 \mathbb{P}^{\xi}\left(E_{2,0}^{c}\right) \\
& \leq 2 \mathbb{P}^{\xi}\left(\max _{v \in D_{\eta ; C_{1}(t / n)^{1 / 4}(\mathrm{~h})}} \ell_{\eta}\left(w_{\eta, *}, v\right) \geq \bar{z}_{\eta ; v}(t, n)\right)+2 \mathbb{P}^{\xi}\left(E_{2,0}^{c}\right) \leq C e^{-t / C},
\end{aligned}
$$

proving the claim (9.44) by possibly adjusting constants.
(Step 3). In this step, we recall a lower bound for the original cost optimum, essentially established in the Step 1 in the proof of Theorem 2.3. In particular, using (9.22), (9.23) and (9.27), there exist $C_{3}, C_{3}^{\prime}, C_{3}^{\prime \prime}>0$ depending on $K$, such that for $C_{3}^{\prime} \log (e n) \leq t \leq n / C_{3}^{\prime}$,

$$
\begin{equation*}
\mathbb{P}^{\xi}\left(E_{3,0}(t)^{c} \equiv\left\{\max _{v \in B_{m}\left(C_{3}^{\prime \prime}\right)} \min _{w \in \mathbb{R}^{n}} h_{\eta}(w, v) \leq \overline{\mathscr{D}}_{\eta}-C_{3}^{-1} \sqrt{t / n}\right\}\right) \leq C_{3} e^{-t / C_{3}}, \tag{9.47}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{P}^{\xi}\left(E_{3,1}^{c} \equiv\left\{\max _{v \in B_{m}\left(C_{3}^{\prime \prime}\right)} \min _{w \in \mathbb{R}^{n}} h_{\eta}(w, v)=\max _{v \in \mathbb{R}^{m}} \min _{w \in \mathbb{R}^{n}} h_{\eta}(w, v)\right\}\right) \leq C_{3} e^{-n / C_{3}} . \tag{9.48}
\end{equation*}
$$

(Step 4). By choosing without loss of generality $C_{3}>C_{2}$, on the event $E_{2}(t) \cap$ $E_{3,0}(t) \cap E_{3,1},(9.46)-(9.48)$ yield that for any $C^{\prime} \log (e n) \leq t \leq n / C^{\prime}$,

$$
\begin{aligned}
\max _{\left.v \in \mathrm{D}_{\eta ; C_{2}(t /)^{1 / 4}(\mathrm{~h})}\right) \cap B_{m}\left(C_{3}^{\prime \prime}\right)} \min _{w \in \mathbb{R}^{n}} h_{\eta}(w, v) & \leq \max _{\beta>0} \min _{\gamma>0} \overline{\mathrm{D}}_{\eta}(\beta, \gamma)-C_{2}^{-1} \sqrt{t / n} \\
& <\max _{\beta>0} \min _{\gamma>0} \overline{\mathrm{D}}_{\eta}(\beta, \gamma)-C_{3}^{-1} \sqrt{t / n} \\
& \leq \max _{v \in B_{m}\left(C_{3}^{\prime \prime}\right)} \min _{w \in \mathbb{R}^{n}} h_{\eta}(w, v)=\max _{v \in \mathbb{R}^{m}} \min _{w \in \mathbb{R}^{n}} h_{\eta}(w, v) .
\end{aligned}
$$

This means on the event $E_{2}(t) \cap E_{3,0}(t) \cap E_{3,1}, \widehat{v}_{\eta} \notin \mathrm{D}_{\eta ; C_{2}(t / n)^{1 / 4}}(\mathrm{~h})$, i.e., there exist some $C_{4}, C_{4}^{\prime}>0$ depending on $K$ such that for $C_{4}^{\prime} \log (e n) \leq t \leq n / C_{4}^{\prime}$ and $1 / K \leq$ $\eta \leq K$,

$$
\begin{equation*}
\mathbb{P}^{\xi}\left(\left|\mathrm{h}\left(\widehat{v}_{\eta}\right)-\mathbb{E}^{\xi} \mathrm{h}\left(v_{\eta, *}\right)\right| \geq C_{4}(t / n)^{1 / 4}\right) \leq C_{4} e^{-t / C_{4}} . \tag{9.49}
\end{equation*}
$$

(Step 5). In this final step, we shall prove uniform version of the estimate (9.49). For $\eta_{1}, \eta_{2} \in[1 / K, K]$, using the definition of $\widehat{v}_{\eta}$ in (9.34),

$$
\left|\mathrm{h}\left(\widehat{v}_{\eta_{1}}\right)-\mathrm{h}\left(\widehat{v}_{\eta_{2}}\right)\right| \leq\left\|\widehat{v}_{\eta_{1}}-\widehat{v}_{\eta_{2}}\right\|
$$

$$
\begin{aligned}
& \leq n^{-1 / 2}\left\|\eta_{1}^{-1} G \widehat{w}_{\eta_{1}}-\eta_{2}^{-1} G \widehat{w}_{\eta_{2}}\right\|+(\|\xi\| / \sqrt{n}) \cdot\left|\eta_{1}^{-1}-\eta_{2}^{-1}\right| \\
& \leq \frac{\left\|G \widehat{w}_{\eta_{1}}\right\|+\|\xi\|}{\sqrt{n}} \cdot\left|\eta_{1}^{-1}-\eta_{2}^{-1}\right|+\frac{1}{\sqrt{n} \eta_{2}}\left\|G\left(\widehat{w}_{\eta_{1}}-\widehat{w}_{\eta_{2}}\right)\right\| \\
& \leq\left(1+\left\|\widehat{\mu}_{\eta_{1}}\right\| \frac{\|G\|_{\mathrm{op}}}{\sqrt{n}}\right) \cdot\left|\eta_{1}-\eta_{2}\right|+\frac{\|G\|_{\mathrm{op}}}{\sqrt{n}} \cdot\left\|\widehat{\mu}_{\eta_{1}}-\widehat{\mu}_{\eta_{2}}\right\|
\end{aligned}
$$

Using that $\left\|\widehat{\mu}_{\eta}\right\|=\left\|n^{-1}\left(X^{\top} X / n+\eta I\right)^{-1} X^{\top} Y\right\| \leq\left\|X^{\top} Y\right\| /(n \eta) \lesssim\left(1+\|G\|_{\mathrm{op}} / \sqrt{n}\right)^{2}$, we have

$$
\begin{equation*}
\left|\mathrm{h}\left(\widehat{v}_{\eta_{1}}\right)-\mathrm{h}\left(\widehat{v}_{\eta_{2}}\right)\right| \lesssim\left(1+\|G\|_{\mathrm{op}} / \sqrt{n}\right)^{3} \cdot\left(\left|\eta_{1}-\eta_{2}\right| \vee\left\|\widehat{\mu}_{\eta_{1}}-\widehat{\mu}_{\eta_{2}}\right\|\right) \tag{9.50}
\end{equation*}
$$

In view of (9.30), there exists some $C_{5}>0$ depending on $K$, such that on an event $E_{5,1}$ with $\mathbb{P}^{\xi}\left(E_{5,1}\right) \geq 1-C_{5} e^{-n / C_{5}}$,

$$
\begin{equation*}
\left|\mathrm{h}\left(\widehat{v}_{\eta_{1}}\right)-\mathrm{h}\left(\widehat{v}_{\eta_{2}}\right)\right| \leq C_{5} n^{2}\left|\eta_{1}-\eta_{2}\right| \tag{9.51}
\end{equation*}
$$

On the other hand, using the definition of $v_{\eta, *}$ in (9.35), Proposition 8.1-(3) and the fact that $\phi \gamma_{\eta, *}^{2}-\sigma_{\xi}^{2}=\mathbb{E} \operatorname{err}_{\left(\Sigma, \mu_{0}\right)}\left(\gamma_{\eta, *} ; \tau_{\eta, *}\right) \geq \operatorname{tr}\left(\left(\Sigma+\tau_{\eta, *} I\right)^{-2} \Sigma^{2}\right) \gtrsim 1$, we have

$$
\begin{align*}
& \left|\mathbb{E}^{\xi} \mathrm{h}\left(v_{\eta_{1}, *}\right)-\mathbb{E}^{\xi} \mathrm{h}\left(v_{\eta_{2}, *}\right)\right| \leq \mathbb{E}^{1 / 2, \xi}| | v_{\eta_{1}, *}-v_{\eta_{2}, *} \|^{2} \\
& \quad \leq\left|\tau_{\eta_{1}, *}^{-1} \sqrt{\phi \gamma_{\eta_{1}, *}^{2}-\sigma_{\xi}^{2}}-\tau_{\eta_{2}, *}^{-1} \sqrt{\phi \gamma_{\eta_{2}, *}^{2}-\sigma_{\xi}^{2}}\right|+\left|\tau_{\eta_{1}, *}^{-1}-\tau_{\eta_{2}, *}^{-1}\right| \\
& \quad \leq\left|\gamma_{\eta_{1}, *}^{2}-\gamma_{\eta_{2}, *}^{2}\right|+\left|\tau_{\eta_{1}, *}^{-1}-\tau_{\eta_{2}, *}^{-1}\right| \leq C_{5}\left|\eta_{1}-\eta_{2}\right| \tag{9.52}
\end{align*}
$$

Now we may mimic the proof in (9.33) to conclude that, by possibly enlarging $C_{5}>0$, for any $\varepsilon \in(0,1 / 2]$ and $\xi \in \mathscr{E}_{1, \xi}\left(\varepsilon^{2} / C_{5}\right)$,

$$
\mathbb{P}^{\xi}\left(\sup _{\eta \in[1 / K, K]}\left|\mathrm{h}\left(\widehat{v}_{\eta}\right)-\mathbb{E}^{\xi} \mathrm{h}\left(v_{\eta, *}\right)\right| \geq \varepsilon\right) \leq C_{5} n e^{-n \varepsilon^{4} / C_{5}}
$$

as desired.

## 10. Universality: Proof of Theorem 2.4

### 10.1. Comparison inequalities. For $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$, let

$$
\mathcal{H}_{\mathrm{f}}(w, A) \equiv \frac{1}{2 n}\|A w-\xi\|^{2}+\mathrm{f}(w)
$$

The following theorem is proved in [HS22, Theorem 2.3].
Theorem 10.1. Suppose $1 / K \leq \phi^{-1} \leq K$ for some $K>1$. Let $A_{0}, B_{0} \in \mathbb{R}^{m \times n}$ be two random matrices with independent components, such that $\mathbb{E} A_{0 ; i j}=\mathbb{E} B_{0 ; i j}=0$ and $\mathbb{E} A_{0 ; i j}^{2}=\mathbb{E} B_{0 ; i j}^{2}$ for all $i \in[m], j \in[n]$. Further assume that

$$
M \equiv \max _{i \in[m], j \in[n]}\left(\mathbb{E}\left|A_{0 ; i j}\right|^{6}+\mathbb{E}\left|B_{0 ; i j}\right|^{6}\right)<\infty
$$

Let $A \equiv A_{0} / \sqrt{n}$ and $B \equiv B_{0} / \sqrt{n}$. Then there exists some $C_{0}=C_{0}(K, M)>0$ such that the following hold: For any $S_{n} \subset\left[-L_{n}, L_{n}\right]^{n}$ with $L_{n} \geq 1$, and any $\mathrm{T} \in C^{3}(\mathbb{R})$, we have

$$
\left|\mathbb{E} \mathrm{T}\left(\min _{w \in \mathcal{S}_{n}} \mathcal{H}_{\mathrm{f}}(w, A)\right)-\mathbb{E} \mathrm{T}\left(\min _{w \in \mathcal{S}_{n}} \mathcal{H}_{\mathrm{f}}(w, B)\right)\right| \leq C_{0} \cdot K_{\mathrm{T}} \cdot \mathrm{r}_{\mathrm{f}}\left(L_{n}\right) .
$$

Here $K_{\mathrm{T}} \equiv 1+\max _{\ell \in[0: 3]}\left\|\mathbf{T}^{(\ell)}\right\|_{\infty}$, and $\mathrm{r}_{\mathrm{f}}\left(L_{n}\right)$ is defined by

$$
\mathrm{r}_{\mathrm{f}}\left(L_{n}\right) \equiv \inf _{\delta \in\left(0, n^{-5 / 2}\right)}\left\{\mathscr{N}_{\mathrm{f}}\left(L_{n}, \delta\right)+\left(1+\frac{1}{m} \sum_{i=1}^{m} \mathbb{E}\left|\xi_{i}\right|^{3}\right)^{1 / 3} \cdot \frac{L_{n}^{2} \log _{+}^{2 / 3}\left(L_{n} / \delta\right)}{n^{1 / 6}}\right\}
$$

where $\mathscr{N}_{\mathrm{f}}\left(L_{n}, \delta\right) \equiv \sup \left|\mathrm{f}(w)-\mathrm{f}\left(w^{\prime}\right)\right|$ with the supremum taken over all $w, w^{\prime} \in$ $\left[-L_{n}, L_{n}\right]^{n}$ such that $\left\|w-w^{\prime}\right\|_{\infty} \leq \delta$. Consequently, for any $z \in \mathbb{R}, \varepsilon>0$,

$$
\mathbb{P}\left(\min _{w \in \mathcal{S}_{n}} \mathcal{H}_{\mathrm{f}}(w, A)>z+3 \varepsilon\right) \leq \mathbb{P}\left(\min _{w \in \mathcal{S}_{n}} \mathcal{H}_{\mathrm{f}}(w, B)>z+\varepsilon\right)+C_{1}\left(1 \vee \varepsilon^{-3}\right) \mathrm{r}_{\mathrm{f}}\left(L_{n}\right)
$$

Here $C_{1}>0$ is an absolute multiple of $C_{0}$.
Let for $u \in \mathbb{R}^{m}, w \in \mathbb{R}^{n}, A \in \mathbb{R}^{m \times n}$ and a measurable function $Q: \mathbb{R}^{m} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$

$$
\begin{equation*}
X(u, w ; A) \equiv u^{\top} A w+Q(u, w) \tag{10.1}
\end{equation*}
$$

The following theorem is proved in [HS22, Theorem 2.5].
Theorem 10.2. Let $A, B \in \mathbb{R}^{m \times n}$ be two random matrices with independent entries and matching first two moments, i.e., $\mathbb{E} A_{i j}^{\ell}=\mathbb{E} B_{i j}^{\ell}$ for all $i \in[m], j \in[n], \ell=1,2$. There exists a universal constant $C_{0}>0$ such that the following hold. For any measurable subsets $\mathcal{S}_{u} \subset\left[-L_{u}, L_{u}\right]^{m}, \mathcal{S}_{w} \subset\left[-L_{w}, L_{w}\right]^{n}$ with $L_{u}, L_{w} \geq 1$, and any $T \in C^{3}(\mathbb{R})$, we have

$$
\begin{aligned}
& \left|\mathbb{E} \mathrm{T}\left(\max _{u \in \mathcal{S}_{u}} \min _{w \in \mathcal{S}_{w}} X(u, w ; A)\right)-\mathbb{E} \mathrm{T}\left(\max _{u \in \mathcal{S}_{u}} \min _{w \in \mathcal{S}_{w}} X(u, w ; B)\right)\right| \\
& \leq C_{0} \cdot K_{\mathrm{T}} \cdot \inf _{\delta \in(0,1)}\left\{M_{1} L \delta+\mathscr{N}_{Q}(L, \delta)+\log _{+}^{2 / 3}(L / \delta) \cdot(m+n)^{2 / 3} M_{3}^{1 / 3} L^{2}\right\} .
\end{aligned}
$$

Here $K_{\top} \equiv 1+\max _{\ell \in[0: 3]}\left\|\mathrm{T}^{(\ell)}\right\|_{\infty}, L \equiv L_{u}+L_{w}, M_{\ell} \equiv \sum_{i \in[m], j \in[n]}\left(\mathbb{E}\left|A_{i j}\right|^{\ell}+\mathbb{E}\left|B_{i j}\right|^{\ell}\right)$, and $\mathscr{N}_{Q}(L, \delta) \equiv \sup \left|Q(u, w)-Q\left(u^{\prime}, w^{\prime}\right)\right|$ with the supremum taken over all $u, u^{\prime} \in$ $[-L, L]^{m}, w, w^{\prime} \in[-L, L]^{n}$ such that $\left\|u-u^{\prime}\right\|_{\infty} \vee\left\|w-w^{\prime}\right\|_{\infty} \leq \delta$. The conclusion continues to hold when max-min is flipped to min-max.
10.2. Delocalization. Recall that $\widehat{\mu}_{\eta}$ defined in (1.3) can be rewritten as

$$
\widehat{\mu}_{\eta}=\underset{\mu \in \mathbb{R}^{n}}{\arg \min } \max _{v \in \mathbb{R}^{m}}\left\{\frac{1}{2}\|\mu\|^{2}+\frac{1}{\sqrt{n}}\langle v, X \mu-Y\rangle-\frac{\eta}{2}\|v\|^{2}\right\} .
$$

For any $\eta>0$, we have the following closed form for $\widehat{\mu}_{\eta}$ :

$$
\begin{equation*}
\widehat{\mu}_{\eta}=n^{-1}\left(X^{\top} X / n+\eta I_{n}\right)^{-1} X^{\top} Y, \quad \widehat{v}_{\eta}=-(\sqrt{n} \eta)^{-1}\left(Y-X \widehat{\mu}_{\eta}\right) \tag{10.2}
\end{equation*}
$$

The above formula does not include the interpolating case $\eta=0$ when $n>m$. To give an alternative expression, note that the first-order condition for the above minimax optimization is $\widehat{\mu}_{\eta}=X^{\top} \widehat{v}_{\eta} / \sqrt{n}, Y-X \widehat{\mu}_{\eta}=-\sqrt{n} \eta \widehat{v}_{\eta}$, or equivalently,

$$
\begin{equation*}
\widehat{\mu}_{\eta}=n^{-1} X^{\top}\left(X X^{\top} / n+\eta I_{m}\right)^{-1} Y, \quad \widehat{v}_{\eta}=-n^{-1 / 2}\left(X X^{\top} / n+\eta I_{m}\right)^{-1} Y \tag{10.3}
\end{equation*}
$$

The following proposition proves delocalization for $\widehat{w}_{\eta} \equiv \Sigma^{1 / 2}\left(\widehat{\mu}_{\eta}-\mu_{0}\right)$ and $\widehat{v}_{\eta}$.
Proposition 10.3. Suppose Assumption A holds and the following hold for some $K>0$.

$$
\bullet 1 / K \leq \phi^{-1} \leq K,\left\|\Sigma^{-1}\right\|_{\mathrm{op}} \vee\|\Sigma\|_{\mathrm{op}} \leq K
$$

- Assumption B holds with $\sigma_{\xi}^{2} \in[1 / K, K]$.

Fix $\vartheta \in(0,1 / 2]$. Then there exist some constant $C=C(K, \vartheta)>0$, two measurable sets $\mathcal{U}_{\vartheta} \subset B_{n}(1), \mathcal{E}_{\vartheta} \subset \mathbb{R}^{m}$ with $\min \left\{\operatorname{vol}\left(\mathcal{U}_{\vartheta}\right) / \operatorname{vol}\left(B_{n}(1)\right), \mathbb{P}\left(\xi \in \mathcal{E}_{\vartheta}\right)\right\} \geq$ $1-C e^{-n^{2 \vartheta} / C}$, such that

$$
\sup _{\mu_{0} \in \mathcal{U}_{\vartheta}, \xi \in \mathcal{E}_{\vartheta}} \mathbb{P}^{\xi}\left(\sup _{\eta \in \Xi_{K}}\left\{\left\|\widehat{w}_{\eta}\right\|_{\infty} \vee\left\|\widehat{v}_{\eta}\right\|_{\infty}\right\} \geq C n^{-1 / 2+\vartheta}\right) \leq C n^{-100}
$$

The sets $\mathcal{U}_{\vartheta}, \mathcal{E}_{\vartheta}$ can be taken as

$$
\begin{aligned}
\mathcal{U}_{\vartheta} & \equiv\left\{\mu_{0} \in B_{n}(1): \sup _{\eta \in \Xi_{K}}\left\|\Sigma^{1 / 2}\left(\mathbb{E} \widehat{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\text {seq }}\left(\gamma_{\eta, *} ; \tau_{\eta, *}\right)-\mu_{0}\right)\right\|_{\infty} \leq C_{0} n^{-1 / 2+\vartheta}\right\} \\
\mathcal{E}_{\vartheta} & \equiv\left\{\xi \in \mathbb{R}^{m}:\|\xi\|_{\infty} \leq C_{0} n^{\vartheta},\left|\|\xi\|^{2} / m-\sigma_{\xi}^{2}\right| \leq C_{0} n^{-1 / 2+\vartheta}\right\}
\end{aligned}
$$

for some large enough $C_{0}=C_{0}(K)>0$.
Remark 6. Delocalization in the same sense of the above proposition holds for $\left\|\mathrm{P} \widehat{\mu}_{\eta}+\mathrm{q}\right\|_{\infty}$ with any deterministic matrix $\mathrm{P} \in \mathbb{R}^{n \times n}$ and vector $\mathrm{q} \in \mathbb{R}^{n}$ satisfying $\|\mathrm{P}\|_{\text {op }} \vee\|\mathrm{q}\| \leq 1$, with a (slightly) different construction of $\mathcal{U}_{\vartheta}$.
Proof of Proposition 10.3. All the constants in $\lesssim, \gtrsim, \asymp$ below may depend on $K$. (1). Let us consider delocalization for $\widehat{w}_{\eta}$. Using (10.3), for any $s \in[n]$,

$$
\begin{align*}
&\left\langle e_{s}, \widehat{w}_{\eta}\right\rangle=n^{-1}\left\langle\Sigma^{1 / 2} e_{s}, X^{\top}\left(\phi \check{\Sigma}+\eta I_{m}\right)^{-1} X \mu_{0}\right\rangle-\left\langle\Sigma^{1 / 2} e_{s}, \mu_{0}\right\rangle \\
&+n^{-1}\left\langle\Sigma^{1 / 2} e_{s}, X^{\top}\left(\phi \check{\Sigma}+\eta I_{m}\right)^{-1} \xi\right\rangle \equiv A_{1 ; s}+A_{2 ; s} \tag{10.4}
\end{align*}
$$

We first handle $A_{1 ; s}$. Let $\rho$ be the asymptotic eigenvalue density of $\check{\Sigma}=X X^{\top} / m$ and fix $c>0$. By [KY17, Theorem 3.16-(i), Remark 3.17 and Lemma 4.4-(i)], for any small $\vartheta>0$ and large $D>0$,

$$
\begin{aligned}
& \mathbb{P}^{\xi}\left(\mid m^{-1}\left\langle\Sigma^{1 / 2} e_{s}, X^{\top}\left(\check{\Sigma}-z I_{m}\right)^{-1} X \mu_{0}\right\rangle\right. \\
& \left.\quad-\left\langle\Sigma^{1 / 2} e_{s}, \mathfrak{m}(z) \Sigma\left(I_{n}+\mathfrak{m}(z) \Sigma\right)^{-1} \mu_{0}\right\rangle \mid \geq n^{-1 / 2+\vartheta} \sqrt{\mathfrak{J} \mathfrak{m}(z) / \mathfrak{J} z}\right) \leq C n^{-D}
\end{aligned}
$$

holds for all $z \in[-1 / c, 1 / c] \times(0,1 / c]$. With $\kappa \equiv \kappa(z) \equiv \operatorname{dist}(\Re z, \operatorname{supp} \rho) \geq n^{-2 / 3+c}$,
 bound $n^{-1 / 2+\vartheta} \sqrt{\mathfrak{J m}(z) / \mathfrak{J} z}$ in the above display can be replaced by $\kappa^{-1} n^{-1 / 2+\vartheta}$.

When $\phi^{-1} \geq 1+1 / K$, according to [BS10, Theorem 6.3-(2)], supp $\rho \in\left(C_{0}^{-1}, C_{0}\right)$ for some constant $C_{0}>1$. Therefore, for $z \equiv z(b) \equiv-\eta / \phi+\sqrt{-1} b$ with a small enough $b>0$ to be chosen later, it is easy to see that $\kappa \geq \kappa_{0} \equiv(\eta / \phi) \vee$ $C_{0}^{-1} \mathbf{1}_{\phi^{-1} \geq 1+1 / K}$. Therefore, on an event $E_{1,0 ; s}(b)$ with $\mathbb{P}^{\xi}\left(E_{1,0 ; s}(b)\right) \geq 1-C n^{-D}$,

$$
\begin{align*}
\mid m^{-1}\langle & \left.\Sigma^{1 / 2} e_{s}, X^{\top}\left(\check{\Sigma}-z(0) I_{m}\right)^{-1} X \mu_{0}\right\rangle \\
& -\left\langle\Sigma^{1 / 2} e_{s}, \mathfrak{m}(z(0)) \Sigma\left(I_{n}+\mathfrak{m}(z(0)) \Sigma\right)^{-1} \mu_{0}\right\rangle \mid \leq(I)+(I I)+\kappa_{0}^{-1} n^{-1 / 2+\vartheta} \tag{10.5}
\end{align*}
$$

where

- $(I)=\left|m^{-1}\left\langle\Sigma^{1 / 2} e_{s}, X^{\top}\left(\check{\Sigma}-z(b) I_{m}\right)^{-1} X \mu_{0}\right\rangle-m^{-1}\left\langle\Sigma^{1 / 2} e_{s}, X^{\top}\left(\check{\Sigma}-z(0) I_{m}\right)^{-1} X \mu_{0}\right\rangle\right|$,
- $(I I)=\mid\left\langle\Sigma^{1 / 2} e_{s}, \mathfrak{m}(z(b)) \Sigma\left(I_{n}+\mathfrak{m}(z(b)) \Sigma\right)^{-1} \mu_{0}\right\rangle-\left\langle\Sigma^{1 / 2} e_{s}, \mathfrak{m}(z(0)) \Sigma\left(I_{n}+\right.\right.$ $\left.\mathfrak{m}(z(0)) \Sigma)^{-1} \mu_{0}\right\rangle \mid$.

By a derivative calculation, it is easy to derive

$$
(I) \lesssim\left(\|Z\|_{\mathrm{op}} / \sqrt{n}\right)^{2} \cdot\left(\left\|\left(Z Z^{\top} / n\right)^{-1}\right\|_{\mathrm{op}} \mathbf{1}_{\phi^{-1} \geq 1+1 / K} \wedge \eta^{-1}\right)^{2} \cdot b
$$

Now by using the concentration result in [RV09, Theorem 1.1], on an event $E_{1,1 ; s}$ with $\mathbb{P}^{\xi}\left(E_{1,1 ; s}\right) \geq 1-e^{-n / C}$, we have $(I) \leq C b$.

For (II), using the boundedness of $\mathfrak{m}(z(b))$ around 0 for $\phi^{-1} \geq 1+1 / K$, we may estimate

$$
\begin{aligned}
(I I) & \lesssim\left(\mathbf{1}_{\phi^{-1} \geq 1+1 / K} \wedge \eta^{-1}\right) \cdot|\mathfrak{m}(z(b))-\mathfrak{m}(z(0))| \\
& \leq\left(\mathbf{1}_{\phi^{-1} \geq 1+1 / K} \wedge \eta^{-1}\right) \cdot \int_{C_{0}^{-1} \mathbf{1}_{\phi^{-1} \geq 1+1 / K}}^{\infty} \frac{b}{|x-z(b)||x-z(0)|} \rho(\mathrm{d} x) \\
& \leq\left\{C_{0}^{2} \mathbf{1}_{\phi^{-1} \geq 1+1 / K}^{-1} \wedge \eta^{-3}\right\} \cdot b .
\end{aligned}
$$

Combining the above estimates, for $b$ chosen small enough, say, $b=n^{-100}$, on the event $E_{1,0 ; s}\left(n^{-100}\right) \cap E_{1,1 ; s}$,

$$
\left|A_{1 ; s}-\left\langle\Sigma^{1 / 2} e_{s}, \mathfrak{m}(-\eta / \phi) \Sigma\left(I_{n}+\mathfrak{m}(-\eta / \phi) \Sigma\right)^{-1} \mu_{0}-\mu_{0}\right\rangle\right| \lesssim n^{-1 / 2+\vartheta}
$$

Using $\tau_{\eta, *}^{-1}=\mathfrak{m}(-\eta / \phi)$ and the definition of $\widehat{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\operatorname{seq}}\left(\gamma_{\eta, *} ; \tau_{\eta, *}\right)$, recall $w_{\eta, *}=$ $\Sigma^{1 / 2}\left(\widehat{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\text {seq }}\left(\gamma_{\eta, *} ; \tau_{\eta, *}\right)-\mu_{0}\right)$ defined in (9.14), we then have

$$
\begin{equation*}
\sup _{\mu_{0} \in B_{n}(1)} \mathbb{P}^{\xi}\left(\max _{s \in[n]}\left|A_{1 ; s}-\left\langle e_{s}, \mathbb{E} w_{\eta, *}\right\rangle\right| \geq C n^{-1 / 2+\vartheta}\right) \leq C n^{-D} \tag{10.6}
\end{equation*}
$$

The term $A_{2 ; s}$ can be handled similarly, now reading off the $(1,2)$ element in [KY17, Eqn. (3.10)], which shows that for any $\xi \in \mathbb{R}^{m}$,

$$
\begin{equation*}
\mathbb{P}^{\xi}\left(\max _{s \in[n]}\left|A_{2 ; s}\right| \geq C(\|\xi\| / \sqrt{m}) \cdot n^{-1 / 2+\vartheta}\right) \leq C n^{-D} \tag{10.7}
\end{equation*}
$$

Combining (10.4), (10.6) and (10.7), we have

$$
\begin{equation*}
\sup _{\mu_{0} \in B_{n}(1), \xi \in \mathcal{E}_{\vartheta}} \mathbb{P}^{\xi}\left(\left\|\widehat{w}_{\eta}\right\|_{\infty} \geq\left\|\mathbb{E} w_{\eta, *}\right\|_{\infty}+C n^{-1 / 2+\vartheta}\right) \leq C n^{-D} \tag{10.8}
\end{equation*}
$$

Now we will construct $\mathcal{U}_{\vartheta} \subset B_{n}(1)$ with the desired volume estimate, and $\sup _{\mu_{0} \in \mathcal{U}_{\vartheta}} \sup _{\eta \in \Xi_{K}}\left\|\mathbb{E} w_{\eta, *}\right\|_{\infty} \leq C n^{-1 / 2+\vartheta}$. To this end, we place a uniform prior on $\mu_{0} \sim U_{0} g_{0} /\left\|g_{0}\right\|$, where $U_{0} \sim \operatorname{Unif}[0,1]$ and $g_{0} \sim \mathcal{N}\left(0, I_{n}\right)$ are independent of all other random variables. Then $\sup _{\eta \in \Xi_{K}}\left\|\mathbb{E} w_{\eta, *}\right\|_{\infty} \leq \sup _{\eta \in \Xi_{K}} \tau_{\eta, *} \|(\Sigma+$ $\left.\tau_{\eta, *} I_{n}\right)^{-1} \Sigma^{1 / 2} g_{0}\left\|_{\infty} /\right\| g_{0} \|$. Using Proposition 8.1-(3) and a standard Gaussian tail bound, $\mathbb{P}_{\mu_{0}}\left(\mathcal{U}_{\vartheta} \equiv\left\{\sup _{\eta \in \Xi_{K}}\left\|\mathbb{E} w_{\eta, *}\right\|_{\infty} \geq C_{1} n^{-1 / 2+\vartheta}\right\}\right) \leq C e^{-n^{2 \vartheta} / C}$. Moreover, $\mathbb{P}\left(\xi \notin \mathcal{E}_{\vartheta}\right) \leq e^{-n^{2 \vartheta} / C}$. The pointwise-in- $\eta$ delocalization claim on $\widehat{w}_{\eta}$ follows. As $\eta \mapsto\left\|\widehat{w}_{\eta}\right\|_{\infty}$ is $C$-Lipschitz with exponentially high probability, the uniform version follows by a standard discretization and union bound argument.
(2). Let us consider delocalization for $\widehat{v}_{\eta}$. Using again (10.3), for any $t \in[m]$,

$$
\begin{aligned}
-\left\langle e_{t}, \widehat{v}_{\eta}\right\rangle & =n^{-1 / 2}\left\langle e_{t},\left(\phi \check{\Sigma}+\eta I_{m}\right)^{-1} X \mu_{0}\right\rangle+n^{-1 / 2}\left\langle e_{t},\left(\phi \check{\Sigma}+\eta I_{m}\right)^{-1} \xi\right\rangle \\
& \equiv B_{1 ; t}+B_{2 ; t}
\end{aligned}
$$

The term $B_{1 ; t}$ can be handled, by reading off the $(2,1)$ element in [KY17, Eqn. (3.10)], which shows that

$$
\begin{equation*}
\sup _{\mu_{0} \in B_{n}(1)} \mathbb{P}^{\xi}\left(\max _{t \in[m]}\left|B_{1 ; t}\right| \geq C n^{-1 / 2+\vartheta}\right) \leq C n^{-D} \tag{10.9}
\end{equation*}
$$

The term $B_{2 ; t}$ relies on the local law described by the $(2,2)$ element in [KY17, Eqn. (3.10)]: for any $\xi \in \mathbb{R}^{m}$,

$$
\begin{equation*}
\mathbb{P}^{\xi}\left(\max _{t \in[m]}\left|B_{2 ; t}-\phi^{-1} \mathfrak{m}(-\eta / \phi) \xi_{t}\right| \geq C(\|\xi\| / \sqrt{m}) \cdot n^{-1 / 2+\vartheta}\right) \leq C n^{-D} \tag{10.10}
\end{equation*}
$$

Consequently, combining (10.9)-(10.10), we have

$$
\sup _{\mu_{0} \in B_{n}(1), \xi \in \mathcal{E}_{\vartheta}} \mathbb{P}^{\xi}\left(\left\|\widehat{v}_{\eta}\right\|_{\infty} \geq C n^{-1 / 2+\vartheta}\right) \leq C n^{-D}
$$

The claim follows.

### 10.3. Universality of the global cost optimum.

Theorem 10.4. Suppose Assumption $A$ holds and the following hold for some $K>$ 0 .

- $1 / K \leq \phi^{-1} \leq K,\|\Sigma\|_{\mathrm{op}} \vee\left\|\Sigma^{-1}\right\|_{\mathrm{op}} \leq K$.
- Assumption B holds with $\sigma_{\xi}^{2} \in[1 / K, K]$.

Fix $\vartheta \in(0,1 / 18)$. There exists some $C=C(K, \vartheta)>0$ such that for $\rho_{0} \leq 1 / C$, $\eta \in \Xi_{K}$ and $\xi \in \mathcal{E}_{\vartheta}$,

$$
\sup _{\mu_{0} \in \mathcal{U}_{\vartheta}} \mathbb{P}^{\xi}\left(\left|\min _{w \in \mathbb{R}^{n}} H_{\eta ; Z}(w)-\max _{\beta>0} \min _{\gamma>0} \overline{\mathrm{D}}_{\eta}(\beta, \gamma)\right| \geq \rho_{0}\right) \leq C \rho_{0}^{-3} \cdot n^{-1 / 6+3 \vartheta}
$$

Here $\mathcal{U}_{\vartheta}$ is specified as in Proposition 10.3.
Proof. Fix $\vartheta>0, \mu_{0} \in \mathcal{U}_{\vartheta}$ and $\xi \in \mathcal{E}_{\vartheta}$ as specified in Proposition 10.3. Let $L_{n} \equiv C_{0} n^{\vartheta}$. By the same proposition, with $\mathbb{P}^{\xi}$-probability at least $1-C_{0} n^{-100}$,

$$
\begin{align*}
& \min _{w \in \mathbb{R}^{n}} H_{\eta ; Z}(w)=\min _{\|w\|_{\infty} \leq L_{n} / \sqrt{n}\|\nu\|_{\infty} \leq L_{n} / \sqrt{n}}\left\{\frac{1}{\sqrt{n}}\langle v, Z w\rangle-\frac{1}{\sqrt{n}}\langle v, \xi\rangle-\frac{\eta}{2}\|v\|^{2}+F(w)\right\} \\
& =\min _{\|\widetilde{w}\|_{\infty} \leq L_{n}\| \| \|_{\infty} \leq L_{n}} \max \left\{\frac{1}{n^{3 / 2}}\langle\widetilde{v}, Z \widetilde{w}\rangle-\frac{1}{n}\langle\widetilde{v}, \xi\rangle-\frac{\eta}{2 n}\|\widetilde{v}\|^{2}+F(\widetilde{w} / \sqrt{n})\right\} \tag{10.11}
\end{align*}
$$

and

$$
\begin{align*}
& \min _{w \in \mathbb{R}^{n}} H_{\eta ; G}(w) \\
& =\min _{\|\widetilde{w}\|_{\infty} \leq L_{n}} \max _{\|\widetilde{\nabla}\|_{\infty} \leq L_{n}}\left\{\frac{1}{n^{3 / 2}}\langle\widetilde{v}, G \widetilde{w}\rangle-\frac{1}{n}\langle\widetilde{v}, \xi\rangle-\frac{\eta}{2 n}\|\widetilde{v}\|^{2}+F(\widetilde{w} / \sqrt{n})\right\} \tag{10.12}
\end{align*}
$$

By writing $Q(\widetilde{v}, \widetilde{w}) \equiv-\frac{1}{n}\langle\widetilde{v}, \xi\rangle-\frac{\eta}{2 n}\|\widetilde{v}\|^{2}+F(\widetilde{w} / \sqrt{n})$, we have

$$
\mathscr{N}_{Q}(L, \delta) \equiv \sup _{\substack{\|\widetilde{v}\|_{\infty} \vee \backslash \mid \widetilde{v}^{\prime}\left\|_{\infty} \leq L,\right\| \vec{v}-\widetilde{v}^{\prime}\left\|_{\infty} \leq \delta,\\\right\| \widetilde{w}\left\|_{\infty} \vee\right\| \widetilde{w}^{\prime}\left\|_{\infty} \leq L,\right\| \widetilde{w}-\widetilde{w}^{\prime} \|_{\infty} \leq \delta}}\left|Q(\widetilde{v}, \widetilde{w})-Q\left(\widetilde{v}^{\prime}, \widetilde{w}^{\prime}\right)\right| \lesssim_{K}(1 \vee L) \delta \cdot\left(1+\frac{\|\xi\|_{1}}{n}\right) .
$$

Now with $\left.X_{Q} \widetilde{v}, \widetilde{w} ; Z\right) \equiv n^{-3 / 2}\langle\widetilde{v}, Z \widetilde{w}\rangle+Q(\widetilde{v}, \widetilde{w})$, for $\xi \in \mathcal{E}_{\vartheta}$, by applying Theorem 10.2, we have for any $\mathrm{T} \in C^{3}(\mathbb{R})$,

$$
\begin{align*}
& \left|\mathbb{E}^{\xi} \mathrm{T}\left(\min _{\|\widetilde{w}\|_{\infty} \leq L_{n}\|\mid \widetilde{v}\|_{\infty} \leq L_{n}} X_{Q}(\widetilde{v}, \widetilde{w} ; Z)\right)-\mathbb{E}^{\xi} \mathrm{T}\left(\min _{\|\widetilde{w}\|_{\infty} \leq L_{n}\|\mid \widetilde{v}\|_{\infty} \leq L_{n}} X_{Q}(\widetilde{v}, \widetilde{w} ; G)\right)\right| \\
& \lesssim_{K} K_{\mathrm{T}} \cdot \inf _{\delta \in(0,1)}\left\{\sqrt{n} L_{n} \delta+L_{n} \delta+\log _{+}^{2 / 3}\left(L_{n} / \delta\right) \cdot n^{-1 / 6} L_{n}^{2}\right\} \\
& \leq C_{1} \cdot K_{\mathrm{T}} \cdot n^{-1 / 6+3 \vartheta} . \tag{10.13}
\end{align*}
$$

Replicating the last paragraph of proof of [HS22, Theorem 2.3] (right above Section 4.3 therein), for any $z>0, \rho_{0}>0$,

$$
\begin{aligned}
& \mathbb{P}^{\xi}\left(\min _{\|\widetilde{w}\|_{\infty} \leq L_{n}\|\widetilde{v}\|_{\infty} \leq L_{n}} \max _{Q}(\widetilde{v}, \widetilde{w} ; Z)>z+3 \rho_{0}\right) \\
& \leq \mathbb{P}^{\xi}\left(\min _{\|\widetilde{w}\|_{\infty} \leq L_{n}\|\widetilde{v}\|_{\infty} \leq L_{n}} X_{Q}(\widetilde{v}, \widetilde{w} ; G)>z+\rho_{0}\right)+C \rho_{0}^{-3} n^{-1 / 6+3 \vartheta}
\end{aligned}
$$

Combined with (10.11)-(10.12), we have

$$
\mathbb{P}^{\xi}\left(\min _{w \in \mathbb{R}^{n}} H_{\eta ; Z}(w)>z+3 \rho_{0}\right) \leq \mathbb{P}^{\xi}\left(\min _{w \in \mathbb{R}^{n}} H_{\eta ; G}(w)>z+\rho_{0}\right)+C_{2} \rho_{0}^{-3} n^{-1 / 6+3 \vartheta}
$$

In view of (9.26) (in Step 1 of the final proof of Theorem 2.3), for $\rho_{0} \in$ $\left(C_{3} n^{-1 / 2+\vartheta}, 1 / C_{3}\right)$, we take $z \equiv z_{\eta} \equiv \max _{\beta>0} \min _{\gamma>0} \bar{D}_{\eta}(\beta, \gamma)$ and $t \equiv \rho_{0}^{2} n / C_{3}$ therein, so that for $\xi \in \mathcal{E}_{\vartheta} \subset \mathscr{E}_{1, \xi}\left(\rho_{0} / C_{3}^{1 / 2}\right)$,

$$
\mathbb{P}^{\xi}\left(\min _{w \in \mathbb{R}^{n}} H_{\eta ; G}(w)>z_{\eta}+\rho_{0}\right) \leq C_{3} e^{-\rho_{0}^{2} n / C_{3}}
$$

Combining the estimates, for $\xi \in \mathcal{E}_{\vartheta}, \rho_{0} \in\left(C_{3} n^{-1 / 2+\vartheta}, 1 / C_{3}\right)$,

$$
\mathbb{P}^{\xi}\left(\min _{w \in \mathbb{R}^{n}} H_{\eta ; Z}(w)>z_{\eta}+3 \rho_{0}\right) \leq C_{4}\left\{e^{-\rho_{0}^{2} n / C_{4}}+\rho_{0}^{-3} n^{-1 / 6+3 \vartheta}\right\}
$$

The first term above can be assimilated into the second one, and $\rho_{0} \geq C_{3} n^{-1 / 2+\vartheta}$ can be dropped. The lower bound follow similarly by utilizing (9.27).

### 10.4. Universality of the cost over exceptional sets.

Theorem 10.5. Suppose Assumption $A$ holds and the following hold for some $K>$ 0.

- $1 / K \leq \phi^{-1} \leq K,\|\Sigma\|_{\mathrm{op}} \vee\left\|\Sigma^{-1}\right\|_{\mathrm{op}} \leq K$.
- Assumption $B$ with variance $\sigma_{\xi}^{2} \in[1 / K, K]$.

Fix $\vartheta \in(0,1 / 18)$. Then there exists some $C=C(K, \vartheta)>0$ such that for $g: \mathbb{R}^{n} \rightarrow \mathbb{R}$ being $1-L i p s c h i t z$, with respect to $\|\cdot\|_{\Sigma^{-1}}, \rho_{0} \leq 1 / C, \eta \in \Xi_{K}$ and $\xi \in \mathcal{E}_{\vartheta}$,

Here $B_{(2, \infty)}\left(C, L_{n} / \sqrt{n}\right) \equiv B_{n}(C) \cap L_{\infty}\left(L_{n} / \sqrt{n}\right)$ with $L_{n} \equiv C n^{\vartheta}$, and $\mathcal{U}_{\vartheta}$ is specified as in Proposition 10.3.

Proof. Fix $\varepsilon, \vartheta>0, \mu_{0} \in \mathcal{U}_{\vartheta}$ and $\xi \in \mathcal{E}_{\vartheta}$ as specified in Proposition 10.3. We define a renormalized version of $D_{\varepsilon ; \eta}(\mathrm{g})$ as

$$
\widetilde{D}_{\varepsilon ; \eta}(\mathrm{g}) \equiv\left\{\widetilde{w} \in \mathbb{R}^{n}:\left|\mathrm{g}(\widetilde{w} / \sqrt{n})-\mathbb{E} \mathrm{g}\left(\widetilde{w}_{\eta, *} / \sqrt{n}\right)\right| \geq \varepsilon\right\}
$$

where $\widetilde{w}_{\eta, *}=\sqrt{n} w_{\eta, *}$.
(Step 1). Let $L_{n} \equiv C_{0} n^{\vartheta}$. For any $z \in \mathbb{R}$ and $\rho_{0}>0$, with $Z_{n} \equiv Z / \sqrt{n}$,

$$
\begin{align*}
& \mathbb{P}^{\xi}\left(\min _{w \in D_{\eta ; \varepsilon}(\mathrm{g}) \cap B_{(2, \infty)}\left(C_{0}, \frac{L_{n}}{\sqrt{n}}\right)} H_{\eta ; Z}(w) \leq z+\rho_{0}\right)  \tag{10.14}\\
& =\mathbb{P}^{\xi}\left(\min _{w \in D_{\eta ; \varepsilon}(\mathrm{g}) \cap B_{(2, \infty)}\left(C_{0}, \frac{L_{n}}{\sqrt{n}}\right)}\left\{F(w)+\frac{1}{2 n \eta}\|Z w-\xi\|^{2}\right\} \leq z+\rho_{0}\right) \\
& =\mathbb{P}^{\xi}\left(\min _{\widetilde{w} \in \widetilde{D}_{\eta ; \varepsilon}(\mathrm{g}) \cap B_{(2, \infty)}\left(\sqrt{n} C_{0}, L_{n}\right)}\left\{\eta F(\widetilde{w} / \sqrt{n})+\frac{1}{2 n}\left\|Z_{n} \widetilde{w}-\xi\right\|^{2}\right\} \leq \eta\left(z+\rho_{0}\right)\right) .
\end{align*}
$$

Now we may apply Theorem 10.1 . To do so, let us write $\mathrm{f}(\widetilde{w}) \equiv \eta F(\widetilde{w} / \sqrt{n})$ to match the notation. Then a simple calculation leads to

$$
\mathscr{N}_{\mathrm{f}}(L, \delta) \equiv \sup _{\|\widetilde{w}\|_{\infty} \vee\left\|\widetilde{w}^{\prime}\right\|_{\infty} \leq L,\left\|\widetilde{w}-\widetilde{w}^{\prime}\right\|_{\infty} \leq \delta}\left|\mathrm{f}(\widetilde{w})-\mathrm{f}\left(\widetilde{w}^{\prime}\right)\right| \lesssim_{K}(1 \vee L) \delta,
$$

Consequently, an application of Theorem 10.1 leads to

$$
\begin{aligned}
& \text { RHS of }(10.14)-C_{1}\left(1 \vee\left(\eta \rho_{0}\right)^{-3}\right) L_{n}^{2} n^{-1 / 6} \log ^{2 / 3}\left(L_{n} n\right) \\
& \leq \mathbb{P}^{\xi}\left(\min _{\widetilde{w} \in \widetilde{D}_{\eta ; \varepsilon}(\mathrm{g}) \cap B_{(2, \infty)}\left(\sqrt{n} C_{0}, L_{n}\right)}\left\{\eta F(\widetilde{w} / \sqrt{n})+\frac{1}{2 n}\left\|G_{n} \widetilde{w}-\xi\right\|^{2}\right\} \leq \eta\left(z+3 \rho_{0}\right)\right) \\
& \leq \mathbb{P}^{\xi}\left(\min _{w \in D_{\eta ; \varepsilon}(\mathrm{g}) \cap B_{(2, \infty)}\left(C_{0}, \frac{L_{n}}{\sqrt{n}}\right)} H_{\eta ; G}(w) \leq z+3 \rho_{0}\right) \\
& \leq \mathbb{P}^{\xi}\left(\min _{w \in D_{\eta ; \varepsilon}(\mathrm{g}) \cap B_{n}\left(C_{0}\right)} H_{\eta ; G}(w) \leq z+3 \rho_{0}\right) .
\end{aligned}
$$

Here in the last inequality we simply drop the $L_{\infty}$ constraint. Now for $C_{2} n^{-1 / 2+\vartheta} \leq$ $\rho_{0} \leq 1 / C_{2}$, by choosing $z \equiv z_{\eta} \equiv \max _{\beta>0} \min _{\gamma>0} \overline{\mathrm{D}}_{\eta}(\beta, \gamma)$ and $t \equiv 2 \rho_{0}^{2} n / C_{3}$ in Theorem 9.6, where $C_{3}$ is the constant therein, we have

$$
\begin{align*}
& \mathbb{P}^{\xi}\left(\min _{\left.w \in D_{\eta ; C_{4} \rho_{0}^{1 / 2}(\mathrm{~g}) \cap B_{(2, \infty)}\left(C, \frac{L_{n}}{\sqrt{n}}\right)} H_{\eta ; Z}(w) \leq \max _{\beta>0} \min _{\gamma>0} \overline{\mathrm{D}}_{\eta}(\beta, \gamma)+\rho_{0}\right)}^{\leq C\left\{e^{-\rho_{0}^{2} n / C_{3}}+\left(\eta \rho_{0}\right)^{-3} \cdot n^{-1 / 6+3 \vartheta}\right\} \leq C_{4} \cdot\left(\eta \rho_{0}\right)^{-3} \cdot n^{-1 / 6+3 \vartheta}} .\right.
\end{align*}
$$

The constraints $\rho_{0} \geq C_{2} n^{-1 / 2+\vartheta}$ can be removed by enlarging $C_{4}$ if necessary.
(Step 2). In this step we shall trade the dependence of the above bound with respect to $\eta>0$ with a possible worsened dependence on $\rho_{0}$, primarily in the regime $\phi^{-1} \geq 1+1 / K$. Fix $\eta_{0} \in \Xi_{K}$. Let $\eta>0$ be chosen later and $\eta_{1} \equiv \eta_{0}+\eta$. Without loss of generality we assume $\eta_{0}, \eta_{1} \in \Xi_{K}$, so by (9.13) in Proposition 9.5, $\left|z_{\eta_{1}}-z_{\eta_{0}}\right| \leq C_{5} \eta$. By enlarging $C_{5}$ if necessary we assume that $C_{5}$ exceeds the constant in Lemma 10.6. Using Lemma 10.6, for $\varepsilon=2 C_{4} \rho_{0}^{1 / 2}$, with the choice
$\eta=C_{4} \rho_{0} / C_{5} \leq C_{4} \rho_{0}^{1 / 2} / C_{5}$ (we assume without loss of generality $\rho_{0} \leq 1$ ),

$$
\begin{aligned}
& \mathbb{P}^{\xi}\left(\min _{w \in D_{\eta_{0} ; \varepsilon}(\mathrm{g}) \cap B_{(2, \infty)}\left(C_{0}, \frac{L_{n}}{\sqrt{n}}\right)} H_{\eta_{0} ; Z}(w) \leq z_{\eta_{0}}+\rho_{0}\right) \\
& \leq \mathbb{P}^{\xi}\left(\min _{w \in D_{\eta_{0} ; \varepsilon}(\mathrm{g}) \cap B_{(2, \infty)}\left(C_{0}, \frac{L_{n}}{\sqrt{n}}\right)} H_{\eta_{1} ; Z}(w) \leq z_{\eta_{0}}+\rho_{0}\right) \quad\left(\text { since } H_{\eta_{1} ; Z} \leq H_{\eta_{0} ; Z}\right) \\
& \leq \mathbb{P}^{\xi}\left(\min _{w \in D_{\eta_{1} ;\left(\varepsilon-C_{5} \eta\right)+}(\mathrm{g}) \cap B_{(2, \infty)}\left(C_{0}, \frac{L_{n}}{\sqrt{n}}\right)} H_{\eta_{1} ; Z}(w) \leq z_{\eta_{0}}+\rho_{0}\right) \quad(\text { by Lemma 10.6) } \\
& \leq \mathbb{P}^{\xi}\left(\min _{w \in D_{\eta_{1} ;\left(\varepsilon-C_{5} \eta\right)++}(\mathrm{g}) \cap B_{(2, \infty)}\left(C_{0}, \frac{L_{n}}{\sqrt{n})}\right.} H_{\eta_{1} ; Z}(w) \leq z_{\eta_{1}}+C_{5} \eta+\rho_{0}\right) \\
& \leq \mathbb{P}^{\xi}\left(\min _{w \in D_{\eta ; C_{4} \rho_{0}^{1 / 2}}(\mathrm{~g}) \cap B_{(2, \infty)}\left(C_{0}, \frac{\left.L_{n}\right)}{\sqrt{n})}\right.} H_{\eta_{1} ; Z}(w) \leq \max _{\beta>0} \min _{\gamma>0} \bar{D}_{\eta_{1}}(\beta, \gamma)+C \rho_{0}\right) \\
& \leq C \cdot\left(\eta_{0}+\rho_{0}\right)^{-3} \rho_{0}^{-3} \cdot n^{-1 / 6+3 \vartheta} \leq C \cdot \rho_{0}^{-6} n^{-1 / 6+3 \vartheta} .
\end{aligned}
$$

The proof is complete by adjusting constants.
Lemma 10.6. Suppose $\left\|\mu_{0}\right\| \vee\|\Sigma\|_{\mathrm{op}} \vee\left\|\Sigma^{-1}\right\|_{\mathrm{op}} \leq K$. Let $\mathrm{g}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be 1-Lipschitz with respect to $\|\cdot\|_{\Sigma^{-1}}$. Then there exists some constant $C=C(K)>0$ such that for any $\varepsilon>0, \eta_{0}, \eta_{1} \in \Xi_{K}$ with $\eta_{1} \geq \eta_{0}$, we have $D_{\eta_{0} ; \varepsilon}(\mathrm{g}) \subset D_{\eta_{1} ;\left(\varepsilon-C\left(\eta_{1}-\eta_{0}\right)\right)_{+}}(\mathrm{g})$.
Proof. Using the definition of $w_{\eta, *}$ in (9.14), we have

$$
\begin{aligned}
& \mathbb{E} \mathrm{g}\left(w_{\eta_{1}, *}\right)-\mathbb{E} \mathrm{g}\left(w_{\eta_{0}, *}\right) \mid \leq \mathbb{E}\left\|w_{\eta_{1}, *}-w_{\eta_{0}, *}\right\|_{\Sigma^{-1}} \\
& =\mathbb{E}\left\|\widehat{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\operatorname{seq}}\left(\gamma_{\eta_{1}, *} ; \tau_{\eta_{1}, *}\right)-\widehat{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\operatorname{seq}}\left(\gamma_{\eta_{0}, *} ; \tau_{\eta_{0}, *}\right)\right\| \leq C \cdot\left(\eta_{1}-\eta_{0}\right) .
\end{aligned}
$$

Here the last inequality follows from the calculations in (9.31). So for any $w \in$ $D_{\eta_{0} ; \varepsilon}(\mathrm{g})$, we have

$$
\varepsilon \leq\left|\mathbf{g}(w)-\mathbb{E} \mathbf{g}\left(w_{\eta_{0}, *}\right)\right| \leq\left|\mathbf{g}(w)-\mathbb{E} \mathrm{g}\left(w_{\eta_{1}, *}\right)\right|+C\left(\eta_{1}-\eta_{0}\right)
$$

This means $w \in D_{\eta_{1} ;\left(\varepsilon-C\left(\eta_{1}-\eta_{0}\right)\right)_{+}}(\mathrm{g})$, as desired.
10.5. Proof of the universality Theorem 2.4 for $\widehat{\mu}_{\eta ; Z}$. Fix $\vartheta>0, \mu_{0} \in \mathcal{U}_{\vartheta}$ and $\xi \in \mathcal{E}_{\vartheta}$. Let $L_{n} \equiv C_{0} n^{\vartheta}$, and $E_{0} \equiv\left\{\widehat{w}_{n ; Z} \in B_{(2, \infty)}\left(C_{0}, L_{n} / \sqrt{n}\right)=B_{n}\left(C_{0}\right) \cap\right.$ $\left.L_{\infty}\left(L_{n} / \sqrt{n}\right)\right\}$. We assume that $C_{0}$ exceeds the constants in Proposition 10.3 and Theorem 10.5. By Proposition 10.3 and a simple $\ell_{2}$ estimate, $\mathbb{P}^{\xi}\left(E_{0}^{c}\right) \leq C_{0} n^{-100}$. We further let $z_{\eta} \equiv \max _{\beta>0} \min _{\gamma>0} \overline{\mathrm{D}}_{\eta}(\beta, \gamma)$ for $\eta \geq 0$.

Let $g: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be 1 -Lipschitz with respect to $\|\cdot\|_{\Sigma^{-1}}$. Then for $\rho_{0} \leq 1 / C_{0}$ and $\eta \in \Xi_{K}$, we have

$$
\begin{aligned}
& \mathbb{P}^{\xi}\left(\widehat{w}_{\eta ; Z} \in D_{\eta ; C_{0} \rho_{0}^{1 / 2}}(\mathrm{~g})\right) \\
& \leq \mathbb{P}^{\xi}\left(\widehat{w}_{\eta ; Z} \in D_{\eta ; C_{0} \rho_{0}^{1 / 2}}(\mathrm{~g}) \cap B_{(2, \infty)}\left(C_{0}, L_{n} / \sqrt{n}\right)\right)+\mathbb{P}^{\xi}\left(E_{0}^{c}\right) \\
& \leq \mathbb{P}^{\xi}\left(\min _{w \in B_{(2, \infty)}\left(C_{0}, \frac{L_{n}}{\sqrt{n}}\right)} H_{\eta ; Z}(w) \geq z_{\eta}+\rho_{0}\right)
\end{aligned}
$$

Here in the last inequality we used the simple fact that

$$
\begin{aligned}
& \left\{\min _{w \in B_{(2, \infty)}\left(C_{0}, \frac{L_{n}}{\sqrt{n}}\right)} H_{\eta ; Z}(w)<z_{\eta}+\rho_{0}\right\} \cap\left\{\sum_{w \in D_{\eta ; C_{0} \rho_{0}^{1 / 2}(g) \cap B(2, \infty)}\left(C_{0}, \frac{L_{n}}{\sqrt{n}}\right)} H_{\eta ; Z}(w)>z_{\eta}+2 \rho_{0}\right\} \\
& \subset\left\{\widehat{w}_{\eta ; Z} \notin D_{\left.\eta ; C_{0} \rho_{0}^{1 / 2}(\mathrm{~g}) \cap B_{(2, \infty)}\left(C_{0}, L_{n} / \sqrt{n}\right)\right\} .}\right.
\end{aligned}
$$

Invoking Theorems 10.4 and 10.5 , by enlarging $C_{0}$ if necessary, we have for $\rho_{0} \leq$ $1 / C_{0}$ and $\eta \in \Xi_{K}$,

$$
\mathbb{P}^{\xi}\left(\left|\boldsymbol{g}\left(\widehat{w}_{\eta ; z}\right)-\mathbb{E} \mathrm{g}\left(w_{\eta, *}\right)\right| \geq \rho_{0}^{1 / 2}\right) \leq C_{0} \cdot \rho_{0}^{-6} n^{-1 / 6+3 \vartheta}
$$

or equivalently, for $g_{0}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ being 1-Lipschitz with respect to $\|\cdot\|$,

$$
\mathbb{P}^{\xi}\left(\left|\mathrm{g}_{0}\left(\widehat{\mu}_{\eta ; z)}\right)-\mathbb{E} \mathrm{g}_{0}\left(\widehat{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}}\left(\gamma_{\eta, *} ; \tau_{\eta, *}\right)\right)\right| \geq \rho_{0}\right) \leq C_{0} \cdot \rho_{0}^{-12} n^{-1 / 6+3 \vartheta} .
$$

Now we may follow Step 4 in the proof of Theorem 2.3 to strengthen the above statement to a uniform one in $\eta$; we only sketch the differences below. Using (9.29) with $G$ therein replaced by $Z$, and the assumption $\left\|\Sigma^{-1}\right\|_{\mathrm{op}} \leq K$, we arrive at a modified form of (9.30): on an event $E_{1}$ with $\mathbb{P}^{\xi}\left(E_{1}\right) \geq 1-C_{1} e^{-n / C_{1}}$, for any $\eta_{1}, \eta_{2} \in \Xi_{K}$,

$$
\begin{equation*}
\left|\widehat{\mu}_{\eta_{1} ; z}-\widehat{\mu}_{\eta_{2} ; z} \| \leq C_{1}\right| \eta_{1}-\eta_{2} \mid . \tag{10.16}
\end{equation*}
$$

Using (9.31) with $\left\|\Sigma^{-1}\right\|_{\text {op }} \leq K$, we arrive at a modified form of (9.32): for any $\eta_{1}, \eta_{2} \in \Xi_{K}$,

$$
\left|\mathbb{E} \mathrm{g}_{0}\left(\widehat{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}}\left(\gamma_{\eta_{1}, *} ; \tau_{\eta_{1}, *}\right)\right)-\mathbb{E} \mathrm{g}_{0}\left(\widehat{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}}\left(\gamma_{\eta_{2}, *} ; \tau_{\eta_{2}, *}\right)\right)\right| \leq C_{1}\left|\eta_{1}-\eta_{2}\right|
$$

Now using a standard discretization and a union bound, we have

The proof is complete by taking expectation with respect to $\xi$ and note that $\mathbb{P}(\xi \in$ $\left.\mathcal{E}_{\vartheta}\right) \geq 1-C e^{-n^{2 \vartheta} / C}$ as in Proposition 10.3.

### 10.6. Proof of the universality Theorem 2.4 for $\widehat{r}_{\eta ; z}$.

Proposition 10.7. Suppose Assumption A holds and the following hold for some $K>0$.

- $1 / K \leq \phi^{-1}, \eta \leq K,\|\Sigma\|_{\text {op }} \vee\left\|\Sigma^{-1}\right\|_{\text {op }} \leq K$.
- Assumption B holds with $\sigma_{\xi}^{2} \in[1 / K, K]$.

Fix $\vartheta \in(0,1 / 18)$. Then there exists some $C=C(K, \vartheta)>0$ such that for any 1-Lipschitz function $\mathrm{h}: \mathbb{R}^{m} \rightarrow \mathbb{R}, \rho_{0} \leq 1 / C, \eta \in \Xi_{K}$ and $\xi \in \mathcal{E}_{\vartheta}$,

$$
\sup _{\mu_{0} \in \mathcal{U}_{\theta}} \mathbb{P}^{\xi}\left(\max _{v \in D_{\eta: C \rho_{0} / 2(h)}(\mathrm{h}) \cap L_{\infty}\left(\frac{L_{n}}{\sqrt{n}}\right)} \min _{w \in \mathbb{R}^{n}} h_{\eta ; Z}(w, v) \geq \max _{\beta>0} \min _{\gamma>0} \overline{\mathrm{D}}_{\eta}(\beta, \gamma)-\rho_{0}\right) \leq C \rho_{0}^{-3} n^{-1 / 6+3 \vartheta} .
$$

Here $L_{n} \equiv \mathrm{Cn}^{\vartheta}$, and $\mathcal{U}_{\vartheta}$ is specified as in Proposition 10.3.

Proof. Fix $\varepsilon, \vartheta>0, \mu_{0} \in \mathcal{U}_{\vartheta}$ and $\xi \in \mathcal{E}_{\vartheta}$ as specified in Proposition 10.3. We define a renormalized version of $D_{\varepsilon ; \eta}(\mathrm{h})$ as

$$
\widetilde{D}_{\varepsilon ; \eta}(\mathrm{h}) \equiv\left\{\widetilde{r} \in \mathbb{R}^{m}:\left|\mathrm{h}(\widetilde{r} / \sqrt{n})-\mathbb{E}^{\xi} \mathrm{h}\left(\widetilde{r}_{\eta, *} / \sqrt{n}\right)\right| \geq \varepsilon\right\}
$$

where $\widetilde{r}_{\eta, *}=\sqrt{n} r_{\eta, *}$. Let $L_{n}=C_{0} n^{\vartheta}$ and $Q(\widetilde{v}, \widetilde{w})$ be defined as in the proof of Theorem 10.4. Then we have,

$$
\begin{aligned}
& \max _{v \in D_{\eta ; \varepsilon}(\mathrm{h}) \cap L_{\infty}\left(L_{n} / \sqrt{n}\right)} \min _{w \in L_{\infty}\left(L_{n} / \sqrt{n}\right)} h_{\eta ; Z}(w, v) \\
& =\max _{\widetilde{v} \in \widetilde{D}_{\eta ; \varepsilon}(\mathrm{h}) \cap L_{\infty}\left(L_{n}\right)} \min _{\widetilde{w} \in L_{\infty}\left(L_{n}\right)} h_{\eta ; Z}(\widetilde{w} / \sqrt{n}, \widetilde{v} / \sqrt{n}) \\
& =\max _{\widetilde{v} \in \widetilde{D}_{\eta ; \varepsilon}(\mathrm{h}) \cap L_{\infty}\left(L_{n}\right)} \min _{\widetilde{w} \in L_{\infty}\left(L_{n}\right)}\left\{\frac{1}{n^{3 / 2}}\langle\widetilde{v}, Z \widetilde{w}\rangle-\frac{1}{n}\langle\widetilde{v}, \xi\rangle+F(\widetilde{w} / \sqrt{n})-\frac{\eta\|\widetilde{v}\|^{2}}{2 n}\right\} \\
& \left.=\max _{\widetilde{v} \in \widetilde{D}_{\eta ; \varepsilon}(\mathrm{h}) \cap L_{\infty}\left(L_{n}\right)} \min _{\widetilde{w} \in L_{\infty}\left(L_{n}\right)}\left\{\frac{1}{n^{3 / 2}}\langle\widetilde{v}, Z \widetilde{w}\rangle+Q \widetilde{v}, \widetilde{w}\right)\right\} .
\end{aligned}
$$

Using the comparison inequality in Theorem 10.2 and a similar calculation as in (10.13), with $s_{n}\left(\rho_{0}\right) \equiv \rho_{0}^{-3} n^{-1 / 6+3 \vartheta}$,

$$
\begin{aligned}
& \mathbb{P}^{\xi}\left(\max _{v \in D_{\eta ; \varepsilon}(\mathrm{h}) \cap L_{\infty}\left(L_{n} / \sqrt{n}\right)} \min _{w \in L_{\infty}\left(L_{n} / \sqrt{n}\right)} h_{\eta ; Z}(w, v) \geq z-\rho_{0}\right) \\
& \left.\left.=\mathbb{P}^{\xi}\left(\max _{\widetilde{v} \in \widetilde{D}_{\eta ; \varepsilon}(\mathrm{h}) \cap L_{\infty}\left(L_{n}\right)} \min _{\widetilde{w} \in L_{\infty}\left(L_{n}\right)}\left\{\frac{1}{n^{3 / 2}} \widetilde{v}, Z \widetilde{w}\right\rangle+Q \widetilde{v}, \widetilde{w}\right)\right\} \geq z-\rho_{0}\right) \\
& \left.\leq \mathbb{P}^{\xi}\left(\max _{\widetilde{v} \in \widetilde{D}_{\eta ; \varepsilon}(\mathrm{h}) \cap L_{\infty}\left(L_{n}\right)} \min _{\widetilde{w} \in L_{\infty}\left(L_{n}\right)}\left\{\frac{1}{n^{3 / 2}} \widetilde{v}, G \widetilde{w}\right\rangle+Q(\widetilde{v}, \widetilde{w})\right\} \geq z-3 \rho_{0}\right)+C s_{n}\left(\rho_{0}\right) \\
& =\mathbb{P}^{\xi}\left(\max _{v \in D_{\eta ; \varepsilon}(\mathrm{h}) \cap L_{\infty}\left(L_{n} / \sqrt{n}\right)} \min _{w \in L_{\infty}\left(L_{n} / \sqrt{n}\right)} h_{\eta ; G}(w, v) \geq z-3 \rho_{0}\right)+C_{1} s_{n}\left(\rho_{0}\right) .
\end{aligned}
$$

Using the convex Gaussian min-max theorem (cf. Theorem 6.1),

$$
\begin{align*}
& \mathbb{P}^{\xi}\left(\max _{v \in D_{\eta ; \varepsilon}(\mathrm{h}) \cap L_{\infty}\left(L_{n} / \sqrt{n}\right)} \min _{w \in L_{\infty}\left(L_{n} / \sqrt{n}\right)} h_{\eta ; Z}(w, v) \geq z-\rho_{0}\right) \\
& \leq 2 \mathbb{P}\left(\max _{v \in D_{\eta ; \varepsilon}(\mathrm{h}) \cap L_{\infty}\left(L_{n} / \sqrt{n}\right)} \min _{w \in L_{\infty}\left(L_{n} / \sqrt{n}\right)} \ell_{\eta}(w, v) \geq z-3 \rho_{0}\right)+C_{1} s_{n}\left(\rho_{0}\right) \tag{10.17}
\end{align*}
$$

On the other hand, using the definition of $w_{\eta, *}$ in (9.14), and the fact that for any $\mu_{0} \in \mathcal{U}_{\vartheta},\left\|\mathbb{E} w_{\eta, *}\right\|_{\infty} \leq L_{n} / \sqrt{n}$, we have $\mathbb{P}\left(\left\|w_{\eta, *}\right\|_{\infty} \geq L_{n} / \sqrt{n}\right) \leq C e^{-n^{2 \vartheta} / C}$. Combined with (10.17), we have

$$
\begin{aligned}
& \mathbb{P}^{\xi}\left(\max _{v \in D_{\eta ; \varepsilon}(\mathrm{h}) \cap L_{\infty}\left(L_{n} / \sqrt{n}\right)} \min _{w \in L_{\infty}\left(L_{n} / \sqrt{n}\right)} h_{\eta ; Z}(w, v) \geq z-\rho_{0}\right) \\
& \leq 2 \mathbb{P}\left(\max _{v \in D_{\eta ; \varepsilon}(\mathrm{h}) \cap L_{\infty}\left(L_{n} / \sqrt{n}\right)} \ell_{\eta}\left(w_{\eta, *}, v\right) \geq z-3 \rho_{0}\right)+C_{2} s_{n}\left(\rho_{0}\right)
\end{aligned}
$$

In view of (9.45), now by choosing $z \equiv z_{\eta} \equiv \max _{\beta>0} \min _{\gamma>0} \overline{\mathrm{D}}_{\eta}(\beta, \gamma)$ and $\varepsilon \equiv$ $C_{3} \rho_{0}^{1 / 2}$, for $\rho_{0} \geq C_{4} n^{-1 / 2+\vartheta}, \xi \in \mathcal{E}_{\vartheta} \subset \mathscr{E}_{1, \xi}\left(\rho_{0} / C\right)$, it follows that

$$
\begin{aligned}
& \mathbb{P}^{\xi}\left(\max _{v \in D_{\eta ; C_{3} \rho_{0}^{1 / 2}}(\mathrm{~h}) \cap L_{\infty}\left(L_{n} / \sqrt{n}\right)} \min _{w \in \mathbb{R}^{n}} h_{\eta ; Z}(w, v) \geq z_{\eta}-\rho_{0}\right) \\
& \leq \mathbb{P}^{\xi}\left(\max _{v \in D_{\eta ; C_{3} \rho_{0}^{1 / 2}}(\mathrm{~h}) \cap L_{\infty}\left(L_{n} / \sqrt{n}\right)} \min _{w \in L_{\infty}\left(L_{n} / \sqrt{n}\right)} h_{\eta ; Z}(w, v) \geq z_{\eta}-\rho_{0}\right) \leq C_{4} s_{n}\left(\rho_{0}\right) .
\end{aligned}
$$

The claim follows by adjusting constants.
Proof of Theorem 2.4 for $\widehat{r}_{\eta ; Z}$. Fix $\vartheta>0, \mu_{0} \in \mathcal{U}_{\vartheta}$ and $\xi \in \mathcal{E}_{\vartheta}$ as specified in Proposition 10.3. We continue writing $z_{\eta} \equiv \max _{\beta>0} \min _{\gamma>0} \overline{\mathrm{D}}_{\eta}(\beta, \gamma)$ in the proof. Using the delocalization results in Proposition 10.3 , on an event $E_{0}$ with $\mathbb{P}^{\xi}\left(E_{0}\right) \geq$ $1-C_{0} n^{-100}$, we have $\left\|\widehat{w}_{\eta ; Z}\right\|_{\infty} \vee\left\|\widehat{r}_{\eta ; Z}\right\|_{\infty} \leq L_{n} / \sqrt{n}$ with $L_{n}=C_{0} n^{\vartheta}$. Using Theorem 10.4 , for $\rho_{0} \leq 1 / C$, and $\eta \in \Xi_{K}$, by possibly adjusting $C_{0}>0$,

$$
\begin{align*}
& \mathbb{P}^{\xi}\left(\max _{v \in L_{\infty}\left(L_{n} / \sqrt{n}\right)} \min _{w \in \mathbb{R}^{m}} h_{\eta ; Z}(w, v) \leq z_{\eta}-\rho_{0} / 2\right) \\
& \leq \mathbb{P}^{\xi}\left(\min _{w \in \mathbb{R}^{m}} H_{\eta ; Z}(w) \leq z_{\eta}-\rho_{0} / 2\right)+\mathbb{P}^{\xi}\left(E_{0}^{c}\right) \leq C_{0} \rho_{0}^{-3} \cdot n^{-1 / 6+3 \vartheta} . \tag{10.18}
\end{align*}
$$

Let us take $C_{1}>0$ to be the constant in Proposition 10.7. By noting that

$$
\begin{aligned}
&\{ \left.\max _{v \in L_{\infty}\left(L_{n} / \sqrt{n}\right)} \min _{w \in \mathbb{R}^{m}} h_{\eta ; Z}(w, v)>z_{\eta}-\rho_{0} / 2\right\} \\
& \cap\left\{\left\{_{v \in D_{\eta ; C_{1} \rho_{0}^{1 / 2}(\mathrm{~h})} \max _{\infty}\left(L_{n} / \sqrt{n}\right)} \min _{w \in \mathbb{R}^{n}} h_{\eta ; Z}(w, v)<z_{\eta}-\rho_{0}\right\}\right. \\
& \subset\left\{\widehat{v}_{\eta ; Z} \notin D_{\eta ; C_{1} \rho_{0}^{1 / 2}}(\mathrm{~h}) \cap L_{\infty}\left(L_{n} / \sqrt{n}\right)\right\},
\end{aligned}
$$

it follows from (10.18) and Proposition 10.7 that

$$
\begin{aligned}
& \mathbb{P}^{\xi}\left(\widehat{v}_{\eta ; Z} \in D_{\eta ; C_{1} \rho_{0}^{1 / 2}}(\mathrm{~h})\right) \\
& \leq \mathbb{P}^{\xi}\left(\widehat{v}_{\eta ; Z} \in D_{\eta ; C_{1} \rho_{0}^{1 / 2}}(\mathrm{~h}) \cap L_{\infty}\left(L_{n} / \sqrt{n}\right)\right)+\mathbb{P}^{\xi}\left(\widehat{v}_{\eta ; Z} \notin L_{\infty}\left(L_{n} / \sqrt{n}\right)\right) \\
& \leq \mathbb{P}^{\xi}\left(\max _{v \in L_{\infty}\left(L_{n} / \sqrt{n}\right)} \min _{w \in \mathbb{R}^{m}} h_{\eta ; Z}(w, v) \leq z_{\eta}-\rho_{0} / 2\right) \\
& \quad+\mathbb{P}^{\xi}\left(\max _{v \in D_{\eta ; C 1} \rho_{0}^{1 / 2}(\mathrm{~h}) \cap L_{\infty}\left(L_{n} / \sqrt{n}\right)} \min _{w \in \mathbb{R}^{n}} h_{\eta ; Z}(w, v) \geq z_{\eta}-\rho_{0}\right)+\mathbb{P}^{\xi}\left(E_{0}^{c}\right) \\
& \leq C \rho_{0}^{-3} \cdot n^{-1 / 6+3 \vartheta} .
\end{aligned}
$$

Finally we only need to extend the above display to a uniform control over $\eta \in$ $[1 / K, K]$ by continuity arguments similar to Step 5 of the proof of Theorem 2.3 for $\widehat{r}_{\eta ; G}$. By ( 9.50 ) (where $G$ therein is replaced by $Z$ ) and (10.16), on an event $E_{1}$ with $\mathbb{P}^{\xi}\left(E_{1}\right) \geq 1-C e^{-n / C}$, for any $\eta_{1}, \eta_{2} \in[1 / K, K]$,

$$
\left|\left|\widehat{r}_{\eta_{1} ; z}-\widehat{r}_{\eta_{2} ; z} ; \| \leq C\right| \eta_{1}-\eta_{2}\right|
$$

On the other hand, (9.52) remains valid, so we may proceed with an $\varepsilon$-net argument over $[1 / K, K]$ to conclude.
10.7. Proof of Theorem 2.5. To keep notation simple, we work with $\mathrm{A}=I_{n}$ and write $\Gamma_{\eta ;\left(\Sigma,\left\|\mu_{0}\right\|\right)}^{I_{n}}=\Gamma_{\eta ;\left(\Sigma,\left\|\mu_{0}\right\|\right)}$. The general case follows from minor modifications.
Lemma 10.8. Suppose the conditions in Theorem 2.5 hold for some $K>0$. Fix $q \in(0, \infty)$. There exists some constant $c=c(K, q)>0$ such that $n^{\frac{1}{2}-\frac{1}{q}} \mathbb{E}\left\|\widetilde{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\text {seq }}\left(\gamma_{\eta, *} ; \tau_{\eta, *}\right)-\mu_{0}\right\|_{q} \geq c$ uniformly in $\eta \in \Xi_{K}$.

Proof. We may write $\mathbb{E}\left\|\widetilde{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\text {seq }}\left(\gamma_{\eta, *} ; \tau_{\eta, *}\right)-\mu_{0}\right\|_{q}=\mathbb{E}\left(\sum_{j=1}^{n}\left|a_{j}+b_{j} g_{j}\right|^{q}\right)^{1 / q}$ for some $a_{j}, b_{j} \in \mathbb{R}$ with $b_{j} \asymp 1$, and $g_{j} \sim \mathcal{N}(0,1 / n)$ not necessarily independent of each other. So for some $c_{j} \in \mathbb{R}$,

$$
\mathbb{E}\left\|\widehat{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}}\left(\gamma_{\eta, *} ; \tau_{\eta, *}\right)-\mu_{0}\right\|_{q} \gtrsim \mathbb{E}\left(\sum_{j=1}^{n}\left|c_{j}+g_{j}\right|^{q}\right)^{1 / q}
$$

If $\sum_{j=1}^{n}\left|c_{j}\right|^{q} \geq C_{0} \sum_{j=1}^{n} \mathbb{E}\left|g_{j}\right|^{q}$ for a large enough $C_{0}>0$, the lower bound follows trivially. Otherwise, with $Z \equiv \sum_{j=1}^{n}\left|c_{j}+g_{j}\right|^{q}$, we have $\mathbb{E} Z \geq \sum_{j=1}^{n} \inf _{c \in \mathbb{R}} \mathbb{E}\left|c+g_{j}\right|^{q} \gtrsim$ $n^{1-q / 2}$ and $\mathbb{E} Z^{2} \lesssim \mathbb{E}\left(\sum_{j=1}^{n}\left(\left|g_{j}\right|^{q}+\mathbb{E}\left|g_{j}\right|^{q}\right)\right)^{2} \lesssim\left(n^{1-q / 2}\right)^{2}$, so by Paley-Zygmund inequality, $\mathbb{P}(Z \geq \mathbb{E} Z / 2) \geq(\mathbb{E} Z)^{2} /\left(4 \mathbb{E} Z^{2}\right) \geq c_{0}$ for some $c_{0}>0$. In other words, on an event $E_{0}$ with $\mathbb{P}\left(E_{0}\right) \geq c_{0}, Z \geq c_{0} n^{1-q / 2}$. Using the above display, this means that $\mathbb{E}\left\|\widetilde{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}}\left(\gamma_{\eta, *} ; \tau_{\eta, *}\right)-\mu_{0}\right\|_{q} \gtrsim \mathbb{E} Z^{1 / q} \geq \mathbb{E} Z^{1 / q} \mathbf{1}_{E_{0}} \gtrsim n^{1 / q-1 / 2}$.

Lemma 10.9. Suppose the conditions in Theorem 2.5 hold for some $K>0$. Fix $q \in(0, \infty)$. Then there exist constants $C=C(K, q)>1, \vartheta=\vartheta(q) \in(0,1 / 50)$, and a measurable set $\mathcal{U}_{\vartheta} \subset B_{n}(1)$ with $\operatorname{vol}\left(\mathcal{U}_{\vartheta}\right) / \operatorname{vol}\left(B_{n}(1)\right) \geq 1-C e^{-n^{\vartheta} / C}$, such that

$$
\sup _{\mu_{0} \in \mathcal{U}_{\vartheta}} n^{\frac{1}{2}-\frac{1}{q}}|\mathbb{E}|\left|\widetilde{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\operatorname{seq}}\left(\gamma_{\eta, *} ; \tau_{\eta, *}\right)-\mu_{0}\left\|_{q}-n^{-\frac{1}{2}}\right\| \operatorname{diag}\left(\Gamma_{\eta ;\left(\Sigma,\left\|\mu_{0}\right\|\right)}\right) \|_{q / 2}^{\frac{1}{2}} M_{q}\right| \leq C n^{-\vartheta}
$$

Here $M_{q}=\mathbb{E}^{1 / q}|\mathcal{N}(0,1)|^{q}$.
Proof. We write $\tau_{\eta, *}=\tau_{\eta}, \gamma_{\eta, *}=\gamma_{\eta}$ for notational simplicity in the proof. All the constants in $\lesssim, \gtrsim, \asymp$ below may depend on $K, q$. Recall the general fact $\|x\|_{q} \leq$ $n^{-\frac{1}{2}+\frac{1}{q \wedge^{2}}}\|x\|^{\frac{2}{q \gamma^{2}}}\|x\|_{\infty}^{1-\frac{2}{q \sqrt{2}}}$ for $x \in \mathbb{R}^{n}$ and $q \in(0, \infty)$.

By Proposition 11.2 below, for any $\vartheta \in(0,1 / 2)$, there exists some $\mathcal{U}_{\vartheta} \subset$ $B_{n}(1)$ with $\operatorname{vol}\left(\mathcal{U}_{\vartheta}\right) / \operatorname{vol}\left(B_{n}(1)\right) \geq 1-C e^{-n^{1-2 \vartheta} / C}$, such that $\sup _{\mu_{0} \in \mathcal{U}_{\vartheta}} \sup _{\eta \in \Xi_{K}} \mid \gamma_{\eta}^{2}-$ $\widetilde{\gamma}_{\eta}^{2}\left(\left\|\mu_{0}\right\|\right) \mid \leq n^{-\vartheta}$. Consequently, uniformly in $\mu_{0} \in \mathcal{U}_{\vartheta}$ and $\eta \in \Xi_{K}$,

$$
\begin{align*}
& \left.|\mathbb{E}|\left|\widetilde{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\operatorname{seq}}\left(\gamma_{\eta} ; \tau_{\eta}\right)-\mu_{0} \|_{q}-\mathbb{E}\right| \mid \widetilde{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\operatorname{seq}} \widetilde{\gamma}_{\eta}\left(\left\|\mu_{0}\right\|\right) ; \tau_{\eta}\right)-\mu_{0} \|_{q} \mid \\
& \lesssim\left|\gamma_{\eta}-\widetilde{\gamma}_{\eta}\left(\left\|\mu_{0}\right\|\right)\right| \cdot n^{-1 / 2} \mathbb{E}\left\|\left(\Sigma+\tau_{\eta} I\right)^{-1} \Sigma^{1 / 2} g\right\|_{q} \\
& \leq n^{-\frac{1}{2}-\vartheta} \cdot n^{-\frac{1}{2}+\frac{1}{q \wedge 2}} \cdot \mathbb{E}\left\{\left\|\left(\Sigma+\tau_{\eta} I\right)^{-1} \Sigma^{1 / 2} g\right\|^{\frac{2}{q \vee 2}} \cdot\left\|\left(\Sigma+\tau_{\eta} I\right)^{-1} \Sigma^{1 / 2} g\right\|_{\infty}^{1-\frac{2}{q \vee 2}}\right\} \\
& \lesssim n^{-\frac{1}{2}+\frac{1}{q}-\vartheta}(\log n)^{\frac{1}{2}-\frac{1}{q \vee 2}} . \tag{10.19}
\end{align*}
$$

For $g^{\prime} \in \mathbb{R}^{n}$, let $f\left(g^{\prime}\right) \equiv n^{-1 / 2}\left\|\left(\Sigma+\tau_{\eta} I\right)^{-1} g^{\prime}\right\|_{q}$, and

$$
\mathrm{F}_{\left\|\mu_{0}\right\|}\left(g^{\prime}\right) \equiv n^{-1 / 2}\left\|\left(\Sigma+\tau_{\eta} I\right)^{-1}\left(-\tau_{\eta}\left\|\mu_{0}\right\| g^{\prime}+\widetilde{\gamma}_{\eta}\left(\left\|\mu_{0}\right\|\right) \Sigma^{1 / 2} g\right)\right\|_{q},
$$

$$
\mathrm{F}_{\left\|\mu_{0}\right\|, 0}\left(g^{\prime}\right) \equiv\left\|\left(\Sigma+\tau_{\eta} I\right)^{-1}\left(-\tau_{\eta}\left\|\mu_{0}\right\| \frac{g^{\prime}}{\left\|g^{\prime}\right\|}+\widetilde{\gamma}_{\eta}\left(\left\|\mu_{0}\right\|\right) \Sigma^{1 / 2} \frac{g}{\sqrt{n}}\right)\right\|_{q}
$$

Then for $g_{1}^{\prime}, g_{2}^{\prime} \in \mathbb{R}^{n}$,

$$
\left|\mathrm{F}_{\left\|\mu_{0}\right\|}\left(g_{1}^{\prime}\right)-\mathrm{F}_{\left\|\mu_{0}\right\|}\left(g_{2}^{\prime}\right)\right| \vee\left|\mathrm{f}\left(g_{1}^{\prime}\right)-\mathrm{f}\left(g_{2}^{\prime}\right)\right| \lesssim n^{-1+\frac{1}{q^{2}}}\left\|g_{1}^{\prime}-g_{2}^{\prime}\right\| .
$$

By Gaussian concentration inequality, for any $\vartheta \in(0,1 / 2)$, we may find some $\mathcal{G}_{\vartheta,\left\|\mu_{0}\right\|} \subset \mathbb{R}^{n}$ with $\mathbb{P}\left(g_{0} \in \mathcal{G}_{\vartheta,\left\|\mu_{0}\right\|}\right) \geq 1-C e^{-n^{2 \vartheta} / C}, g_{0} \sim \mathcal{N}\left(0, I_{n}\right)$, such that uniformly in $g^{\prime} \in \mathcal{G}_{\vartheta, \| \mu \mu_{0}}$,

$$
\begin{gather*}
\max \left\{\left|\left|\left|g^{\prime} \|-\sqrt{n}\right|, n^{1-\frac{1}{q \Lambda^{2}}}\right| \mathrm{F}_{\left\|\mu_{0 \|}\right\|}\left(g^{\prime}\right)-\mathbb{E}_{g_{0}} \mathrm{~F}_{\left\|\mu_{0}\right\|}\left(g_{0}\right)\right|,\right. \\
\left.n^{1-\frac{1}{q \Lambda^{2}}}\left|\mathrm{f}\left(g^{\prime}\right)-\mathbb{E} \mathrm{f}\left(g_{0}\right)\right|\right\} \leq n^{\vartheta} . \tag{10.20}
\end{gather*}
$$

As $\mathbb{E} f\left(g_{0}\right)=n^{-1 / 2} \mathbb{E}\left\|\left(\Sigma+\tau_{\eta} I\right) g\right\|_{q} \lesssim n^{-\frac{1}{2}+\frac{1}{\varphi}}(\log n)^{\frac{1}{2}-\frac{1}{q{ }^{2}}}$, for $\vartheta$ small enough, uniformly in $g^{\prime} \in \mathcal{G}_{\vartheta,\left\|\mu_{0}\right\|}$,

$$
\begin{align*}
& \left|\mathbf{F}_{\left\|\mu_{0}\right\|}\left(g^{\prime}\right)-\mathrm{F}_{\left\|\mu_{0}\right\|, 0}\left(g^{\prime}\right)\right| \lesssim\left|\mathrm{f}\left(g^{\prime}\right)\right| \cdot\left|1-\sqrt{n} /\left\|g^{\prime}\right\|\right| \\
& \lesssim\left(\mathbb{E} \mathrm{f}\left(g_{0}\right)+n^{-1+\frac{1}{q \beta^{2}}+\vartheta}\right) \cdot n^{-\frac{1}{2}+\vartheta} \lesssim n^{-1+\frac{1}{q}+\vartheta}(\log n)^{\frac{1}{2}-\frac{1}{q \gamma^{\prime 2}}} . \tag{10.21}
\end{align*}
$$

Combining (10.20)-(10.21), for $\vartheta$ small enough,

$$
\begin{equation*}
\sup _{g^{\prime} \in \mathcal{G}_{\vartheta,\left\|\mu_{0}\right\|}} n^{1-\frac{1}{q \lambda^{2}}}\left|\mathbb{F}_{\left\|\mu_{0}\right\|, 0}\left(g^{\prime}\right)-\mathbb{E}_{g_{0}} \mathbb{F}_{\left\|\mu_{0}\right\|}\left(g_{0}\right)\right| \lesssim n^{\vartheta} . \tag{10.22}
\end{equation*}
$$

Now let $\partial \mathcal{G}_{\vartheta,\left\|\mu_{0}\right\|} \equiv\left\{g^{\prime} /\left\|g^{\prime}\right\|: g^{\prime} \in \mathcal{G}_{\vartheta,\left\|\mu_{0}\right\|}\right\} \subset \partial B_{n}(1)$. Using that $\left\{g_{0} \in \mathcal{G}_{\vartheta,\left\|\mu_{0}\right\|}\right\} \subset$ $\left\{g_{0} /\left\|g_{0}\right\| \in \partial \mathcal{G}_{\vartheta,\left\|\mu_{0}\right\|}\right\}$, we have $\mathbb{P}\left(g_{0} /\left\|g_{0}\right\| \in \partial \mathcal{G}_{\vartheta,\left\|\mu_{0}\right\|}\right) \geq \mathbb{P}\left(g_{0} \in \mathcal{G}_{\vartheta,\left\|\mu_{0}\right\|}\right) \geq 1-$ $C e^{-n^{29} / C}$. So with

$$
\mathcal{V}_{\vartheta} \equiv\left\{\mu_{0}=U_{0} g^{\prime}: U_{0} \in[0,1], g^{\prime} \in \partial \mathcal{G}_{\vartheta, U_{0}}\right\} \subset B_{n}(1),
$$

we have $\mathbb{P}\left(\operatorname{Unif}\left(B_{n}(1)\right) \in \mathcal{V}_{\vartheta}\right)=\mathbb{E}_{U_{0}} \mathbb{P}_{g_{0}}\left(g_{0} /\left\|g_{0}\right\| \in \partial \mathcal{G}_{\vartheta, U_{0}}\right) \geq 1-C e^{-n^{2 \vartheta} / C}$. In other words, for this constructed set $\mathcal{V}_{\vartheta}$, we have the desired volume estimate $\operatorname{vol}\left(\mathcal{V}_{\vartheta}\right) / \operatorname{vol}\left(B_{n}(1)\right) \geq 1-C e^{-n^{2 \vartheta} / C}$, and by (10.22),

$$
\begin{equation*}
\left.n^{1-\frac{1}{q \wedge 2}} \sup _{\mu_{0} \in \mathcal{Y}_{\vartheta}}|\mathbb{E}| \tilde{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\text {seq }}\left(\gamma_{\eta}\left(\left\|\mu_{0}\right\|\right) ; \tau_{\eta}\right)-\mu_{0} \|_{q}-\mathbb{E}_{g_{0}} \mathcal{F}_{\left\|\mu_{0}\right\|}\left(g_{0}\right) \right\rvert\, \lesssim n^{\vartheta} . \tag{10.23}
\end{equation*}
$$

On the other hand, using the definition of $\Gamma_{\eta ;\left(\Sigma,\left\|\mu_{0}\right\|\right)}$ in (2.7), we may compute

$$
\begin{equation*}
\mathbb{E}_{g_{0}} \mathcal{F}_{\left\|\mu_{0}\right\|}\left(g_{0}\right)=\mathbb{E}\left\|\Gamma_{\eta ;\left(\Sigma,\left\|\mu_{0}\right\|\right)}^{1 / 2} g / \sqrt{n}\right\|_{q} . \tag{10.24}
\end{equation*}
$$

Combining (10.19), (10.23) and (10.24), for $\vartheta$ chosen small enough,

$$
\begin{aligned}
& \sup _{\mu_{0} \in \mathcal{U}_{\vartheta} \cap \gamma_{\vartheta}} n^{1 / 2-1 / q}|\mathbb{E}| \tilde{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\text {seq }}\left(\gamma_{\eta} ; \tau_{\eta}\right)-\mu_{0}\left\|_{q}-\mathbb{E}\right\| \Gamma_{\left.\eta ; \Sigma,\left\|\mu_{0}\right\|\right)}^{1 / 2} g / \sqrt{n} \|_{q} \mid \\
& \lesssim n^{\frac{1}{2}-\frac{1}{q}} \cdot\left(n^{-\frac{1}{2}+\frac{1}{q}-\vartheta}(\log n)^{\frac{1}{2}-\frac{1}{q \gamma^{2}}}+n^{-1+\frac{1}{q \wedge^{2}}+\vartheta}\right) \\
& =n^{-\vartheta}(\log n)^{\frac{1}{2}-\frac{1}{q \gamma^{2}}}+n^{-\frac{1}{2}-\frac{1}{q}+\frac{1}{q \lambda^{2}}+\vartheta} \lesssim n^{-\vartheta / 2} .
\end{aligned}
$$

The claim follows from Lemma B.2.

Proof of Theorem 2.5. We write $\widehat{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\text {seq }}\left(\gamma_{\eta, *} ; \tau_{\eta, *}\right)=\widehat{\mu}_{\eta ;\left(\Sigma, \mu_{0}\right)}^{\text {seq }, *}$ in the proof.
First we consider $0<q \leq 2$. This is the easy case, as $g_{q}(x) \equiv\left\|x-\mu_{0}\right\|_{q} / n^{1 / q-1 / 2}$ is 1 -Lipschitz with respect to $\|\cdot\|$. So applying Theorems 2.3 and 2.4 verifies the existence of some small $\vartheta>0$ such that for some $\mathcal{U}_{\vartheta} \subset B_{n}(1)$ with $\operatorname{vol}\left(\mathcal{U}_{\vartheta}\right) / \operatorname{vol}\left(B_{n}(1)\right) \geq 1-C e^{-n^{\vartheta} / C}$,

$$
\sup _{\mu_{0} \in \mathcal{U}_{\vartheta}} \mathbb{P}\left(\left.\sup _{\eta \in \Xi_{K}} n^{\frac{1}{2}-\frac{1}{q}}| | \widehat{\mu}_{\eta}-\mu_{0}\left\|_{q}-\mathbb{E}| | \widetilde{\mu}_{\eta ;\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}, *}-\mu_{0}\right\|_{q} \right\rvert\, \geq n^{-\vartheta}\right) \leq C n^{-1 / 7}
$$

The ratio formulation follows from Lemmas 10.8 and 10.9 by further intersecting $\mathcal{U}_{\vartheta}$ and the set therein.

Next we consider $q \in(2, \infty)$. Let $L_{n} \equiv n^{\vartheta_{1}}$ for some $\vartheta_{1}$ to be chosen later. Using Proposition 10.3 and its proofs below (10.8), for $\vartheta_{1}>0$ chosen small enough, we may find some $\mathcal{U}_{\vartheta_{1}} \subset B_{n}(1)$ with the desired volume estimate, such that $\sup _{\mu_{0} \in \mathcal{U}_{\vartheta_{1}}} \sup _{\eta \in \Xi_{K}}\left\|\mathbb{E} \widehat{\mu}_{\eta ;\left(\Sigma, \mu_{0}\right)}^{\operatorname{seq}, *}-\mu_{0}\right\|_{\infty} \leq L_{n} / \sqrt{n}$, and

$$
\begin{equation*}
\sup _{\mu_{0} \in \mathcal{U}_{\vartheta_{1}}} \mathbb{P}\left(\sup _{\eta \in \Xi_{K}}\left\{\left\|\widehat{\mu}_{\eta}-\mu_{0}\right\|_{\infty} \vee\left\|\widetilde{\mu}_{\eta ;\left(\Sigma, \mu_{0}\right)}^{\text {seq,* }}-\mu_{0}\right\|_{\infty}\right\} \geq \frac{L_{n}}{\sqrt{n}}\right) \leq C n^{-2 D} \tag{10.25}
\end{equation*}
$$

where we choose $D>0$ sufficiently large. Recall for $x \in \mathbb{R}^{n}$ and $q>2,\|x\|_{q} \leq$ $\|x\|^{2 / q}\|x\|_{\infty}^{1-2 / q}$. This motivates the choice

$$
g_{q}(x) \equiv\left[\left(\frac{L_{n}}{\sqrt{n}}\right)^{\frac{2}{q}-1}\left\|\left(x-\mu_{0}\right) \wedge\left(\frac{L_{n}}{\sqrt{n}}\right)^{\frac{2}{q}-1} \vee\left\{-\left(\frac{L_{n}}{\sqrt{n}}\right)^{\frac{2}{q}-1}\right\}\right\|_{q}\right]^{\frac{q}{2}}
$$

which verifies that $\mathrm{g}_{q}$ is 1 -Lipschitz with respect to $\|\cdot\|$. Using (10.25),

$$
\begin{equation*}
\inf _{\mu_{0} \in \mathcal{U}_{\vartheta_{1}}} \mathbb{P}\left(g_{q}\left(\widehat{\mu}_{\eta}\right)=n^{\left(1-\frac{q}{2}\right) \vartheta_{1}} \cdot\left\{n^{\frac{1}{2}-\frac{1}{q}}| | \widehat{\mu}_{\eta}-\mu_{0} \|_{q}\right\}^{\frac{q}{2}}, \forall \eta \in \Xi_{K}\right) \geq 1-C n^{-D} \tag{10.26}
\end{equation*}
$$

and with $E_{\mu_{0}} \equiv\left\{\sup _{\eta \in \Xi_{K}}\left\|\widetilde{\mu}_{\eta ;\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}, *}-\mu_{0}\right\|_{\infty} \leq L_{n} / \sqrt{n}\right\}$,

$$
\begin{align*}
& \sup _{\mu_{0} \in \mathcal{U}_{\vartheta_{1}}} \sup _{\eta \in \Xi_{K}}\left|\mathbb{E} g_{q}\left(\widehat{\mu}_{\eta ;\left(\Sigma, \mu_{0}\right)}^{\operatorname{seq}, *}\right)-n^{\left(1-\frac{q}{2}\right) \vartheta_{1}} \mathbb{E}\left\{\left.n^{\frac{1}{2}-\frac{1}{q}} \right\rvert\, \widehat{\mu}_{\eta ;\left(\Sigma, \mu_{0}\right)}^{\text {seq }, *}-\mu_{0} \|_{q}\right\}^{\frac{q}{2}}\right| \\
& =n^{\left(1-\frac{q}{2}\right) \vartheta_{1}} \sup _{\mu_{0} \in \mathcal{U}_{\vartheta_{1}}} \sup _{\eta \in \Xi_{K}} \mathbb{E}\left\{n^{\frac{1}{2}-\frac{1}{q}}\left\|\widehat{\mu}_{\eta ;\left(\Sigma, \mu_{0}\right)}^{\operatorname{seq}, *}-\mu_{0}\right\|_{q}\right\}^{\frac{q}{2}} \mathbf{1}_{E_{\mu_{0}}^{c}} \\
& \quad+\sup _{\mu_{0} \in \mathcal{U}_{\vartheta_{1}}} \sup _{\eta \in \Xi_{K}} \mathbb{E} g_{q}\left(\widehat{\mu}_{\eta ;\left(\Sigma, \mu_{0}\right)}^{\operatorname{seq}, *}\right) \mathbf{1}_{E_{\mu_{0}}^{c}} \lesssim n^{-D} . \tag{10.27}
\end{align*}
$$

As the map $g \mapsto\left\|\widetilde{\mu}_{\eta ;\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}, \mu_{0}}-\right\|_{q}=\left\|\left(\Sigma+\tau_{\eta, *} I\right)^{-1}\left(-\tau_{\eta, *} \mu_{0}+\gamma_{\eta, *} \Sigma^{1 / 2} g / \sqrt{n}\right)\right\|_{q}$ is $C n^{-1 / 2}$-Lipschitz with respect to $\|\cdot\|$, Gaussian concentration yields

$$
\mathbb{P}\left(\left.n^{1 / 2}| |\right|_{\eta ;\left(\Sigma, \mu_{0}\right)} ^{\mathrm{seq}, *}-\mu_{0}\left\|_{q}-\mathbb{E}| | \mu_{\eta ;\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}, *}-\mu_{0}\right\|_{q} \mid \geq n^{\vartheta_{1}}\right) \leq C n^{-2 D}
$$

Using the Lipschitz property of the maps, we may strengthen the above inequality to a uniform control over $\eta \in \Xi_{K}$. This means uniformly in $\mu_{0} \in \mathcal{U}_{\vartheta_{1}}, \eta \in \Xi_{K}$,

$$
\begin{equation*}
\left|\mathbb{E}\left\{n^{\frac{1}{2}-\frac{1}{q}}| | \widetilde{\mu}_{\eta ;\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}, *}-\mu_{0} \|_{q}\right\}^{\frac{q}{2}}-\left\{n^{\frac{1}{2}-\frac{1}{q}} \mathbb{E}| | \mu_{\eta ;\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}, *}-\mu_{0} \|_{q}\right\}^{\frac{q}{2}}\right| \lesssim n^{-\frac{1}{q}+\vartheta_{1}} \tag{10.28}
\end{equation*}
$$

Combining (10.27)-(10.28), we have uniformly in $\mu_{0} \in \mathcal{U}_{v_{1}}, \eta \in \Xi_{K}$,

$$
\begin{equation*}
\left|\mathbb{E} \mathrm{g}_{q}\left(\widetilde{\mu}_{\eta ;\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}, *}\right)-n^{\left(1-\frac{q}{2}\right) \vartheta_{1}}\left\{\left.n^{\frac{1}{2}-\frac{1}{q}} \mathbb{E} \right\rvert\, \widetilde{\mu}_{\eta ;\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}, *}-\mu_{0} \|_{q}\right\}^{q / 2}\right| \leq C n^{\left(2-\frac{q}{2}\right) \vartheta_{1}-\frac{1}{q}} . \tag{10.29}
\end{equation*}
$$

Combining (10.26) and (10.29) proves the existence of some small $\vartheta_{2}$ and some $\mathcal{U}_{\vartheta_{2}} \subset B_{n}(1)$ with the desired volume estimate, such that

$$
\sup _{\mu_{0} \in \mathcal{U}_{\vartheta_{2}}} \mathbb{P}\left(n^{\frac{1}{2}-\frac{1}{q}} \sup _{\eta \in \Xi_{K}}| | \widehat{\mu}_{\eta}-\mu_{0}\left\|_{q}-\mathbb{E}\left|\tilde{\mu}_{\eta ;\left(\Sigma, \mu_{0}\right)}^{\text {seq.* }}-\mu_{0} \|_{q}\right| \geq n^{-\vartheta_{2}}\right) \leq C n^{-1 / 7} .\right.
$$

The ratio formulation follows again from Lemmas 10.8 and 10.9.

## 11. Proofs for Section 3

11.1. Proof of Theorem 3.1. For $\vartheta$ chosen small enough, we fix $\mu_{0} \in \mathcal{U}_{\vartheta}$, where $\mathcal{U}_{\vartheta}$ is specified in Theorem 2.4. We omit the subscripts in $R_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta)=R^{\#}(\eta)$, $\bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta)=\bar{R}^{\#}(\eta)$, and write $\widetilde{\mu}_{\left(\Sigma, \mu_{0}\right)}^{\text {seq }}\left(\gamma_{\eta, *} ; \tau_{\eta, *}\right)=\widetilde{\mu}_{\eta ;\left(\Sigma, \mu_{0}\right)}^{\text {seq,* }}$ in the proof. All the constants in $\lesssim, \gtrsim, \asymp$ and $O$ below may possibly depend on $K$.
(1). Consider the case \# = pred. We omit the superscript pred as well. Using Theorem 2.4-(1) with $\mathrm{g}(x)=\left\|\Sigma^{1 / 2}\left(x-\mu_{0}\right)\right\|$, on an event $E_{0}$ with $\mathbb{P}\left(E_{0}^{c}\right) \leq C_{0} \varepsilon^{-c_{0}} n^{-1 / 6.5}$,

$$
\sup _{\eta \in \Xi_{K}}\left|\sqrt{R(\eta)}-\mathbb{E}\left\|\Sigma^{1 / 2}\left(\widetilde{\mu}_{\eta ;\left(\Sigma, \mu_{0}\right)}^{\mathrm{seq}, *}-\mu_{0}\right)\right\|\right| \leq \varepsilon .
$$

By Gaussian-Poincaré inequality, $0 \leq \bar{R}(\eta)-\left(\mathbb{E}\left\|\Sigma^{1 / 2}\left(\widetilde{\mu}_{\eta ;\left(\Sigma, \mu_{0}\right)}^{\text {seq }, ~}-\mu_{0}\right)\right\|\right)^{2}=$ $\operatorname{Var}\left(\left\|\Sigma^{1 / 2}\left(\tilde{\mu}_{\eta ;\left(\Sigma, \mu_{0}\right)}^{\text {seq }, *}-\mu_{0}\right)\right\|\right) \lesssim n^{-1}$. As $\bar{R}(\eta) \asymp 1$ uniformly in $\eta \in \Xi_{K}$, on $E_{0}$,

$$
\begin{equation*}
\sup _{\eta \in \Xi_{K}}\left|R^{1 / 2}(\eta)-\bar{R}^{1 / 2}(\eta)\right| \leq \varepsilon+C_{0}^{\prime} n^{-1} \tag{11.1}
\end{equation*}
$$

On the other hand, using both the standard form $\widehat{\mu}_{\eta}=n^{-1}\left(X^{\top} X / n+\eta I_{n}\right)^{-1} X^{\top} Y$ and the alternative form $\widehat{\mu}_{\eta}=n^{-1} X^{\top}\left(X X^{\top} / n+\eta I_{m}\right)^{-1} Y$, we have

$$
\begin{equation*}
\sup _{\eta \in \Xi_{K}}\left\|\widetilde{\mu}_{\eta}\right\| \lesssim\left(\left\|\left(Z Z^{\top} / n\right)^{-1}\right\|_{\mathrm{op}} \mathbf{1}_{\phi^{-1} \geq 1+1 / K}^{-1} \wedge 1\right) \cdot\left(1+\frac{\|Z\|_{\mathrm{op}}+\|\xi\|}{\sqrt{n}}\right)^{2} . \tag{11.2}
\end{equation*}
$$

Consequently, on an event $E_{1}$ with $\mathbb{P}\left(E_{1}^{c}\right) \leq C_{1} e^{-n / C_{1}}$,

$$
\begin{equation*}
\sup _{\eta \in \Xi_{K}}\left\|\widehat{\mu}_{\eta}\right\| \leq C_{1} . \tag{11.3}
\end{equation*}
$$

Finally, using (11.1) and (11.3), on $E_{0} \cap E_{1}$,

$$
\sup _{\eta \in \Xi_{K}}|R(\eta)-\bar{R}(\eta)| \lesssim \sup _{\eta \in \Xi_{K}}\left|R^{1 / 2}(\eta)-\bar{R}^{1 / 2}(\eta)\right|\left(1+\sup _{\eta \in \Xi_{K}}\left\|\widehat{\mu}_{\eta}\right\|\right) \lesssim \varepsilon+n^{-1} .
$$

The claim follows. The case \# = est follows from minor modifications so will be omitted.
(2). Consider the case \# = res. We omit the superscript res as well. Further fix $\xi \in \mathcal{E}_{\vartheta}$ as specified in Theorem 2.4 (the concrete form of $\mathcal{E}_{\vartheta}$ is given in Proposition 10.3). Using the same Theorem 2.4-(2) with $\mathrm{h}(x)=\|x\|$,

$$
\mathbb{P}^{\xi}\left(\sup _{\eta \in[1 / K, K]} \mid\left\|\widehat{r}_{\eta}\right\|-\mathbb{E}^{\xi}\left\|r_{\eta, *}\right\| \geq \varepsilon\right) \leq C \varepsilon^{-c_{0}} \cdot n^{-1 / 6.5} .
$$

By Gaussian-Poincaré inequality, $0 \leq \mathbb{E}^{\xi}\left\|r_{\eta, *}\right\|^{2}-\left(\mathbb{E}^{\xi}\left\|r_{\eta, *}\right\|\right)^{2}=\operatorname{Var}^{\xi}\left(\left\|r_{\eta, *}\right\|\right) \lesssim 1 / n$. Combined with the fact that $\mathbb{E}^{\xi}\left\|r_{\eta, *}\right\|^{2}=\left(\eta \gamma_{\eta, *} / \tau_{\eta, *}\right)^{2}+O\left(\| \| \xi \|^{2} / m-\sigma_{\xi}^{2} \mid\right)$, for $\eta \in$ [1/K, $K$ ], using the stability estimate in Proposition 8.1-(3),

$$
\left|\mathbb{E}^{\xi}\left\|r_{\eta, *}\right\|-\eta \gamma_{\eta, *} / \tau_{\eta, *}\right| \lesssim\left|\left(\mathbb{E}^{\xi}\left\|r_{\eta, *}\right\|\right)^{2}-\left(\eta \gamma_{\eta, *} / \tau_{\eta, *}\right)^{2}\right| \lesssim n^{-1 / 2+\vartheta}
$$

So for $\varepsilon \in\left(C n^{-1 / 2+\vartheta}, 1 / C\right]$,

$$
\mathbb{P}^{\xi}\left(\sup _{\eta \in[1 / K, K]}\left|\left\|\widetilde{r}_{\eta}\right\|-\eta \gamma_{\eta, *} / \tau_{\eta, *}\right| \geq \varepsilon\right) \leq C \varepsilon^{-c_{0}} \cdot n^{-1 / 6.5}
$$

Now taking expectation over $\xi$, for the same range of $\varepsilon$,

$$
\begin{equation*}
\mathbb{P}\left(\sup _{\eta \in[1 / K, K]}\left|\left\|\widehat{r}_{\eta}\right\|-\eta \gamma_{\eta, *} / \tau_{\eta, *}\right| \geq \varepsilon\right) \leq C \varepsilon^{-c_{0}} \cdot n^{-1 / 6.5} \tag{11.4}
\end{equation*}
$$

On the other hand, using (11.2),

$$
\sup _{\eta \in[1 / K, K]}\left\|\widehat{r}_{\eta}\right\| \lesssim\left(\left\|\left(Z Z^{\top} / n\right)^{-1}\right\|_{\mathrm{op}} \mathbf{1}_{\phi^{-1} \geq 1+1 / K}^{-1} \wedge 1\right) \cdot\left(1+\frac{\|Z\|_{\mathrm{op}}+\|\xi\|}{\sqrt{n}}\right)^{3}
$$

Consequently, on an event $E_{3}$ with $\mathbb{P}\left(E_{3}^{c}\right) \leq C_{3} e^{-n / C_{3}}$, $\sup _{\eta \in[1 / K, K]}\left\|\widehat{r}_{\eta}\right\| \leq C_{3}$, and therefore

$$
\sup _{\eta \in[1 / K, K]}\left|\left\|\widehat{r}_{\eta}\right\|^{2}-\left(\eta \gamma_{\eta, *} / \tau_{\eta, *}\right)^{2}\right| \leq C_{3} \cdot \sup _{\eta \in[1 / K, K]}\left|\left\|\widehat{r}_{\eta}\right\|-\eta \gamma_{\eta, *} / \tau_{\eta, *}\right| .
$$

The claim follows. The case $\#=$ in proceeds similarly, but with the function now taken as $\mathrm{h}(x)=\|x-\xi / \sqrt{n}\|$, and the claim follows by computing that

$$
\begin{aligned}
& \mathbb{E}^{\xi}\left\|r_{\eta, *}-\xi / \sqrt{n}\right\|^{2}=\phi \cdot\left\{\left(\frac{\eta}{\phi \tau_{\eta, *}}\right)^{2}\left(\phi \gamma_{\eta, *}^{2}-\sigma_{\xi}^{2}\right)+\frac{\|\xi\|^{2}}{m} \cdot\left(\frac{\eta}{\phi \tau_{\eta, *}}-1\right)^{2}\right\} \\
& =\left(\frac{\eta \gamma_{\eta, *}}{\tau_{\eta, *}}\right)^{2}+\phi \sigma_{\xi}^{2} \cdot\left[\left(\frac{\eta}{\phi \tau_{\eta, *}}-1\right)^{2}-\left(\frac{\eta}{\phi \tau_{\eta, *}}\right)^{2}\right]+\mathcal{O}\left(\|\xi\|^{2} / m-\sigma_{\xi}^{2} \mid\right)
\end{aligned}
$$

The proof is complete.

### 11.2. Proof of Theorem 3.2.

Lemma 11.1. Suppose $1 / K \leq \phi^{-1} \leq K$, and $\|\Sigma\|_{\mathrm{op}} \vee \mathcal{H}_{\Sigma} \leq K$ for some $K>0$. Then with $g \sim \mathcal{N}\left(0, I_{n}\right)$, there exists some $C=C(K)>0$ such that for $\varepsilon \in(0,1)$, and $q \in\{0,1 / 2\}$,

$$
\mathbb{P}\left(\sup _{\eta \in \Xi_{K}}\left|\left\|\left(\Sigma+\tau_{\eta, *} I\right)^{-1} \Sigma^{q} g /\right\| g\| \| \|^{2}-n^{-1} \operatorname{tr}\left(\left(\Sigma+\tau_{\eta, *} I\right)^{-2} \Sigma^{2 q}\right)\right|>\varepsilon\right) \leq C \varepsilon^{-1} e^{-n \varepsilon^{2} / C}
$$

Proof. We only prove the case $q=1 / 2$. All the constants in $\lesssim, \gtrsim, \asymp$ below may depend on $K$. We write $A_{\eta} \equiv\left(\Sigma+\tau_{\eta, *} I\right)^{-2} \Sigma$ for notational simplicity. Note that

$$
\begin{aligned}
& \left|\| ( \Sigma + \tau _ { \eta , * } I ) ^ { - 1 } \Sigma ^ { 1 / 2 } g / \| g \left\|\left\|\|^{2}-n^{-1} \operatorname{tr}\left(\left(\Sigma+\tau_{\eta, *} I\right)^{-2} \Sigma\right) \mid\right.\right.\right. \\
& =n^{-1}\left|e_{g}^{-2}\left\|A_{\eta}^{1 / 2} g\right\|^{2}-\mathbb{E}\left\|A_{\eta}^{1 / 2} g\right\|^{2}\right| \\
& \lesssim e_{g}^{-2} \cdot n^{-1}\left|\left\|A_{\eta}^{1 / 2} g\right\|^{2}-\mathbb{E}\left\|A_{\eta}^{1 / 2} g\right\|^{2}\right|+\left|e_{g}^{-2}-1\right| .
\end{aligned}
$$

Here in the last inequality we used $\mathbb{E}\left\|A_{\eta}^{1 / 2} g\right\|^{2} \lesssim n$. As

- $\left\|A_{\eta}\right\|_{F}^{2}=\operatorname{tr}\left(\left(\Sigma+\tau_{\eta, *} I\right)^{-4} \Sigma^{2}\right) \lesssim n\left(1 \wedge \tau_{\eta, *}\right)^{-4} \asymp n$, and
- $\left\|A_{\eta}\right\|_{F}^{2} \gtrsim \operatorname{tr}\left(\Sigma^{2}\right) \cdot\left(1 \vee \tau_{\eta, *}\right)^{-4} \gtrsim n$,
we have uniformly in $\eta \in[0, K],\left\|A_{\eta}\right\|_{F} \asymp \sqrt{n}$. It is easy to see that $\left\|A_{\eta}\right\|_{\text {op }} \asymp 1$. So by Hanson-Wright inequality, there exists some constant $C_{1}=C_{1}(K)$ such that for $\varepsilon \in(0,1)$,

$$
\begin{aligned}
& \mathbb{P}\left(\left|\| ( \Sigma + \tau _ { \eta , * } I ) ^ { - 1 } \Sigma ^ { 1 / 2 } g / \| g \left\|\left\|\|^{2}-n^{-1} \operatorname{tr}\left(\left(\Sigma+\tau_{\eta, *} I\right)^{-2} \Sigma\right) \mid>\varepsilon\right)\right.\right.\right. \\
& \leq \mathbb{P}\left(\left|n^{-1}\left(\left\|A_{\eta}^{1 / 2} g\right\|^{2}-\mathbb{E}\left\|A_{\eta}^{1 / 2} g\right\|^{2}\right)\right|>\varepsilon / 4\right)+\mathbb{P}\left(\left|e_{g}^{-2}-1\right|>\varepsilon / 2\right)+\mathbb{P}\left(e_{g}^{2} \leq 1 / 2\right) \\
& \leq C_{1} e^{-n \varepsilon^{2} / C_{1}}
\end{aligned}
$$

On the other hand, for any $\eta_{1}, \eta_{2} \in \Xi_{K}$, using Proposition 8.1-(3),

$$
\begin{aligned}
\left|\| ( \Sigma + \tau _ { \eta _ { 1 } , * } I ) ^ { - 1 } \Sigma ^ { 1 / 2 } g / \| g \| \| \| ^ { 2 } - \| ( \Sigma + \tau _ { \eta _ { 2 } , * } I ) ^ { - 1 } \Sigma ^ { 1 / 2 } g / \| g \| \left\|\|^{2} \mid\right.\right. & \lesssim\left|\eta_{1}-\eta_{2}\right|, \\
n^{-1}\left|\operatorname{tr}\left(\left(\Sigma+\tau_{\eta_{1}, *} I\right)^{-2} \Sigma\right)-\operatorname{tr}\left(\left(\Sigma+\tau_{\eta_{2}, *} I\right)^{-2} \Sigma\right)\right| & \lesssim\left|\eta_{1}-\eta_{2}\right|,
\end{aligned}
$$

so we may conclude by a standard discretization and union bound argument.
Proposition 11.2. The following hold with $\mathfrak{m}_{\eta} \equiv \mathfrak{m}(-\eta / \phi)$, $\mathfrak{m}_{\eta}^{\prime} \equiv \mathfrak{m}^{\prime}(-\eta / \phi)$.
(1) $\tau_{\eta, *}=1 / \mathfrak{m}_{\eta}$ and $\partial_{\eta} \tau_{\eta, *}=\mathfrak{m}_{\eta}^{\prime} /\left(\phi \mathrm{m}_{\eta}^{2}\right)$.
(2) It holds that

$$
\begin{aligned}
\frac{1}{n} \operatorname{tr}\left(\left(\Sigma+\tau_{\eta, *} I\right)^{-2} \Sigma\right) & =\frac{\phi \mathfrak{m}_{\eta}^{2}}{\mathfrak{m}_{\eta}^{\prime}}\left(\mathfrak{m}_{\eta}-(\eta / \phi) \mathfrak{m}_{\eta}^{\prime}\right) \\
\frac{1}{n} \operatorname{tr}\left(\left(\Sigma+\tau_{\eta, *} I\right)^{-2}\right) & =\frac{\phi \mathfrak{m}_{\eta}^{2}}{\mathfrak{m}_{\eta}^{\prime}}\left(\left(\phi^{-1}-1\right) \mathfrak{m}_{\eta}^{\prime}+2(\eta / \phi) \cdot \mathfrak{m}_{\eta} \mathfrak{m}_{\eta}^{\prime}-\mathfrak{m}_{\eta}^{2}\right)
\end{aligned}
$$

(3) Suppose $1 / K \leq \phi^{-1} \leq K$, and $\|\Sigma\|_{\mathrm{op}} \vee \mathcal{H}_{\Sigma} \leq K$ for some $K>0$. There exists some constant $C=C(K)>0$ such that the following hold. For any $\varepsilon \in$ $(0,1 / 2]$, for some $\mathcal{U}_{\varepsilon} \subset B_{n}(1)$ with $\operatorname{vol}\left(\mathcal{U}_{\varepsilon}\right) / \operatorname{vol}\left(B_{n}(1)\right) \geq 1-C \varepsilon^{-1} e^{-n \varepsilon^{2} / C}$,

$$
\sup _{\mu_{0} \in \mathcal{U}_{\varepsilon}} \sup _{\eta \in \Xi_{K}}\left|\gamma_{\eta, *}^{2}-\frac{\sigma_{\xi}^{2} \mathfrak{m}_{\eta}^{\prime}+\left\|\mu_{0}\right\|^{2}\left(\phi \mathfrak{m}_{\eta}-\eta \mathfrak{m}_{\eta}^{\prime}\right)}{\phi \mathfrak{m}_{\eta}^{2}}\right| \leq \varepsilon .
$$

When $\Sigma=I_{n}$, we may take $\mathcal{U}_{\varepsilon}=B_{n}(1)$ and the above inequality holds with $\varepsilon=0$.

Proof. (1) follows from definition so we focus on (2)-(3).
(2). Differentiating both sides of (2.3) with respect to $\eta$ yields that

$$
-n^{-1} \operatorname{tr}\left(\left(\Sigma+\tau_{\eta, *} I\right)^{-2} \Sigma\right) \cdot \partial_{\eta} \tau_{\eta, *}=-\left(\mathfrak{m}_{\eta}-(\eta / \phi) \mathfrak{m}_{\eta}^{\prime}\right)
$$

Now using $\partial_{\eta} \tau_{\eta \text {,* }}=\mathfrak{m}_{\eta}^{\prime} /\left(\phi \mathrm{m}_{\eta}^{2}\right)$ to obtain the formula for $n^{-1} \operatorname{tr}\left(\left(\Sigma+\tau_{\eta, *} I\right)^{-2} \Sigma\right)$.
Next, using that $\phi-\frac{\eta}{\tau_{\eta, *}}=n^{-1} \operatorname{tr}\left(\left(\Sigma+\tau_{\eta, *} I\right)^{-1} \Sigma\right)=1-\tau_{\eta, *} \cdot n^{-1} \operatorname{tr}\left(\left(\Sigma+\tau_{\eta, *} I\right)^{-1}\right)$, we may solve

$$
n^{-1} \operatorname{tr}\left(\left(\Sigma+\tau_{\eta, *} I\right)^{-1}\right)=\mathfrak{m}_{\eta}\left(1-\phi+\eta \cdot \mathfrak{m}_{\eta}\right)
$$

Differentiating with respect to $\eta$ on both sides of the above display, we obtain

$$
\begin{aligned}
-n^{-1} \operatorname{tr}\left(\left(\Sigma+\tau_{\eta, *} I\right)^{-2}\right) \cdot \partial_{\eta} \tau_{\eta, *} & =-\phi^{-1} \mathfrak{m}_{\eta}^{\prime}\left(1-\phi+\eta \cdot \mathfrak{m}_{\eta}\right)+\mathfrak{m}_{\eta} \cdot\left(\mathfrak{m}_{\eta}-(\eta / \phi) \mathfrak{m}_{\eta}^{\prime}\right) \\
& =-\left(\phi^{-1}-1\right) \mathfrak{m}_{\eta}^{\prime}-2(\eta / \phi) \cdot \mathfrak{m}_{\eta} \mathfrak{m}_{\eta}^{\prime}+\mathfrak{m}_{\eta}^{2}
\end{aligned}
$$

proving the second identity.
(3). Let $\mu_{0} \equiv U_{0} g_{0} /\left\|g_{0}\right\|$, where $U_{0} \sim \operatorname{Unif}[0,1]$ and $g_{0} \sim \mathcal{N}\left(0, I_{n}\right)$ are independent variables. Then $\mu_{0}$ is uniformly distributed on $B_{n}(1)$. For some $\varepsilon>0$ to be chosen later, let

$$
\begin{equation*}
\mathcal{G}_{\varepsilon} \equiv\left\{g \in \mathbb{R}^{n}: \sup _{\eta \in \Xi_{K}}\left|\left\|\left(\Sigma+\tau_{\eta, *} I\right)^{-1} \Sigma^{1 / 2} \frac{g}{\|g\|}\right\|^{2}-\frac{1}{n} \operatorname{tr}\left(\left(\Sigma+\tau_{\eta, *} I\right)^{-2} \Sigma\right)\right| \leq \varepsilon\right\} . \tag{11.5}
\end{equation*}
$$

Let $\mathcal{U}_{\varepsilon} \equiv\left\{U g /\|g\|: U \in[0,1], g \in \mathcal{G}_{\varepsilon}\right\} \subset B_{n}(1)$. Using Lemma 11.1, there exists some constant $C_{0}=C_{0}(K)>0$ such that $\operatorname{vol}\left(\mathcal{U}_{\varepsilon}\right) / \operatorname{vol}\left(B_{n}(1)\right)=\mathbb{P}_{\mu_{0}}\left(\mu_{0} \in \mathcal{U}_{\varepsilon}\right) \geq$ $1-C_{0} \varepsilon^{-1} e^{-n \varepsilon^{2} / C_{0}}$, and moreover,

$$
\sup _{\mu_{0} \in \mathcal{U}_{\varepsilon}} \sup _{\eta \in \Xi_{K}}\left|\left\|\left(\Sigma+\tau_{\eta, *} I\right)^{-1} \Sigma^{1 / 2} \mu_{0}\right\|^{2}-\left\|\mu_{0}\right\|^{2} \cdot n^{-1} \operatorname{tr}\left(\left(\Sigma+\tau_{\eta, *} I\right)^{-2} \Sigma\right)\right| \leq \varepsilon .
$$

Note that when $\Sigma=I_{n}$, the above estimate holds for all $\mu_{0} \in B_{n}(1)$ with $\varepsilon=0$.
Combining the above display with the formula (8.3) for $\gamma_{\eta, *}^{2}$, and the fact that the denominator therein is of order 1 (depending on $K$ ), we have

$$
\sup _{\mu_{0} \in \mathcal{U}_{\varepsilon}} \sup _{\eta \in \Xi_{K}}\left|\gamma_{\eta, *}^{2}-\frac{\sigma_{\xi}^{2}+\left\|\mu_{0}\right\|^{2} \tau_{\eta, *}^{2} \cdot \frac{1}{n} \operatorname{tr}\left(\left(\Sigma+\tau_{\eta, *} I\right)^{-2} \Sigma\right)}{\frac{\eta}{\tau_{\eta, *}}+\tau_{\eta, *} \cdot \frac{1}{n} \operatorname{tr}\left(\left(\Sigma+\tau_{\eta, *} I\right)^{-2} \Sigma\right)}\right| \leq C_{1} \varepsilon .
$$

Now using (2), the second term in the above display equals to

$$
\frac{\sigma_{\xi}^{2}+\left\|\mu_{0}\right\|^{2} \cdot \frac{\phi}{m_{\eta}^{\prime}}\left(\mathfrak{m}_{\eta}-\frac{\eta}{\phi} \mathfrak{m}_{\eta}^{\prime}\right)}{\eta \mathfrak{m}_{\eta}+\frac{\phi \mathfrak{m}_{\eta}^{\prime}}{\mathfrak{m}_{\eta}^{\prime}}\left(\mathfrak{m}_{\eta}-\frac{\eta}{\phi} \mathfrak{m}_{\eta}^{\prime}\right)}=\frac{\sigma_{\xi}^{2} \mathfrak{m}_{\eta}^{\prime}+\left\|\mu_{0}\right\|^{2}\left(\phi \mathfrak{m}_{\eta}-\eta \mathfrak{m}_{\eta}^{\prime}\right)}{\phi \mathfrak{m}_{\eta}^{2}} .
$$

The claim follows by adjusting constants.
Proof of Theorem 3.2. As $\bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}(\eta)=\phi \gamma_{\eta, *}^{2}-\sigma_{\xi}^{2}$, directly invoking Proposition 11.2-(3) yields the claim for $\bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}(\eta)$.

Next we handle $\bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\text {est }}(\eta)$. Note that

$$
\begin{equation*}
\bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{est}}(\eta)=\tau_{\eta, *}^{2}\left\|\left(\Sigma+\tau_{\eta, *}\right)^{-1} \mu_{0}\right\|^{2}+\gamma_{\eta, *}^{2} \cdot n^{-1} \operatorname{tr}\left(\left(\Sigma+\tau_{\eta, *}\right)^{-2} \Sigma\right) . \tag{11.6}
\end{equation*}
$$

Using a similar construction as in the proof of Proposition 11.2 via the help of Lemma 11.1, this time with $q=0$ therein, we may find some $\mathcal{U}_{\varepsilon} \subset B_{n}(1)$ with the desired volume estimate, such that both Proposition 11.2-(3) and
hold. Combining (11.6)-(11.7), we may set

$$
\begin{aligned}
\mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\text {est }}(\eta) \equiv & \tau_{\eta, *}^{2}\left\|\mu_{0}\right\|^{2} \cdot n^{-1} \operatorname{tr}\left(\left(\Sigma+\tau_{\eta, *} I\right)^{-2}\right) \\
& \quad+\left(\phi \mathfrak{m}_{\eta}^{2}\right)^{-1}\left(\sigma_{\xi}^{2} \mathfrak{m}_{\eta}^{\prime}+\left\|\mu_{0}\right\|^{2}\left(\phi \mathfrak{m}_{\eta}-\eta \mathfrak{m}_{\eta}^{\prime}\right)\right) \cdot n^{-1} \operatorname{tr}\left(\left(\Sigma+\tau_{\eta, *} I\right)^{-2} \Sigma\right) \\
\equiv & R_{2,1}+R_{2,2} .
\end{aligned}
$$

By Proposition 11.2-(2), we may compute $R_{2,1}, R_{2,2}$ separately:

$$
R_{2,1}=\left\|\mu_{0}\right\|^{2} \cdot \frac{\phi}{\mathfrak{m}_{\eta}^{\prime}} \cdot\left(\left(\phi^{-1}-1\right) \mathfrak{m}_{\eta}^{\prime}+2(\eta / \phi) \cdot \mathfrak{m}_{\eta} \mathfrak{m}_{\eta}^{\prime}-\mathfrak{m}_{\eta}^{2}\right)
$$

$$
\begin{aligned}
& =\left\|\mu_{0}\right\|^{2}(1-\phi)+\left\{2\left\|\mu_{0}\right\|^{2} \eta \mathfrak{m}_{\eta}-\left\|\mu_{0}\right\|^{2} \phi \cdot \frac{\mathfrak{m}_{\eta}^{2}}{\mathfrak{m}_{\eta}^{\prime}}\right\} \\
R_{2,2} & =\frac{1}{\mathfrak{m}_{\eta}^{\prime}}\left(\sigma_{\xi}^{2} \mathfrak{m}_{\eta}^{\prime}+\left\|\mu_{0}\right\|^{2}\left(\phi \mathfrak{m}_{\eta}-\eta \mathfrak{m}_{\eta}^{\prime}\right)\right) \cdot\left(\mathfrak{m}_{\eta}-(\eta / \phi) \mathfrak{m}_{\eta}^{\prime}\right) \\
& =\sigma_{\xi}^{2}\left(\mathfrak{m}_{\eta}-(\eta / \phi) \mathfrak{m}_{\eta}^{\prime}\right)+\phi^{-1}\left\|\mu_{0}\right\|^{2} \eta^{2} \mathfrak{m}_{\eta}^{\prime}-\left\{2\left\|\mu_{0}\right\|^{2} \eta \mathfrak{m}_{\eta}-\left\|\mu_{0}\right\|^{2} \phi \cdot \frac{\mathfrak{m}_{\eta}^{2}}{\mathfrak{m}_{\eta}^{\prime}}\right\} .
\end{aligned}
$$

Consequently,

$$
\begin{aligned}
\mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{est}}(\eta) & =\left\|\mu_{0}\right\|^{2}(1-\phi)+\sigma_{\xi}^{2}\left(\mathfrak{m}_{\eta}-(\eta / \phi) \mathfrak{m}_{\eta}^{\prime}\right)+\phi^{-1}\left\|\mu_{0}\right\|^{2} \eta^{2} \mathfrak{m}_{\eta}^{\prime} \\
& =\sigma_{\xi}^{2} \cdot\left\{\operatorname{SNR}_{\mu_{0}}(1-\phi)+\mathfrak{m}_{\eta}+(\eta / \phi)\left(\eta \cdot \operatorname{SNR}_{\mu_{0}}-1\right) \mathfrak{m}_{\eta}^{\prime}\right\}
\end{aligned}
$$

The claims for $\mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\text {in }}(\eta)$ and $\mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\text {res }}(\eta)$ follow from Proposition 11.2-(3).
11.3. Proof of Proposition 3.3. We will prove the following version of Proposition 3.3, where $\mathfrak{M}^{\#}$ is represented via $\tau_{\eta, *}$ instead of $\mathfrak{m}$. In the proof below, we will also verify the representation of $\mathfrak{M}^{\#}$ via $\mathfrak{m}$ as stated in Proposition 3.3.
Proposition 11.3. Recall $\mathrm{SNR}_{\mu_{0}}=\left\|\mu_{0}\right\|^{2} / \sigma_{\xi}^{2}$. Then for $\# \in\{$ pred, est, in\},

$$
\partial_{\eta} \mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta)=\sigma_{\xi}^{2} \cdot \mathfrak{M}^{\#}(\eta) \cdot\left(\eta \cdot \operatorname{SNR}_{\mu_{0}}-1\right)
$$

Here with $T_{-p, q}(\eta) \equiv n^{-1} \operatorname{tr}\left(\left(\Sigma+\tau_{*}(\eta) I\right)^{-p} \Sigma^{q}\right)$ for $p, q \in \mathbb{N}$,

$$
\mathfrak{M}^{\#}(\eta) \equiv \begin{cases}\phi\left(-\tau_{*}^{\prime \prime}(\eta)\right), & \#=\mathrm{pred} \\ 2\left(\tau_{*}^{\prime}(\eta)\right)^{2}\left(T_{-3,1}(\eta)+\tau_{*}^{\prime}(\eta) T_{-2,1}(\eta) T_{-3,2}(\eta)\right), & \#=\text { est } \\ \frac{2\left(\tau_{*}^{\prime}(\eta)\right)^{2}}{\tau_{*}^{2}(\eta)}\left(\eta^{2} \tau_{*}^{\prime}(\eta) T_{-3,2}(\eta)+\tau_{*}^{3}(\eta) T_{-2,1}^{2}(\eta)\right), & \#=\mathrm{in}\end{cases}
$$

Suppose further $1 / K \leq \phi^{-1} \leq K$ and $\|\Sigma\|_{\mathrm{op}} \vee \mathcal{H}_{\Sigma} \leq K$ for some $K>0$. Then there exists some $C=C(K)>0$ such that uniformly in $\eta \in \Xi_{K}$ and for all \# $\in$ \{pred, est, in\},
(1) $1 / C \leq \mathfrak{M}^{\#}(\eta) \leq C$, and
(2) if additionally $\eta_{*} \equiv \mathrm{SNR}_{\mu_{0}}^{-1} \in \Xi_{K}$,

$$
1 / C \leq \frac{\left|\mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta)-\mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\#}\left(\eta_{*}\right)\right|}{\left\|\mu_{0}\right\|^{2}\left(\eta-\eta_{*}\right)^{2}} \leq C .
$$

Proof. In the proof we write $\tau_{\eta, *}=\tau_{\eta}$. Recall the notation $\mathfrak{m}_{\eta}=\mathfrak{m}(-\eta / \phi), \mathfrak{m}_{\eta}^{\prime}=$ $\mathfrak{m}^{\prime}(-\eta / \phi)$, and we naturally write $\mathfrak{m}_{\eta}^{\prime \prime} \equiv \mathfrak{m}^{\prime \prime}(-\eta / \phi)$. By differentiating with respect to $\eta$ for both sides of $\mathfrak{m}_{\eta}=1 / \tau_{\eta}$, with some calculations we have

$$
\begin{equation*}
\mathfrak{m}_{\eta}=\tau_{\eta}^{-1}, \quad \mathfrak{m}_{\eta}^{\prime}=\phi \tau_{\eta}^{\prime} / \tau_{\eta}^{2}, \quad \mathfrak{m}_{\eta}^{\prime \prime}=-\phi^{2}\left(\tau_{\eta}^{\prime \prime} \tau_{\eta}-2\left(\tau_{\eta}^{\prime}\right)^{2}\right) / \tau_{\eta}^{3} \tag{11.8}
\end{equation*}
$$

Using $\rho$, we may also write $\mathfrak{m}_{\eta}^{(q)}=q!\int \frac{\rho(\mathrm{d} x)}{(x+\eta / \phi)^{q+1}}$ for $q \in \mathbb{N}$. Here by convention $0!=1$.
(1). Using the formula for $\mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}$,

$$
\partial_{\eta} \mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{pred}}(\eta)=\sigma_{\xi}^{2} \cdot \partial_{\eta}\left\{\mathfrak{m}_{\eta}^{-2}\left(\phi \cdot \operatorname{SNR}_{\mu_{0}} \mathfrak{m}_{\eta}-\left(\eta \cdot \operatorname{SNR}_{\mu_{0}}-1\right) \mathfrak{m}_{\eta}^{\prime}\right)\right\}
$$

$$
=\phi^{-1} \sigma_{\xi}^{2} \cdot \mathfrak{m}_{\eta}^{-3}\left(\mathfrak{m}_{\eta} \mathfrak{m}_{\eta}^{\prime \prime}-2\left(\mathfrak{m}_{\eta}^{\prime}\right)^{2}\right) \cdot\left(\eta \cdot \mathrm{SNR}_{\mu_{0}}-1\right)
$$

Some calculations show that

$$
\mathfrak{m}_{\eta} \mathfrak{m}_{\eta}^{\prime \prime}-2\left(\mathfrak{m}_{\eta}^{\prime}\right)^{2}=\tau_{\eta}^{-3} \phi^{2}\left(-\tau_{\eta}^{\prime \prime}\right)=2\left\{\int \frac{\rho(\mathrm{~d} x)}{(x+\eta / \phi)} \int \frac{\rho(\mathrm{d} x)}{(x+\eta / \phi)^{3}}-\left(\int \frac{\rho(\mathrm{d} x)}{(x+\eta / \phi)^{2}}\right)^{2}\right\}
$$

so the identity follows.
(2). Using the formula for $\mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\text {est }}$,

$$
\begin{align*}
\partial_{\eta} \mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{est}}(\eta) & =\sigma_{\xi}^{2} \cdot \partial_{\eta}\left(\mathrm{SNR}_{\mu_{0}}(1-\phi)+\mathfrak{m}_{\eta}+(\eta / \phi)\left(\eta \cdot \mathrm{SNR}_{\mu_{0}}-1\right) \mathfrak{m}_{\eta}^{\prime}\right) \\
& =\phi^{-1} \sigma_{\xi}^{2} \cdot\left(2 \mathfrak{m}_{\eta}^{\prime}-(\eta / \phi) \mathfrak{m}_{\eta}^{\prime \prime}\right) \cdot\left(\eta \cdot \mathrm{SNR}_{\mu_{0}}-1\right) \tag{11.9}
\end{align*}
$$

To compute the second term in the above display, recall the identity for $\tau_{\eta}^{\prime}, \tau_{\eta}^{\prime \prime}$ in (8.5)-(8.6). Also recall $G_{0}(\eta)=\eta+\tau_{\eta}^{2} T_{-2,1}(\eta)=\tau_{\eta} / \tau_{\eta}^{\prime}$ defined in (8.5). Then

$$
\begin{aligned}
2 \mathfrak{m}_{\eta}^{\prime}-\frac{\eta}{\phi} \mathfrak{m}_{\eta}^{\prime \prime} & =\frac{\phi}{\tau_{\eta}}\left\{\frac{2 \tau_{\eta}^{\prime}}{\tau_{\eta}}\left(1-\frac{\eta \tau_{\eta}^{\prime}}{\tau_{\eta}}\right)+\frac{\eta \tau_{\eta}^{\prime \prime}}{\tau_{\eta}}\right\} \\
& =\frac{\phi}{\tau_{\eta}}\left\{\frac{2 \tau_{\eta}^{\prime}}{\tau_{\eta}} \frac{\tau_{\eta}^{2} T_{-2,1}(\eta)}{G_{0}(\eta)}-\frac{2 \eta \tau_{\eta} \tau_{\eta}^{\prime}}{G_{0}^{2}(\eta)} T_{-3,2}(\eta)\right\} \\
& =\frac{2 \phi \tau_{\eta}^{\prime}}{G_{0}(\eta)}\left(T_{-2,1}(\eta)-\frac{\eta}{G_{0}(\eta)} T_{-3,2}(\eta)\right) \\
& \stackrel{(*)}{=} \frac{2 \phi \tau_{\eta}^{\prime}}{G_{0}(\eta)}\left\{\tau_{\eta} T_{-3,1}(\eta)+\left(1-\frac{\eta}{G_{0}(\eta)}\right) T_{-3,2}(\eta)\right\} \\
& =2 \phi\left(\tau_{\eta}^{\prime}\right)^{2}\left(T_{-3,1}(\eta)+\tau_{\eta}^{\prime} T_{-2,1}(\eta) T_{-3,2}(\eta)\right)
\end{aligned}
$$

Here in (*) we used $T_{-2,1}(\eta)-T_{-3,2}(\eta)=\tau_{\eta} T_{-3,1}(\eta)$. The claimed identity follows by combining the above display and (11.9). Using $\rho$, we may write

$$
2 \mathfrak{m}_{\eta}^{\prime}-(\eta / \phi) \mathfrak{m}_{\eta}^{\prime \prime}=2 \int \frac{x}{(x+\eta / \phi)^{3}} \rho(\mathrm{~d} x)
$$

(3). Using the formula for $\mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\text {in }}$,

$$
\begin{align*}
\partial_{\eta} \mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{in}}(\eta) & =\sigma_{\xi}^{2} \cdot \partial_{\eta}\left\{\phi^{-1} \eta^{2}\left(\phi \cdot \mathrm{SNR}_{\mu_{0}} \mathfrak{m}_{\eta}-\left(\eta \cdot \mathrm{SNR}_{\mu_{0}}-1\right) \mathfrak{m}_{\eta}^{\prime}\right)+\left(\phi-2 \eta \mathfrak{m}_{\eta}\right)\right\} \\
& =\sigma_{\xi}^{2} \cdot\left(2 \mathfrak{m}_{\eta}-4(\eta / \phi) \mathfrak{m}_{\eta}^{\prime}+\phi^{-2} \eta^{2} \mathfrak{m}_{\eta}^{\prime \prime}\right) \cdot\left(\eta \cdot \operatorname{SNR}_{\mu_{0}}-1\right) \tag{11.10}
\end{align*}
$$

The second term in the above display requires some non-trivial calculations:

$$
\begin{aligned}
2 \mathfrak{m}_{\eta}-\frac{4 \eta}{\phi} \mathfrak{m}_{\eta}^{\prime}+\frac{\eta^{2}}{\phi^{2}} \mathfrak{m}_{\eta}^{\prime \prime} & =\frac{1}{\tau_{\eta}}\left\{2-4 \eta \frac{\tau_{\eta}^{\prime}}{\tau_{\eta}}-\eta^{2} \frac{\tau_{\eta}^{\prime \prime}}{\tau_{\eta}}+2 \eta^{2}\left(\frac{\tau_{\eta}^{\prime}}{\tau_{\eta}}\right)^{2}\right\} \\
& =\frac{1}{\tau_{\eta}}\left\{2-\frac{4 \eta}{G_{0}(\eta)}+\eta^{2} \frac{2 \tau_{\eta} \tau_{\eta}^{\prime} T_{-3,2}(\eta)}{G_{0}^{2}(\eta)}+\frac{2 \eta^{2}}{G_{0}^{2}(\eta)}\right\} \\
& =\frac{2}{\tau_{\eta} G_{0}^{2}(\eta)}\left\{G_{0}^{2}(\eta)-2 \eta G_{0}(\eta)+\eta^{2} \tau_{\eta} \tau_{\eta}^{\prime} T_{-3,2}(\eta)+\eta^{2}\right\}
\end{aligned}
$$

Expanding the $G_{0}(\eta)$ terms in the bracket using $G_{0}(\eta)=\eta+\tau_{\eta}^{2} T_{-2,1}(\eta)$, with some calculations we arrive at

$$
2 \mathfrak{m}_{\eta}-\frac{4 \eta}{\phi} \mathfrak{m}_{\eta}^{\prime}+\frac{\eta^{2}}{\phi^{2}} \mathfrak{m}_{\eta}^{\prime \prime}=\frac{2}{G_{0}^{2}(\eta)}\left(\eta^{2} \tau_{\eta}^{\prime} T_{-3,2}(\eta)+\tau_{\eta}^{3} T_{-2,1}^{2}(\eta)\right)
$$

The claimed identity follows by combining the above display and (11.10). Using $\rho$, we may write

$$
2 \mathfrak{m}_{\eta}-\frac{4 \eta}{\phi} \mathfrak{m}_{\eta}^{\prime}+\frac{\eta^{2}}{\phi^{2}} \mathfrak{m}_{\eta}^{\prime \prime}=2 \int \frac{x^{2}}{(x+\eta / \phi)^{3}} \rho(\mathrm{~d} x)
$$

Finally, the claimed first two-sided bound on $\mathfrak{M}^{\#}$ follows from Proposition 8.1, and the second bound follows by using the fundamental theorem of calculus.
11.4. Proof of Theorem 3.4. The following lemma gives a technical extension of Theorem 3.1 for $\# \in\left\{\right.$ pred, est, in\} under $\sigma_{\xi}^{2} \approx 0$ when $\phi^{-1}>1$. For $\#=$ in, the extension also allows uniform control over $\eta \approx 0$ under both the above small variance scenario with $\phi^{-1}>1$, and under the original conditions.

Lemma 11.4. Suppose Assumption $A$ holds and the following hold for some $K>0$.

- $1+1 / K \leq \phi^{-1} \leq K,\left\|\Sigma^{-1}\right\|_{\mathrm{op}} \vee\|\Sigma\|_{\mathrm{op}} \leq K$.
- Assumption $B$ with $\sigma_{\xi}^{2} \in[0, K]$.

Fix a small enough $\vartheta \in(0,1 / 50)$. Then there exist a constant $C=C(K, \vartheta)>1$, and a measurable set $\mathcal{U}_{\vartheta} \subset B_{n}(1)$ with $\operatorname{vol}\left(\mathcal{U}_{\vartheta}\right) / \operatorname{vol}\left(B_{n}(1)\right) \geq 1-C e^{-n^{\vartheta} / C}$, such that for any $\varepsilon \in(0,1 / 2]$, and $\# \in\{$ pred, est, in, res $\}$,

$$
\sup _{\mu_{0} \in \mathcal{U}_{\vartheta}} \mathbb{P}\left(\sup _{\eta \in \Xi_{K}}\left|R_{\left(\Sigma, \mu_{0}\right)}^{\#}\left(\eta, \sigma_{\xi}\right)-\bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\#}\left(\eta, \sigma_{\xi}\right)\right| \geq \varepsilon\right) \leq C \cdot \begin{cases}n e^{-n \varepsilon_{0} / C}, & Z=G \\ \varepsilon^{-c_{0}} n^{-1 / 6.5}, & \text { otherwise }\end{cases}
$$

Proof. All the constants in $\lesssim, \gtrsim, \asymp$ below may possibly depend on $K$.
(Part 1). We shall first extend the claim of Theorem 3.1 for $\#=$ pred to $\sigma_{\xi}^{2} \in[0, K]$ in the case $\phi^{-1} \geq 1+1 / K$. Note that uniformly in $\eta \in[0, K]$, for $\sigma_{\xi}, \sigma_{\xi}^{\prime} \in[0, K]$,

$$
\begin{equation*}
\left\|\widehat{\mu}_{\eta}\left(\sigma_{\xi}\right)-\widehat{\mu}_{\eta}\left(\sigma_{\xi}^{\prime}\right)\right\| \lesssim\left|\sigma_{\xi}-\sigma_{\xi}^{\prime}\right| \cdot n^{-1}\|Z\|_{\mathrm{op}}\left\|\xi_{0}\right\| \cdot\left\|\left(Z Z^{\top} / n\right)^{-1}\right\|_{\mathrm{op}} \tag{11.11}
\end{equation*}
$$

Using the estimate (11.2), uniformly in $\eta \in[0, K]$, for all $\sigma_{\xi}, \sigma_{\xi}^{\prime} \in[0, K]$,

$$
\begin{aligned}
& \left|R_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}\left(\eta, \sigma_{\xi}\right)-R_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}\left(\eta, \sigma_{\xi}^{\prime}\right)\right| \\
& \lesssim\left\|\widehat{\mu}_{\eta}\left(\sigma_{\xi}\right)-\widehat{\mu}_{\eta}\left(\sigma_{\xi}^{\prime}\right)\right\| \cdot\left(\left\|\widehat{\mu}_{\eta}\left(\sigma_{\xi}\right)\right\|+\left\|\widehat{\mu}_{\eta}\left(\sigma_{\xi}^{\prime}\right)\right\|+\left\|\mu_{0}\right\|\right) \\
& \\
& \lesssim\left|\sigma_{\xi}-\sigma_{\xi}^{\prime}\right| \cdot\left\|\left(Z Z^{\top} / n\right)^{-1}\right\|_{\mathrm{op}}^{2} \cdot\left(1+\frac{\|Z\|_{\mathrm{op}}+\left\|\xi_{0}\right\|}{\sqrt{n}}\right)^{4} .
\end{aligned}
$$

So on an event $E_{1}$ with $\mathbb{P}\left(E_{1}\right) \geq 1-C_{1} e^{-n / C_{1}}$, for $\sigma_{\xi}, \sigma_{\xi}^{\prime} \in[0, K]$,

$$
\sup _{\eta \in[0, K]}\left|R_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}\left(\eta, \sigma_{\xi}\right)-R_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}\left(\eta, \sigma_{\xi}^{\prime}\right)\right| \leq C_{1} \cdot\left|\sigma_{\xi}-\sigma_{\xi}^{\prime}\right| .
$$

On the other hand, using Lemma 11.5-(2),

$$
\sup _{\eta \in[0, K]}\left|\bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}\left(\eta, \sigma_{\xi}\right)-\bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}\left(\eta, \sigma_{\xi}^{\prime}\right)\right| \leq C_{1} \cdot\left|\sigma_{\xi}-\sigma_{\xi}^{\prime}\right|
$$

Using the above two displays, for any $\varepsilon>0$, by choosing $\sigma_{\xi}^{\prime} \equiv \varepsilon /\left(2 C_{1}\right)$, we have for any $\sigma_{\xi} \leq \sigma_{\xi}^{\prime}$,

$$
\begin{align*}
& \mathbb{P}\left(\sup _{\eta \in[0, K]}\left|R_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}\left(\eta, \sigma_{\xi}\right)-\bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}\left(\eta, \sigma_{\xi}\right)\right| \geq 2 \varepsilon\right) \\
& \leq \mathbb{P}\left(\sup _{\eta \in[0, K]}\left|R_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}\left(\eta, \sigma_{\xi}^{\prime}\right)-\bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}\left(\eta, \sigma_{\xi}^{\prime}\right)\right| \geq \varepsilon\right)+C_{1} e^{-n / C_{1}} . \tag{11.12}
\end{align*}
$$

The first term on the right hand side of the above display can be handled by the proven claim in Theorem 3.1, upon noting that (i) the constant $C$ therein depends on $K$ polynomially, and here we choose $K$ to be larger than $2 C_{1} / \varepsilon$; (ii) $(n / \varepsilon)^{C^{\prime}} e^{-n \varepsilon^{C^{\prime}}} \wedge$ $1 \leq n e^{-n \varepsilon^{c^{\prime \prime}}}$ holds for $C^{\prime \prime}$ chosen much larger than $C^{\prime}$.

The extension of the claim of Theorem 3.1 for $\#=$ est to $\sigma_{\xi}^{2} \in[0, K]$ follows a similar proof with minor modifications, so we omit the details.
(Part 2). Next we consider the case \# = in. We need to extend the corresponding claim of Theorem 3.1 to both $\sigma_{\xi}^{2} \in[0, K]$ and $\eta \in[0, K]$.

We first verify the (high probability) Lipschitz continuity of the maps $\sigma_{\xi} \mapsto$ $R_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{in}}\left(\eta, \sigma_{\xi}\right), \bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{in}}\left(\eta, \sigma_{\xi}\right)$. Note that uniformly in $\eta \in[0, K]$, by virtue of (11.11), for any $\sigma_{\xi}, \sigma_{\xi}^{\prime} \in[0, K]$,

$$
\begin{aligned}
& \left|R_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{in}}\left(\eta, \sigma_{\xi}\right)-R_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{in}}\left(\eta, \sigma_{\xi}^{\prime}\right)\right| \\
& \lesssim\left(1+\frac{\|Z\|_{\mathrm{op}}}{\sqrt{n}}\right)^{2} \cdot\left\|\widehat{\mu}_{\eta}\left(\sigma_{\xi}\right)-\widehat{\mu}_{\eta}\left(\sigma_{\xi}^{\prime}\right)\right\| \cdot\left(\left\|\widehat{\mu}_{\eta}\left(\sigma_{\xi}\right)\right\|+\left\|\widehat{\mu}_{\eta}\left(\sigma_{\xi}^{\prime}\right)\right\|+\left\|\mu_{0}\right\|\right) \\
& \lesssim\left|\sigma_{\xi}-\sigma_{\xi}^{\prime}\right| \cdot\left\|\left(Z Z^{\top} / n\right)^{-1}\right\|_{\mathrm{op}}^{2} \cdot\left(1+\frac{\|Z\|_{\mathrm{op}}+\left\|\xi_{0}\right\|}{\sqrt{n}}\right)^{6} .
\end{aligned}
$$

This verifies the high probability Lipschitz property of $\sigma_{\xi} \mapsto R_{\left(\Sigma, \mu_{0}\right)}^{\text {in }}\left(\eta, \sigma_{\xi}\right)$. The Lipschitz property of $\sigma_{\xi} \mapsto \bar{R}_{R\left(\Sigma, \mu_{0}\right)}^{\mathrm{in}}\left(\eta, \sigma_{\xi}\right)$ is easily verified. From here we may use a similar argument to (11.12) to conclude the extension of the claim of Theorem 3.1 for $\#=$ in to $\sigma_{\xi}^{2} \in[0, K]$.

Finally we verify the (high probability) Lipschitz continuity of the maps $\eta \mapsto$ $R_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{in}}\left(\eta, \sigma_{\xi}\right), \bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{in}}\left(\eta, \sigma_{\xi}\right)$. Using the estimates (9.29) (with $G$ replaced by $Z$ ) and (11.2), uniformly in $\sigma_{\xi} \in[0, K]$ and $\eta_{1}, \eta_{2} \in[0, K]$,

$$
\begin{aligned}
& \left|R_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{in}}\left(\eta_{1}, \sigma_{\xi}\right)-R_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{in}}\left(\eta_{2}, \sigma_{\xi}\right)\right| \\
& \left.\lesssim\left(1+\frac{\|Z\|_{\mathrm{op}}}{\sqrt{n}}\right)^{2} \cdot \right\rvert\, \widehat{\mu}_{\eta_{1}}\left(\sigma_{\xi}\right)-\widehat{\mu}_{\eta_{2}}\left(\sigma_{\xi}\right) \| \cdot\left(\left\|\widehat{\mu}_{\eta_{1}}\left(\sigma_{\xi}\right)\right\|+\left\|\widehat{\mu}_{\eta_{2}}\left(\sigma_{\xi}\right)\right\|+\left\|\mu_{0}\right\|\right) \\
& \lesssim\left(1+\frac{\|Z\|_{\mathrm{op}}+\left\|\xi_{0}\right\|}{\sqrt{n}}\right)^{6} \cdot\left\|\left(Z Z^{\top} / n\right)^{-1}\right\|_{\mathrm{op}}^{3} \cdot\left|\eta_{1}-\eta_{2}\right| .
\end{aligned}
$$

The Lipschitz property of $\sigma_{\xi} \mapsto \bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\text {in }}\left(\eta, \sigma_{\xi}\right)$ is again easily verified. Again from here we may argue similarly to (11.12) to extend the claim of Theorem 3.1 for \# = in to $\eta \in[0, K]$. The case for \# = res is similar so we omit repetitive details.
Lemma 11.5. Suppose $\phi^{-1}>1$. The following hold.
(1) The system of equations

$$
\left\{\begin{array}{l}
\phi \gamma^{2}=\mathbb{E} \operatorname{err}_{\left(\Sigma, \mu_{0}\right)}(\gamma ; \tau), \\
\phi-\frac{\eta}{\tau}=\gamma^{-2} \mathbb{E} \operatorname{dof}_{\left(\Sigma, \mu_{0}\right)}(\gamma ; \tau)=\frac{1}{n} \operatorname{tr}\left((\Sigma+\tau I)^{-1} \Sigma\right)
\end{array}\right.
$$

admit a unique solution $\left(\gamma_{\eta, *}(0), \tau_{\eta, *}(0)\right) \in[0, \infty) \times(0, \infty)$.
(2) It holds that $\tau_{\eta, *}(0)=\tau_{\eta, *}\left(\sigma_{\xi}\right)$. If furthermore $1+1 / K \leq \phi^{-1} \leq K$ and $\|\Sigma\|_{\mathrm{op}} \vee \mathcal{H}_{\Sigma} \leq K$ for some $K>0$, then there exists some $C=C(K)>0$ such that $\left|\gamma_{\eta, *}^{2}\left(\sigma_{\xi}\right)-\gamma_{\eta, *}^{2}(0)\right| \leq C \sigma_{\xi}^{2}$.

Proof. The claim (1) follows verbatim from the proof of Proposition 8.1-(1) by setting $\sigma_{\xi}^{2}=0$ therein. The claim (2) follows by using the formula (8.3).
Proof of Theorem 3.4. Let $\mathcal{U}_{\vartheta} \subset B_{n}(1)$ be as specified in Theorem 3.1 or 2.4. In view of its explicit form given in Proposition 10.3, with $\mathcal{U}_{\delta, \vartheta} \equiv \mathcal{U}_{\vartheta} \cap\left(B_{n}(1) \backslash B_{n}(\delta)\right)$, the volume estimates $\min \left\{\operatorname{vol}\left(\mathcal{U}_{\vartheta}\right) / \operatorname{vol}\left(B_{n}(1)\right), \operatorname{vol}\left(\mathcal{U}_{\delta, \vartheta}\right) / \operatorname{vol}\left(B_{n}(1) \backslash B_{n}(\delta)\right)\right\} \geq 1-$ $C e^{-n^{\theta} / C}$ hold.

On the other hand, using the construction around (11.5), we may find some $\mathcal{V}_{\varepsilon} \subset B_{n}(1), \mathcal{V}_{\varepsilon, \delta} \subset B_{n}(1) \backslash B_{n}(\delta)$ (for the latter, we take $U_{0} \sim \operatorname{Unif}(\delta, 1)$ therein) with $\min \left\{\operatorname{vol}\left(\mathcal{V}_{\varepsilon}\right) / \operatorname{vol}\left(B_{n}(1)\right), \operatorname{vol}\left(\mathcal{V}_{\varepsilon, \delta}\right) / \operatorname{vol}\left(B_{n}(1) \backslash B_{n}(\delta)\right)\right\} \geq 1-C \varepsilon^{-1} e^{-n \varepsilon^{2} / C}$, such that for $\# \in\{$ pred, est, in\},

$$
\begin{equation*}
\sup _{\mu_{0} \in\left\{\mathcal{V}_{\varepsilon}, \mathcal{V}_{\varepsilon, \delta}\right\}} \sup _{\eta \in \bar{Z}_{L}}\left|\bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta)-\mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta)\right| \leq \varepsilon . \tag{11.13}
\end{equation*}
$$

Now let

$$
\begin{equation*}
\mathcal{W}_{\varepsilon, \vartheta} \equiv \mathcal{U}_{\vartheta} \cap \mathcal{V}_{\varepsilon}, \quad \mathcal{W}_{\varepsilon, \delta, \vartheta} \equiv \mathcal{U}_{\delta, \vartheta} \cap \mathcal{V}_{\varepsilon, \delta} . \tag{11.14}
\end{equation*}
$$

Then we have the volume estimates $\min \left\{\operatorname{vol}\left(\mathcal{W}_{\varepsilon, \vartheta}\right) / \operatorname{vol}\left(B_{n}(1)\right), \operatorname{vol}\left(\mathcal{W}_{\varepsilon, \delta, \vartheta}\right) / \operatorname{vol}\left(B_{n}(1) \backslash\right.\right.$ $\left.\left.B_{n}(\delta)\right)\right\} \geq 1-C \varepsilon^{-1} e^{-n \varepsilon^{2} / C}-C e^{-n^{\theta} / C}$.

Moreover, by Proposition 11.3, provided $\eta_{*} \equiv \sigma_{\xi}^{2} /\left\|\mu_{0}\right\|^{2}=\operatorname{SNR}_{\mu_{0}}^{-1} \in \Xi_{L}$,

$$
\begin{equation*}
\left\|\mu_{0}\right\|^{2} / C_{0} \leq \frac{\left|\mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta)-\mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\#}\left(\eta_{*}\right)\right|}{\left(\eta-\eta_{*}\right)^{2}} \leq C_{0}\left\|\mu_{0}\right\|^{2} \tag{11.15}
\end{equation*}
$$

holds uniformly in $\eta \in \Xi_{L}$ for some $C_{0}>0$.
(Noisy case $\left.\sigma_{\xi}^{2} \in[1 / K, K]\right)$. Fix $\mu_{0} \in \mathcal{W}_{\varepsilon, \delta, \vartheta}$. Under the assumed conditions, $\eta_{*} \in \Xi_{L}$. So using the estimates (11.13) and (11.15), for any $\eta^{\prime} \geq \eta_{*}$,
$\bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\#}\left(\eta^{\prime}\right)-\inf _{\eta \in \Xi_{L}} \bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta) \geq \mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\#}\left(\eta^{\prime}\right)-\inf _{\eta \in \Xi_{L}} \mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta)-2 \varepsilon \geq \frac{\delta^{2}\left(\eta^{\prime}-\eta_{*}\right)^{2}}{C_{0}}-2 \varepsilon$.
Combined with a similar inequality for $\eta^{\prime} \leq \eta_{*}$, we conclude that for any $\mu_{0} \in$ $\mathcal{W}_{\varepsilon, \delta, \vartheta}$ and $\eta^{\prime} \in \Xi_{L}$,

$$
\left|\bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\#}\left(\eta^{\prime}\right)-\inf _{\eta \in \Xi_{L}} \bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta)\right| \geq \frac{\delta^{2}\left(\eta^{\prime}-\eta_{*}\right)^{2}}{C_{0}}-2 \varepsilon .
$$

Now for $\left|\eta^{\prime}-\eta_{*}\right| \geq \Delta$, choosing $\varepsilon \equiv \varepsilon_{0} \equiv \delta^{2} \Delta^{2} /\left(4 C_{0}\right)$, we have

$$
\inf _{\mu_{0} \in \mathcal{W}_{\varepsilon, \delta, \vartheta}} \inf _{\eta^{\prime} \in \Xi_{L}:\left|\eta^{\prime}-\eta_{*}\right| \geq \Delta}\left|\bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\#}\left(\eta^{\prime}\right)-\inf _{\eta \in \Xi_{L}} \bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta)\right| \geq \frac{\delta^{2} \Delta^{2}}{2 C_{0}}
$$

From here the claim follows from Theorem 3.1.
(Noiseless case $\sigma_{\xi}^{2}=0$ ). In this case, (11.15) implies that the map $\eta \mapsto \mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta)$ attains global minimum at $\eta=0$. So together with (11.13), it implies that uniformly in $\mu_{0} \in \mathcal{W}_{\varepsilon, \vartheta}$,

$$
\left|\min _{\eta \in[0, K]} \bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta)-\bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\#}(0)\right| \leq \varepsilon .
$$

From here the claim follows from Lemma 11.4 that holds for $\sigma_{\xi}=0$.

## 12. Proofs for Section 4

12.1. Proof of Theorem 4.1. All the constants in $\lesssim, \gtrsim, \asymp$ may depend on $K$.

Proof of Theorem 4.1 for $\widehat{\tau}_{\eta}$. Let $\kappa_{0}$ be defined in the same way as in the proof of Proposition 10.3. Using a similar local law and continuity argument as in the proof of that proposition, on an event $E_{0}$ with $\mathbb{P}\left(E_{0}\right) \geq 1-C n^{-D}$,

$$
\sup _{\eta \in \Xi_{K}}\left|m^{-1} \operatorname{tr}(\check{\Sigma}+(\eta / \phi) I)^{-1}-\mathfrak{m}(-\eta / \phi)\right| \lesssim \kappa_{0}^{-1} n^{-1 / 2+\varepsilon}
$$

So on $E_{0} \cap \mathscr{E}\left(C_{1}\right)$, where $\mathscr{E}\left(C_{1}\right) \equiv\left\{\|Z\|_{\text {op }} / \sqrt{n} \leq C_{1}\right\}$ with $\mathbb{P}\left(\mathscr{E}\left(C_{1}\right)\right) \geq 1-C e^{-n / C}$, uniformly in $\eta \in \Xi_{K}$,

$$
\left|\widehat{\tau}_{\eta}-\tau_{\eta, *}\right| \leq \frac{\left|\frac{1}{m} \operatorname{tr}\left(\check{\Sigma}+\frac{\eta}{\phi} I\right)^{-1}-\mathfrak{m}\left(-\frac{\eta}{\phi}\right)\right|}{\frac{1}{m} \operatorname{tr}\left(\check{\Sigma}+\frac{\eta}{\phi} I\right)^{-1} \cdot \mathfrak{m}\left(-\frac{\eta}{\phi}\right)} \lesssim\left\{C_{1}^{2} \mathbf{1}_{\phi^{-1} \geq 1+1 / K}^{-1} \wedge \eta^{-1}\right\} \cdot \kappa_{0}^{-1} n^{-1 / 2+\varepsilon} .
$$

Here in the last inequality, we use the following estimate for $\mathfrak{m}(z)$ : As $\mathfrak{m}$ is the Stieltjes transform of $\rho$ (cf. [KY17, Lemma 2.2]), $\mathfrak{m}(z) \geq 0$ for $z \leq 0$, and

$$
\frac{1}{\mathfrak{m}(z)}=(-z)+\frac{1}{m} \operatorname{tr}\left((I+\Sigma \mathfrak{m}(z))^{-1} \Sigma\right) \lesssim 1+|z|
$$

The claim follows.
Proof of Theorem 4.1 for $\widehat{\gamma}_{\eta}$. Using Theorem 3.1, the stability of $\tau_{\eta \text {,* }}$ in Proposition 8.1 , and the proven fact in (1) on $\widehat{\tau}_{\eta}$, it holds for $\varepsilon \in(0,1 / 2]$ that

$$
\begin{equation*}
\mathbb{P}\left(\sup _{\eta \in[1, K, K]}\left|\eta^{-1} \widehat{\tau}_{\eta}\right|\left|\widehat{r}_{\eta}\left(\sigma_{\xi}\right) \|-\gamma_{\eta, *}\left(\sigma_{\xi}\right)\right| \geq \varepsilon\right) \leq C_{1} \varepsilon^{-c_{0}} n^{-6.5} \tag{12.1}
\end{equation*}
$$

Next we consider extension to $\eta \in[0, K]$ in the regime $\phi^{-1} \geq 1+1 / K$. By KKT condition, we have $n^{-1} X^{\top}\left(Y-X \widehat{\mu}_{\eta}\right)=\widehat{\mu}_{\eta}$, so a.s. $\widehat{r}_{\eta} / \eta=\left(Y-X \mu_{\eta}\right) /(\sqrt{n} \eta)=$ $\sqrt{n}\left(X X^{\top}\right)^{-1} X \widehat{\mu}_{\eta}$ for any $\eta>0$. So we only need to verify the high probability Lipschitz continuity for $\eta \mapsto \sqrt{n} \widehat{\tau}_{\eta}\left(X X^{\top}\right)^{-1} X \widehat{\mu}_{\eta}$ : for any $\eta_{1}, \eta_{2} \in[0, K]$, using the estimate (9.29) (with $G$ replaced by $Z$ ) we obtain, for some universal $c_{0}>1$,

$$
\begin{aligned}
& \left|\sqrt{n} \widehat{\tau}_{\eta_{1}}\left\|\left(X X^{\top}\right)^{-1} X \widehat{\mu}_{\eta_{1}}\right\|-\sqrt{n} \widehat{\tau}_{\eta_{2}}\left\|\left(X X^{\top}\right)^{-1} X \widehat{\mu}_{\eta_{2}} \mid\right\|\right. \\
& \lesssim\left\|\left(Z Z^{\top} / n\right)^{-1}\right\|_{\mathrm{op}} \cdot\left(\|Z\|_{\mathrm{op}} / \sqrt{n}\right) \cdot\left(\left|\widehat{\tau}_{\eta_{1}}-\widehat{\tau}_{\eta_{2}}\right| \cdot\left|\widehat{\mu}_{\eta_{1}}\left\|+\left|\widehat{\tau}_{\eta_{2}}\right| \cdot\right\| \widehat{\mu}_{\eta_{1}}-\widehat{\mu}_{\eta_{2}} \|\right)\right. \\
& \lesssim\left(1+\frac{\|Z\|_{\mathrm{op}}+\left\|\xi_{0}\right\|}{\sqrt{n}}+\left\|\left(Z Z^{\top} / n\right)^{-1}\right\|_{\mathrm{op}}\right)^{c_{0}} \cdot\left|\eta_{2}-\eta_{1}\right|
\end{aligned}
$$

Finally we consider extension to $\sigma_{\xi}^{2} \in[0, K]$ in the same regime $\phi^{-1} \geq 1+1 / K$ by verifying a similar high probability uniform-in- $\eta$ Lipschitz continuity property for $\sigma_{\xi} \mapsto \sqrt{n}\left(X X^{\top}\right)^{-1} X \widehat{\mu}_{\eta}\left(\sigma_{\xi}\right)$ : for any $\sigma_{\xi}, \sigma_{\xi}^{\prime} \in[0, K]$, using the estimate (11.11),

$$
\begin{aligned}
& \sup _{\eta \in[0, K]} \mid \sqrt{n} \widehat{\tau}_{\eta}\left\|\left(X X^{\top}\right)^{-1} X \widehat{\mu}_{\eta}\left(\sigma_{\xi}\right)\right\|-\sqrt{n} \widehat{\tau}_{\eta}\left\|\left(X X^{\top}\right)^{-1} X \widehat{\mu}_{\eta}\left(\sigma_{\xi}^{\prime}\right)\right\| \\
& \lesssim\left\|\left(Z Z^{\top} / n\right)^{-1}\right\|_{\mathrm{op}}^{2} \cdot\left(\|Z\|_{\mathrm{op}} / \sqrt{n}\right) \cdot \sup _{\eta \in[0, K]}\left\|\widehat{\mu}_{\eta}\left(\sigma_{\xi}\right)-\widehat{\mu}_{\eta}\left(\sigma_{\xi}^{\prime}\right)\right\| \\
& \lesssim\left(1+\frac{\|Z\|_{\mathrm{op}}+\left\|\xi_{0}\right\|}{\sqrt{n}}+\left\|\left(Z Z^{\top} / n\right)^{-1}\right\|_{\mathrm{op}}\right)^{c_{0}} \cdot\left|\sigma_{\xi}-\sigma_{\xi}^{\prime}\right| .
\end{aligned}
$$

The claimed bound follows.
12.2. Proof of Theorem 4.2. Recall we have $\gamma_{\eta, *}^{2}=\phi^{-1}\left(\sigma_{\xi}^{2}+\bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}(\eta)\right)$. For both the case $\sigma_{\xi}^{2} \in[1 / K, K]$ and $\sigma_{\xi}^{2} \in[0, K]$ with $\phi^{-1} \geq 1+1 / K$, we take $\mathcal{W}_{\varepsilon, \delta, \vartheta} \subset$ $B_{n}(1) \backslash B_{n}(\delta)$ as constructed in (11.14) in the proof of Theorem 3.4, with $\varepsilon \equiv \varepsilon_{n} \equiv$ $n^{-\vartheta}$. Fix $\mu_{0} \in \mathcal{W}_{\varepsilon, \delta, \vartheta}$, then $\eta_{*}=\operatorname{SNR}_{\mu_{0}}^{-1} \in \Xi_{L}$. Using Theorems 3.2 and 4.1, on an event $E_{0}$ with $\mathbb{P}\left(E_{0}^{c}\right) \leq C n^{-1 / 7}$,

$$
\begin{equation*}
\sup _{\eta \in \Xi_{L}}\left|\widehat{\gamma}_{\eta}^{2}-\phi^{-1}\left(\sigma_{\xi}^{2}+\mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}(\eta)\right)\right| \leq \varepsilon . \tag{12.2}
\end{equation*}
$$

This in particular implies that on $E_{0}$, both the following inequalities hold:

$$
\begin{gather*}
\phi \widehat{\gamma}_{\widehat{\eta}^{\mathrm{GCV}}}^{2}-\sigma_{\xi}^{2}-\phi \varepsilon \leq \mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}\left(\widetilde{\eta}^{\mathrm{GCV}}\right) \leq \phi \widehat{\gamma}_{\widehat{\eta}_{\mathrm{GCV}}^{2}}^{2}-\sigma_{\xi}^{2}+\phi \varepsilon, \\
\phi \min _{\eta \in \Xi_{L}} \widehat{\gamma}_{\eta}^{2}-\sigma_{\xi}^{2}-\phi \varepsilon \leq \min _{\eta \in \Xi_{L}} \mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}(\eta) \leq \phi \min _{\eta \in \Xi_{L}} \widehat{\gamma}_{\eta}^{2}-\sigma_{\xi}^{2}+\phi \varepsilon . \tag{12.3}
\end{gather*}
$$

Using the definition of $\bar{\eta}^{\mathrm{GCV}}$ which gives $\widehat{\gamma}_{\bar{\eta} \mathrm{GCV}}^{2}=\min _{\eta \in \Xi_{L}} \widehat{\gamma}_{\eta}^{2}$, the above two displays can be used to relate $\mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}\left(\bar{\eta}^{\mathrm{GCV}}\right)$ and $\min _{\eta \in \Xi_{L}} \mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}(\eta)$ : on the event $E_{0}$,

$$
\begin{equation*}
\left|\mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}\left(\widetilde{\eta}^{\mathrm{GCV}}\right)-\min _{\eta \in \Xi_{L}} \mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}(\eta)\right| \leq 2 \phi \varepsilon . \tag{12.4}
\end{equation*}
$$

As $\eta_{*} \in \Xi_{L}, \min _{\eta \in \Xi_{L}} \mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta)=\mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\#}\left(\eta_{*}\right)$ for $\# \in\{$ pred, est, in\}. Consequently, by the second inequality in Proposition 11.3, we have on the event $E_{0}$,

$$
\begin{equation*}
\bar{\eta}^{\mathrm{GCV}}-\eta_{*}\left|\leq \frac{C}{\left\|\mu_{0}\right\|}\right| \mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}\left(\widetilde{\eta}^{\mathrm{GCV}}\right)-\left.\mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}\left(\eta_{*}\right)\right|^{1 / 2} \leq C_{1} \varepsilon^{1 / 2} . \tag{12.5}
\end{equation*}
$$

This means on $E_{0}$, for both $\# \in\{e s t$, in $\}$,

$$
\left|\mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\#}\left(\bar{\eta}^{\mathrm{GCv}}\right)-\min _{\eta \in \mathbb{E}_{L}} \mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta)\right| \leq C_{2} \varepsilon .
$$

We may conclude from here by virtues of Theorems 3.1 and 3.2, together with Lemma 11.4.

### 12.3. Proof of Theorem 4.3.

Lemma 12.1. Consider the following version of (2.1) with sample size $m-m_{\ell}$ :

$$
\left\{\begin{array}{l}
\frac{m-m_{\ell}}{n} \cdot \gamma^{2}=\sigma_{\xi}^{2}+\mathbb{E} \operatorname{err}_{\left(\Sigma, \mu_{0}\right)}(\gamma ; \tau)  \tag{12.6}\\
\left(\frac{m-m_{\ell}}{n}-\frac{\eta}{\tau}\right) \cdot \gamma^{2}=\mathbb{E} \operatorname{dof}_{\left(\Sigma, \mu_{0}\right)}(\gamma ; \tau)
\end{array}\right.
$$

(1) The fixed point equation (12.6) admits a unique solution $\left(\gamma_{\eta, *}^{(\ell)}, \tau_{\eta, *}^{(\ell)}\right) \in(0, \infty)^{2}$, for all $(m, n) \in \mathbb{N}^{2}$ when $\eta>0$ and $m<n$ when $\eta=0$.
(2) Further suppose $1 / K \leq \phi^{-1}, \sigma_{\xi}^{2} \leq K, m_{\ell} / n \leq 1 /(2 K)$ and $\left\|\Sigma^{-1}\right\|_{\mathrm{op}} \vee\|\Sigma\|_{\mathrm{op}} \leq$ $K$ for some $K>10$. Then there exists some $C=C(K)>1$ such that uniformly in $\eta \in \Xi_{K}, 1 / C \leq \gamma_{\eta, *}^{(\ell)}, \tau_{\eta, *}^{(\ell)} \leq C$. Moreover,

$$
\left|\gamma_{\eta, *}^{(\ell)}-\gamma_{\eta, *}\right| \vee\left|\tau_{\eta, *}^{(\ell)}-\tau_{\eta, *}\right| \leq \frac{C m_{\ell}}{n} .
$$

Proof. All the constants in $\lesssim, \gtrsim, \asymp$ below may depend on $K$. We only need to prove (2). The method of proof is similar to that of Proposition 8.1-(3). Instead of considering (12.6), we shall consider the system of equations

$$
\left\{\begin{array}{l}
\phi-\alpha=\frac{1}{\gamma^{2}}\left(\sigma_{\xi}^{2}+\tau^{2}\left\|(\Sigma+\tau I)^{-1} \Sigma^{1 / 2} \mu_{0}\right\|^{2}\right)+\frac{1}{n} \operatorname{tr}\left((\Sigma+\tau I)^{-2} \Sigma^{2}\right),  \tag{12.7}\\
\phi-\alpha=\frac{1}{n} \operatorname{tr}\left((\Sigma+\tau I)^{-1} \Sigma\right)+\frac{\eta}{\tau},
\end{array}\right.
$$

indexed by $\alpha \geq 0$. For $\alpha \in[0,1 /(2 K)]$, the solution $\left(\gamma_{\eta, *}(\alpha), \tau_{\eta, *}(\alpha)\right)$ exists uniquely for $\eta>0$ and also for $\eta=0$ if additionally $m<n$. Moreover, using the apriori estimate in Proposition 8.1-(2), we have uniformly in $\eta \in \Xi_{K}$ and $\alpha \in[0,1 /(2 K)], \gamma_{\eta, *}(\alpha), \tau_{\eta, *}(\alpha) \asymp 1$. Now differentiating on both sides of the second equation in (12.7) with respect to $\alpha$, we obtain

$$
1=\left(n^{-1} \operatorname{tr}\left(\left(\Sigma+\tau_{\eta, *}(\alpha) I\right)^{-2} \Sigma\right)+\eta \tau_{\eta, *}^{-2}(\alpha)\right) \cdot \tau_{\eta, *}^{\prime}(\alpha)
$$

This means uniformly in $\eta \in \Xi_{K}$ and $\alpha \in[0,1 /(2 K)], \tau_{\eta, *}^{\prime}(\alpha) \asymp 1$. Next, using the first equation in (12.7), we obtain

$$
\gamma_{\eta, *}^{2}(\alpha)=\frac{\sigma_{\xi}^{2}+\tau_{\eta, *}^{2}(\alpha)\left\|\left(\Sigma+\tau_{\eta, *}(\alpha) I\right)^{-1} \Sigma^{1 / 2} \mu_{0}\right\|^{2}}{\phi-\alpha-\frac{1}{n} \operatorname{tr}\left(\left(\Sigma+\tau_{\eta, *}(\alpha) I\right)^{-2} \Sigma^{2}\right)} \equiv \frac{G_{1, \eta}(\alpha)}{G_{2, \eta}(\alpha)} .
$$

Using similar calculations as in (8.9)-(8.10), we have uniformly in $\eta \in \Xi_{K}$ and $\alpha \in[0,1 /(2 K)], G_{1, \eta}(\alpha), G_{2, \eta}(\alpha) \asymp 1$, and $\left|G_{1, \eta}^{\prime}(\alpha)\right| \vee\left|G_{2, \eta}^{\prime}(\alpha)\right| \lesssim 1$. This concludes the claim.

Proof of Theorem 4.3. All the constants in $\lesssim, \gtrsim, \asymp$ below may depend on $K, L$.
As $\left\|Y^{(\ell)}-X^{(\ell)} \widetilde{\mu}_{\eta}^{(\ell)}\right\|^{2}=\left\|Z^{(\ell)} \Sigma^{1 / 2}\left(\mu_{0}-\widehat{\mu}_{\eta}^{(\ell)}\right)+\xi^{(\ell)}\right\|^{2}$ and $\widetilde{\mu}_{\eta}^{(\ell)}$ is independent of $\left(Z^{(\ell)}, \xi^{(\ell)}\right)$, by using Lemma B. 3 first conditionally on $\left(Z^{(-\ell)}, \xi^{(-\ell)}\right)$ and then further taking expectation over $\left(Z^{(-\ell)}, \xi^{(-\ell)}\right)$, we have for $0<\varrho \leq 1$,

$$
\begin{aligned}
\mathbb{P}\left(E_{0, \ell}^{c}(\eta)\right. & \equiv\left\{\mid m_{\ell}^{-1}\left\|Y^{(\ell)}-X^{(\ell)} \overleftarrow{\mu}_{\eta}^{(\ell)}\right\|^{2}-\left(\| \Sigma^{1 / 2} \widehat{\mu}_{\eta}^{(\ell)}-\mu_{0}\right) \|^{2}+\sigma_{\xi}^{2}\right) \mid \\
& \left.\left.\geq C_{0}\left(\sigma_{\xi}^{2} \vee\left\|\Sigma^{1 / 2}\left(\widetilde{\mu}_{\eta}^{(\ell)}-\mu_{0}\right)\right\|^{2}\right) m_{\ell}^{-(1-\varrho) / 2}\right\}\right) \leq C_{0} e^{-m_{\ell}^{Q} / C_{0}} .
\end{aligned}
$$

Here $C_{0}>0$ is a universal constant. Using similar arguments as in (11.3) (by noting that the normalization in $\widetilde{\mu}_{\eta}^{(\ell)}$ is still $n$ ), there exists some constant $C_{1}>0$ such that
for any $\ell \in[k]$, on an event $E_{1, \ell}$ with $\mathbb{P}\left(E_{1, \ell}^{c}\right) \leq C_{1} e^{-m_{\ell} / C_{1}}, \sup _{\eta \in \Xi_{L}} \mid \mu_{\eta}^{\ell \ell} \| \leq C_{1}$. This means that for any $\eta \in \Xi_{L}$, on the event $\cap_{\ell \in[k]}\left(E_{0, \ell}(\eta) \cap E_{1, \ell}\right)$,

$$
\begin{equation*}
\left.\max _{\ell \in[k]} m_{\ell}^{(1-\varrho) / 2} \cdot \mid m_{\ell}^{-1}\left\|Y^{(\ell)}-X^{(\ell)} \widetilde{\mu}_{\eta}^{(\ell)}\right\|^{2}-\left(\| \Sigma^{1 / 2} \widetilde{\mu}_{\eta}^{(\ell)}-\mu_{0}\right) \|^{2}+\sigma_{\xi}^{2}\right) \mid \leq C_{1}^{\prime} . \tag{12.8}
\end{equation*}
$$

On the other hand, using Theorem 3.1, we may find some $\mathcal{U}_{\vartheta ; \ell} \subset B_{n}(1)$ with $\operatorname{vol}\left(\mathcal{U}_{\vartheta ; \ell)}\right) / \operatorname{vol}\left(B_{n}(1)\right) \geq 1-C_{2} e^{-n^{\vartheta} / C_{2}}$, such that for $\varepsilon \in(0,1 / 2]$, on an event $E_{2, \ell}(\varepsilon)$ with $\mathbb{P}\left(E_{2, \ell}^{c}(\varepsilon)\right) \leq C_{2}\left(n e^{-n \varepsilon^{4} / C_{2}}+\varepsilon^{-c_{0}} n^{-1 / 6.5} \mathbf{1}_{Z \neq G}\right)$, for $\mu_{0} \in \mathcal{U}_{\vartheta ; \ell}$,

$$
\sup _{\eta \in \Xi_{L}}\left|\left\|\Sigma^{1 / 2}\left(\tilde{\mu}_{\eta}^{(\ell)}-\mu_{0}\right)\right\|^{2}-\left\{\frac{m-m_{\ell}}{n}\left(\gamma_{\eta, *}^{(\ell)}\right)^{2}-\sigma_{\xi}^{2}\right\}\right| \leq \varepsilon .
$$

Here $\gamma_{\eta, *}^{(\ell)}$ is taken from Lemma 12.1, and we extend the definition to $\ell=0$ with $\widehat{\mu}_{\eta}^{(0)} \equiv \widehat{\mu}_{\eta}$ and $\gamma_{\eta, *}^{(0)} \equiv \gamma_{\eta, *}$. Using the statement (2) of the same Lemma 12.1, on the event $E_{2, \ell}(\varepsilon)$, we then have

$$
\sup _{\eta \in \Xi_{L}}| |\left|\Sigma^{1 / 2}\left(\widetilde{\mu}_{\eta}^{(\ell)}-\mu_{0}\right) \|^{2}-\left\{\phi \gamma_{\eta, *}^{2}-\sigma_{\xi}^{2}\right\}\right| \leq \varepsilon+\frac{C_{2} m_{\ell}}{n} .
$$

Replacing $\phi \gamma_{\eta, *}^{2}-\sigma_{\xi}^{2}$ by $R_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}(\eta)=\left\|\Sigma^{1 / 2}\left(\widehat{\mu}_{\eta}-\mu_{0}\right)\right\|^{2}$ yields that, on $\cap_{\ell \in[0: k]} E_{2, \ell}(\varepsilon)$,

$$
\begin{equation*}
\sup _{\eta \in \bar{E}_{L}}| | \Sigma^{1 / 2}\left(\widetilde{\mu}_{\eta}^{(\ell)}-\mu_{0}\right) \|^{2}-R_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}(\eta) \left\lvert\, \leq 2 \varepsilon+\frac{C_{2} m_{\ell}}{n} .\right. \tag{12.9}
\end{equation*}
$$

Combining (12.8)-(12.9), for $\mu_{0} \in \mathcal{U}_{\vartheta} \equiv \cap_{\ell \in[0: k]} \mathcal{U}_{\vartheta ; \ell}, \varepsilon \in(0,1 / 2]$ and $\eta \in \Xi_{L}$,

$$
\begin{align*}
& \mathbb{P}\left(\left|R_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{CV}, k}(\eta)-\left(R_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{pred}}(\eta)+\sigma_{\xi}^{2}\right)\right| \geq C_{2}^{\prime} \cdot\left\{\frac{1}{k} \sum_{\ell \in[k]} \frac{1}{m_{\ell}^{(1-\varrho) / 2}}+\frac{1}{k}+\varepsilon\right\}\right) \\
& \leq C_{2}^{\prime} \cdot \begin{cases}\sum_{\ell \in[k]} e^{-m_{\ell}^{o} / C_{0}}+k n e^{-n \varepsilon^{4} / C_{2}}, & Z=G ; \\
\sum_{\ell \in[k]} e^{-m_{\ell}^{o} / C_{0}}+\varepsilon^{-c_{0}} \cdot k n^{-1 / 6.5}, & \text { otherwise. }\end{cases} \tag{12.10}
\end{align*}
$$

Now we strengthen the estimate (12.10) into a uniform version. It is easy to verify that on an event $E_{3, \ell}$ with $\mathbb{P}\left(E_{3, \ell}^{c}\right) \leq C_{3} e^{-m_{\ell} / C_{3}},\left\|Z^{(\ell)}\right\|_{\mathrm{op}} \leq C_{3}\left(\sqrt{m_{\ell}}+\sqrt{n}\right)$, $\left\|\xi^{(\ell)}\right\| \leq$ $C_{3} \sqrt{m_{\ell}}$, and for $\eta_{1}, \eta_{2} \in \Xi_{L},\left|\mu_{\eta_{1}}^{(\ell)}-\widehat{\mu}_{\eta_{2}}^{(\ell)}\right|\left|\leq C_{3}\right| \eta_{1}-\eta_{2} \mid$. So on $\cap_{\ell \in[k]}\left(E_{1, \ell} \cap E_{3, \ell}\right)$, for $\eta_{1}, \eta_{2} \in \Xi_{L}$,

$$
\begin{aligned}
\left|R_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{CV}, k}\left(\eta_{1}\right)-R_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{CV}, k}\left(\eta_{2}\right)\right| & \lesssim \frac{1}{k} \sum_{\ell \in[k]} \frac{1}{m_{\ell}}\left|\left\|Z^{(\ell)}\right\|_{\mathrm{op}}\right|\left|\mu_{\eta_{1}}^{(\ell)}-\widehat{\mu}_{\eta_{2}}^{(\ell)} \| \cdot\left(\left\|Z^{(\ell)}\right\|_{\mathrm{op}}+\left\|\xi^{(\ell)}\right\|\right)\right| \\
& \lesssim \frac{1}{k} \sum_{\ell \in[k]} \frac{m_{\ell}+n}{m_{\ell}} \cdot\left|\eta_{1}-\eta_{2}\right| \leq C_{3}^{\prime} \cdot \frac{1}{k} \sum_{\ell \in[k]} \frac{n}{m_{\ell}} \cdot\left|\eta_{1}-\eta_{2}\right|,
\end{aligned}
$$

and

$$
\left|R_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}\left(\eta_{1}\right)-R_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}\left(\eta_{2}\right)\right| \leq C_{3}^{\prime}\left|\eta_{1}-\eta_{2}\right| .
$$

From here, using (i) (12.10) along with a discretization and union bound that strengthens (12.10) to a uniform control, and (ii) Theorem 3.1 which replaces
$R_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}(\eta)$ by $\bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}(\eta)$, we obtain for $\mu_{0} \in \mathcal{U}_{\vartheta}$ and $\varepsilon \in(0,1 / 2]$,

$$
\begin{aligned}
& \mathbb{P}\left(\sup _{\eta \in \Xi_{L}}\left|R_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{CV}, k}(\eta)-\left(\bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{pred}}(\eta)+\sigma_{\xi}^{2}\right)\right| \geq C_{3}^{\prime \prime} \cdot\left\{\frac{1}{k} \sum_{\ell \in[k]} \frac{1}{m_{\ell}^{(1-\varrho) / 2}}+\frac{1}{k}+\varepsilon\right\} \equiv \varepsilon_{\left\{m_{\ell}\right\}}\right) \\
& \leq \mathfrak{p}_{0} \equiv \frac{C_{3}^{\prime \prime}}{\varepsilon k} \sum_{\ell \in[k]} \frac{n}{m_{\ell}} \cdot \begin{cases}\sum_{\ell \in[k]} e^{-m_{\ell}^{o} / C_{0}}+k n e^{-n \varepsilon^{4} / C_{2}}, & Z=G \\
\sum_{\ell \in[k]} e^{-m_{\ell}^{o} / C_{0}}+\varepsilon^{-c_{0}} \cdot k n^{-1 / 6.5}, & \text { otherwise. }\end{cases}
\end{aligned}
$$

Now with the same $\mathcal{W}_{\varepsilon, \delta, \vartheta}$ as in (11.14) using $\varepsilon \equiv \varepsilon_{n} \equiv n^{-\vartheta}$, for any $\mu_{0} \in \mathcal{U}_{\vartheta} \cap$ $\mathcal{W}_{\varepsilon, \delta, \vartheta}$, we may further replace $\bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}(\eta)$ by $\mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}(\eta)$ in the above display (with a possibly slightly larger $\varepsilon_{\left\{m_{\ell}\right\}}$, but for notational simplicity we abuse this notation). In summary, for any $\mu_{0} \in \mathcal{U}_{\vartheta} \cap \mathcal{W}_{\varepsilon, \delta, \vartheta}$, on an event $E_{4}$ with $\mathbb{P}\left(E_{4}^{c}\right) \leq \mathfrak{p}_{0}$,

$$
\sup _{\eta \in \Xi_{L}}\left|R_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{CV}, k}(\eta)-\left(\mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}(\eta)+\sigma_{\xi}^{2}\right)\right| \leq \varepsilon_{\left\{m_{\ell}\right\}}
$$

From here, using similar arguments as in (12.3)-(12.4), on the event $E_{4}$,

$$
\left|\mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}\left(\hat{\eta}^{\mathrm{CV}}\right)-\min _{\eta \in \Xi_{L}} \mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}(\eta)\right| \leq 2 \varepsilon_{\left\{m_{\ell}\right\}}
$$

Similar to (12.5), on the event $E_{4}$, we have

$$
\begin{equation*}
\left|\widehat{\eta}^{\mathrm{CV}}-\eta_{*}\right| \leq C_{4} \cdot \varepsilon_{\left\{m_{\ell}\right\}}^{1 / 2} . \tag{12.11}
\end{equation*}
$$

From here we may argue along the same lines as those following (12.5) in the proof of Theorem 4.2 to conclude with probability estimated at $\mathfrak{p}_{0}$, by further noting that $\mathcal{U}_{\vartheta} \cap \mathcal{W}_{\varepsilon, \delta, \vartheta}$ satisfies the desired volume estimate. Under the further condition $\min _{\ell \in[k]} m_{\ell} \geq \log ^{2 / \delta} m$, by taking $\varrho=\delta, \mathfrak{p}_{0}$ simplifies as indicated in the statement of the theorem for $n$ large.
12.4. Proof of Theorem 4.4. We only prove the case for $\#=G C V$; the other case is similar. All constants in $\lesssim, \gtrsim, \asymp$ and $O$ may possibly depend on $K, L$. Let $\mathcal{W}_{\varepsilon, \delta, \vartheta} \subset B_{n}(1) \backslash B_{n}(\delta)$ be as constructed in (11.14) with $\varepsilon \equiv \varepsilon_{n} \equiv n^{-\vartheta}$.
(1). We first prove the statement for the length of the CI. Note that $\left|\mathrm{CI}_{j}(\eta)\right|=$ $2 \widehat{\gamma}_{\eta}\left(\Sigma^{-1}\right)_{j j}^{1 / 2} z_{\alpha / 2} / \sqrt{n}$. By Theorem 4.1-(2), on an event $E_{0}$ with the probability indicated therein,

$$
\max _{j \in[n]} \sup _{\eta \in \Xi_{L}}| | \mathrm{CI}_{j}(\eta)\left|-2 \gamma_{\eta, *}\left(\Sigma^{-1}\right)_{j j}^{1 / 2} \frac{z_{\alpha / 2}}{\sqrt{n}}\right| \leq \frac{2\left\|\Sigma^{-1}\right\|_{\mathrm{op}}^{1 / 2} z_{\alpha / 2}}{\sqrt{n}} \sup _{\eta \in \Xi_{L}}\left|\widehat{\gamma}_{\eta}-\gamma_{\eta, *}\right| \lesssim \frac{z_{\alpha / 2}}{\sqrt{n}} \cdot \varepsilon
$$

Consequently, on the event $E_{0}$, for any $\mu_{0} \in \mathcal{W}_{\varepsilon, \delta, \vartheta}$,

$$
\begin{aligned}
& \sqrt{n} z_{\alpha / 2}^{-1} \cdot \max _{j \in[n]}| | \mathrm{CI}_{j}\left(\bar{\eta}^{\mathrm{GCV}}\right)\left|-\min _{\eta \in \Xi_{L}}\right| \mathrm{CI}_{j}(\eta)| | \\
& \lesssim \mid \gamma_{\widehat{\eta}^{\mathrm{GCV}}}^{, *} \\
& \lesssim \min _{\eta \in \Xi_{L}} \gamma_{\eta, *} \mid+\varepsilon \\
& \lesssim\left|\gamma_{\widehat{\eta}}^{2} \mathrm{GCV}_{, *}-\min _{\eta \in \Xi_{L}} \gamma_{\eta, *}^{2}\right|+\varepsilon \quad \text { (using Proposition 8.1-(3)) } \\
& \asymp\left|\bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{pred}}\left(\widehat{\eta}^{\mathrm{GCV}}\right)-\min _{\eta \in \Xi_{L}} \bar{R}_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}(\eta)\right|+\varepsilon \quad \text { (using definition of } \gamma_{\eta, *}^{2} \text { ) } \\
& \lesssim\left|\mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{pred}}\left(\bar{\eta}^{\mathrm{GCV}}\right)-\min _{\eta \in \Xi_{L}} \mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}(\eta)\right|+\varepsilon \quad \text { (using Theorem 3.2). }
\end{aligned}
$$

As in the proof of Theorem 4.2, for $\sigma_{\xi}^{2} \leq K, \eta_{*}=\operatorname{SNR}_{\mu_{0}}^{-1} \in \Xi_{L}$, so by using Proposition 11.3-(2), on the event $E_{0}$, for any $\mu_{0} \in \mathcal{W}_{\varepsilon, \delta, \vartheta}$,

$$
\begin{aligned}
& \sqrt{n} z_{\alpha / 2}^{-1} \cdot \max _{j \in[n]}| | \mathrm{CI}_{j}\left(\widehat{\eta}^{\mathrm{GCV}}\right)\left|-\min _{\eta \in \Xi_{L}}\right| \mathrm{CI}_{j}(\eta)| | \\
& \lesssim\left|\mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{pred}}\left(\widehat{\eta}^{\mathrm{GCV}}\right)-\mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{pred}}\left(\eta_{*}\right)\right|+\varepsilon \lesssim\left|\widehat{\eta}^{\mathrm{GCV}}-\eta_{*}\right|^{2}+\varepsilon .
\end{aligned}
$$

The above reasoning also proves that on the same event $E_{0}$, for any $\mu_{0} \in \mathcal{W}_{\varepsilon, \delta, \vartheta}$,

$$
\left|\gamma_{\widehat{\eta}^{\mathrm{GCv}}}^{, *}\right|-\gamma_{\eta_{*}, *}\left|\lesssim \widehat{\eta}^{\mathrm{GCV}}-\eta_{*}\right|^{2}+\varepsilon
$$

From here, in view of (12.5), by adjusting constants, on an event $E_{1}$ with $\mathbb{P}\left(E_{1}^{c}\right) \leq$ $C_{1} n^{-1 / 7}$, it holds that

$$
\begin{align*}
& \sqrt{n} z_{\alpha / 2}^{-1} \cdot \max _{j \in[n]}\left|\left|\mathrm{CI}_{j}\left(\widehat{\eta}^{\mathrm{GCV}}\right)\right|-\min _{\eta \in \Xi_{L}}\right| \mathrm{CI}_{j}(\eta)| | \\
& \quad \vee \mid \gamma_{\widehat{\eta}^{\mathrm{GCv}}}^{,_{*}} \tag{12.12}
\end{align*}-\gamma_{\eta_{*}, *}|\vee| \widehat{\eta}^{\mathrm{GCV}}-\left.\eta_{*}\right|^{2} \leq \varepsilon .
$$

This proves the claim for the length of the CI.
(2). Next we prove the statement for the coverage. We note that a similar Lipschitz continuity argument as in the proof of Lemma 11.4 shows that for any 1-Lipschitz $\mathrm{g}: \mathbb{R}^{n} \rightarrow \mathbb{R}$, on an event $E_{2}(\mathrm{~g})$ with $\mathbb{P}\left(E_{2}(\mathrm{~g})^{c}\right) \leq C n^{-1 / 7}$,

$$
\begin{equation*}
\sup _{\eta \in \Xi_{L}}\left|\mathrm{~g}\left(\hat{\mu}_{\eta}^{\mathrm{dR}}\right)-\mathbb{E} \mathrm{g}\left(\mu_{0}+\gamma_{\eta, *} \Sigma^{-1 / 2} g / \sqrt{n}\right)\right| \leq \varepsilon \tag{12.13}
\end{equation*}
$$

On the other hand, using the Lipschitz continuity of $\eta \mapsto \tau_{\eta, *}$ in Proposition 8.1-(3),

$$
\begin{aligned}
\left|\mathrm{g}\left(\widehat{\mu}_{\widehat{\eta}}^{\mathrm{dR}} \mathrm{GCV}\right)-\mathrm{g}\left(\widehat{\mu}_{\eta_{*}}^{\mathrm{dR}}\right)\right| & \leq\left\|\widehat{\mu}_{\bar{\eta}^{\mathrm{GCV}}}^{\mathrm{dR}}-\widehat{\mu}_{\eta_{*}}^{\mathrm{dR}}\right\| \\
& \lesssim\left|\tau_{\bar{\eta}^{\mathrm{GCv}}, *}-\tau_{\eta_{*}, *}\right| \sup _{\eta \in \Xi_{L}}\left\|\widehat{\mu}_{\eta}\right\|+\left\|\widehat{\mu}_{\widehat{\eta}} \mathrm{GCv}-\widehat{\mu}_{\eta_{*}}\right\| \\
& \lesssim\left\|\widehat{\eta}^{\mathrm{GCV}}-\eta_{*}\right\| \sup _{\eta \in \Xi_{L}}\left\|\widehat{\mu}_{\eta}\right\|+\left\|\widehat{\mu}_{\widehat{\eta}^{\mathrm{GCv}}}-\widehat{\mu}_{\eta_{*}}\right\|
\end{aligned}
$$

So by enlarging $C_{1}$ if necessary, we may assume without loss of generality that on $E_{1} \cap E_{2}(\mathrm{~g})$, we have

$$
\begin{equation*}
\left|\mathrm{g}\left(\widehat{\mu}_{\bar{\eta}^{\mathrm{GCV}}}^{\mathrm{dR}}\right)-\mathrm{g}\left(\hat{\mu}_{\eta_{*}}^{\mathrm{dR}}\right)\right| \leq C_{1} \varepsilon^{1 / 2} \tag{12.14}
\end{equation*}
$$

Now we shall make a good choice of $g$ in (12.12). Let $\Delta \in(0,1)$ and $g_{0, \Delta}: \mathbb{R} \rightarrow$ $[0,1]$ be a function such that $g_{0, \Delta}=1$ on $[-1,1], g_{0, \Delta}=0$ on $\mathbb{R} \backslash(-1-\Delta, 1+\Delta)$, and linearly interpolated in $(-1-\Delta,-1) \cup(1,1+\Delta)$. Let

$$
\begin{equation*}
\mathrm{g}(u) \equiv \frac{\Delta}{n} \sum_{j=1}^{n} \mathrm{~g}_{0, \Delta}\left(\frac{u_{j}-\mu_{0, j}}{\left(\gamma_{\eta_{*}, *}+\varepsilon\right)\left(\Sigma^{-1}\right)_{j j}^{1 / 2} z_{\alpha / 2} / \sqrt{n}}\right) \tag{12.15}
\end{equation*}
$$

It is easy to verify the Lipschitz property of g : for any $u_{1}, u_{2} \in \mathbb{R}^{n},\left|\mathrm{~g}\left(u_{1}\right)-\mathrm{g}\left(u_{2}\right)\right| \lesssim$ $n^{-1 / 2} \Delta\left\|g_{0, \Delta}\right\|_{\operatorname{Lip}} \sum_{j=1}^{n}\left|u_{1, j}-u_{2, j}\right| \lesssim\left\|u_{1}-u_{2}\right\|$. Consequently, we may apply (12.13) with $g$ defined in (12.15) to obtain that on the event $E_{1} \cap E_{2}(\mathrm{~g})$,

$$
\mathscr{C}^{\mathrm{dR}}\left(\widehat{\eta}^{\mathrm{GCV}}\right)=\frac{1}{n} \sum_{j=1}^{n} \mathbf{1}\left(\widehat{\mu}_{\widehat{\eta}^{\mathrm{GCV}}, j}^{\mathrm{dR}} \in\left[\mu_{0, j} \pm \widehat{\gamma}_{\widehat{\eta}} \mathrm{GCV}\left(\Sigma^{-1}\right)_{j j}^{1 / 2} \frac{z_{\alpha / 2}}{\sqrt{n}}\right]\right)
$$

$$
\begin{align*}
& \leq \frac{1}{n} \sum_{j=1}^{n} \mathbf{1}\left(\widehat{\mu}_{\widehat{\eta}^{\mathrm{GCV}}, j}^{\mathrm{dR}} \in\left[\mu_{0, j} \pm\left(\gamma_{\eta_{*}, *}+\varepsilon\right)\left(\Sigma^{-1}\right)_{j j}^{1 / 2} \frac{z_{\alpha / 2}}{\sqrt{n}}\right]\right) \\
& \leq \Delta^{-1} \cdot \mathrm{~g}\left(\widehat{\mu}_{\eta_{\mathrm{GCV}} \mathrm{dR}}\right) \quad\left(\text { using } \mathbf{1}_{[-1,1]} \leq \mathrm{g}_{0, \Delta}\right) \\
& \leq \Delta^{-1} \cdot \mathrm{~g}\left(\widehat{\mu}_{\eta_{*}}^{\mathrm{dR}}\right)+O\left(\varepsilon^{1 / 2} / \Delta\right) \quad(\text { by }(12.14)) \\
& \leq \Delta^{-1} \cdot \mathbb{E} \mathrm{~g}\left(\mu_{0}+\gamma_{\eta_{*}, *} \Sigma^{-1 / 2} g / \sqrt{n}\right)+O\left(\varepsilon^{1 / 2} / \Delta\right) \tag{12.16}
\end{align*}
$$

Now using $g_{0, \Delta} \leq \mathbf{1}_{[-1-\Delta, 1+\Delta]}$ and the anti-concentration of the standard normal random variable, we may compute

$$
\begin{align*}
& \Delta^{-1} \cdot \mathbb{E} g\left(\mu_{0}+\gamma_{\eta_{*, *}} \Sigma^{-1 / 2} g / \sqrt{n}\right)=\mathbb{E} g_{0, \Delta}\left(\frac{\gamma_{\eta_{*}, *}}{\gamma_{\eta_{*, *}}+\varepsilon} \cdot \frac{g}{z_{\alpha / 2}}\right) \\
& \leq \mathbb{P}\left(\mathcal{N}(0,1) \in\left[ \pm z_{\alpha / 2} \cdot\left(1+\varepsilon / \gamma_{\eta_{*, *}}\right) \cdot(1+\Delta)\right]\right) \leq 1-\alpha+O(\varepsilon+\Delta) \tag{12.17}
\end{align*}
$$

Combining the above two displays (12.16)-(12.17), on the event $E_{1} \cap E_{2}(\mathrm{~g})$,

$$
\mathscr{C}^{\mathrm{dR}}\left(\hat{\eta}^{\mathrm{GCV}}\right) \leq 1-\alpha+O\left(\varepsilon+\Delta+\varepsilon^{1 / 2} / \Delta\right)
$$

Finally choosing $\Delta=\varepsilon^{1 / 4}$ to conclude the upper control. The lower control can be proved similarly so we omit the details.

## Appendix A. Further results on $\mathrm{OPT}_{\left(\Sigma, \mu_{0}\right)}^{\#}$

For $\# \in\left\{\right.$ pred, est, in\}, recall $\mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta)$ defined in Theorem 3.2, and the optimally tuned risks $\mathrm{OPT}_{\left(\Sigma, \mu_{0}\right)}^{\#}$ defined as $\mathrm{OPT}_{\left(\Sigma, \mu_{0}\right)}^{\#}=\min _{\eta \geq 0} \mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\#}(\eta) / \sigma_{\xi}^{2}=$ $\mathscr{R}_{\left(\Sigma, \mu_{0}\right)}^{\#}\left(\eta_{*}\right) / \sigma_{\xi}^{2}$ with $\eta_{*}=\operatorname{SNR}_{\mu_{0}}^{-1}$.

Proposition A.1. We have

$$
\mathrm{OPT}_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}=\frac{\phi \tau_{\eta_{*}, *}}{\eta_{*}}-1, \mathrm{OPT}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{est}}=\frac{1-\phi}{\eta_{*}}+\frac{1}{\tau_{\eta_{*}, *}}, \mathrm{OPT}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{in}}=-\frac{\eta_{*}}{\tau_{\eta_{*, *}}}+\phi
$$

Consequently,
(1) $\mathrm{OPT}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{est}}=\mathrm{SNR}_{\mu_{0}}\left(1-\phi+\frac{\phi}{\mathrm{OPT}_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}+1}\right)$, and $\mathrm{OPT}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{in}}=\phi \cdot \frac{\mathrm{OPT}_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }}}{\mathrm{OPT}_{\left(\Sigma, \mu_{0}\right)}^{\text {pre }}+1}$;
(2) $\partial_{\phi} \mathrm{OPT}_{\left(\Sigma, \mu_{0}\right)}^{\text {pred }} \leq 0, \partial_{\phi} \mathrm{OPT}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{est}} \leq 0$, and $\partial_{\phi} \mathrm{OPT}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{in}} \geq 0$.

Proof. We only need to verify (2). This follows from the formula for $\mathrm{OPT}_{\left(\Sigma, \mu_{0}\right)}^{\#}$ and the following simple consequences of the second equation of (2.1):

- $\partial_{\phi} \tau_{\eta_{*}, *} \leq 0$,
- $\partial_{\phi}\left(\phi \tau_{\eta_{*, *}}\right)=n^{-1} \operatorname{tr}\left(\left(\Sigma+\tau_{\eta_{*, *}} I\right)^{-2} \Sigma^{2}\right) \cdot \partial_{\phi} \tau_{\eta_{*, *}} \leq 0$,
- $-\eta_{*}^{-1}+\partial_{\phi} \tau_{\eta_{*}, *}^{-1}=\eta_{*}^{-1} n^{-1} \operatorname{tr}\left(\left(\Sigma+\tau_{\eta_{*}, *} I\right)^{-2} \Sigma\right) \cdot \partial_{\phi} \tau_{\eta_{*}, *} \leq 0$.

The proof is complete.
The first claim in (1) above provides a non-asymptotic version of [DW18, Corollary 2.2], while the first claim in (2) gives a non-asymptotic analogue of the monotonicity result obtained in [PD23, Theorem 6]. Interestingly, (2) also asserts the monotonicity of $\mathrm{OPT}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{est}}, \mathrm{OPT}_{\left(\Sigma, \mu_{0}\right)}^{\mathrm{in}}$ with respect to $\phi^{-1}$.

## Appendix B. Auxiliary results

Proposition B.1. Let $H: \mathbb{R}^{n} \rightarrow \mathbb{R}_{\geq 0}$ be a non-negative, differentiable function. Suppose there exists some deterministic $\Gamma>0$ such that $\|\nabla H(g)\|^{2} \leq \Gamma^{2} H(g)$ almost surely for $g \sim \mathcal{N}\left(0, I_{n}\right)$. Then there exists some universal constant $C>0$ such that for all $t \geq 0$,

$$
\mathbb{P}\left(|H(g)-\mathbb{E} H(g)| / C \geq \Gamma \mathbb{E}^{1 / 2} H(g) \cdot \sqrt{t}+\Gamma^{2} \cdot t\right) \leq C e^{-t / C}
$$

Proof. The method of proof via the Gaussian log-Sobolev inequality and the Herbst's argument is well known. We give some details for the convenience of the reader. Let $Z \equiv H(g)-\mathbb{E} H(g)$ be the centered version of $H$, and $G(g) \equiv \lambda Z=$ $\lambda(H(g)-\mathbb{E} H(g))$. Then $\|\nabla G(g)\|^{2}=\lambda^{2}\|\nabla H(g)\|^{2} \leq \lambda^{2} \Gamma^{2} \cdot H(g)=\lambda^{2} \Gamma^{2} \cdot(Z+\mathbb{E} H(g))$. By the Gaussian log-Sobolev inequality (see e.g., [BLM13, Theorem 5.4], or [GN16, Theorem 2.5.6]),

$$
\operatorname{Ent}\left(e^{\lambda Z}\right)=\mathbb{E}\left[\lambda Z e^{\lambda Z}\right]-\mathbb{E} e^{\lambda Z} \log \mathbb{E} e^{\lambda Z} \leq \frac{1}{2} \mathbb{E}\left[\lambda^{2} \Gamma^{2}(Z+\mathbb{E} H(g)) e^{\lambda Z}\right] .
$$

With $m_{Z}(\lambda) \equiv \mathbb{E} e^{\lambda Z}$ denoting the moment generation function of $Z$, the above inequality is equivalent to

$$
\lambda m_{Z}^{\prime}(\lambda)-m_{Z}(\lambda) \log m_{Z}(\lambda) \leq \frac{\Gamma^{2} \lambda^{2}}{2}\left(m_{Z}^{\prime}(\lambda)+\mathbb{E} H(g) \cdot m_{Z}(\lambda)\right) .
$$

Now dividing $\lambda^{2} m_{\lambda}(Z)$ on both sides of the above display, we have $\left(\log m_{Z}(\lambda) / \lambda\right)^{\prime} \leq \frac{\Gamma^{2}}{2}\left(\log m_{Z}(\lambda)+\lambda \mathbb{E} H(g)\right)^{\prime}$. Integrating both sides with the condition $\lim _{\lambda \downarrow 0}\left(\log m_{Z}(\lambda) / \lambda\right)=0$ and $\log m_{Z}(\lambda)=0$, we arrive at $\log m_{Z}(\lambda) \leq$ $\frac{\Gamma^{2}}{2}\left(\lambda \log m_{Z}(\lambda)+\lambda^{2} \mathbb{E} H(g)\right)$. Solving for $\log m_{Z}(\lambda)$ and using the standard method to convert to tail bound yield the claimed inequality.

Lemma B.2. Let $\Sigma \in \mathbb{R}^{n \times n}$ be an invertible covariance matrix with $\|\Sigma\|_{\mathrm{op}} \vee$ $\left\|\Sigma^{-1}\right\|_{\text {op }} \leq K$ for some $K>0$. Then for any $q \in(0, \infty)$, there exists some $C=C(K, q)>0$ such that

$$
\left|\frac{\mathbb{E}\|\mathcal{N}(0, \Sigma)\|_{q}}{\|\operatorname{diag}(\Sigma)\|_{q / 2}^{1 / 2} M_{q}}-1\right| \leq C n^{-\frac{1}{q{ }^{2}}} \sqrt{\log n} .
$$

where $M_{q} \equiv \mathbb{E}^{1 / q}|\mathcal{N}(0,1)|^{q}=2^{1 / 2}\{\Gamma((q+1) / 2) / \sqrt{\pi}\}^{1 / q}$.
Proof. Let $g \sim \mathcal{N}\left(0, I_{n}\right)$. We first prove that for some $C_{0}>1$,

$$
\begin{equation*}
n^{\frac{1}{q^{2}}} / C_{0} \leq \mathbb{E}\left\|\Sigma^{1 / 2} g\right\|_{q} \leq C_{0} n^{\frac{1}{q}} . \tag{B.1}
\end{equation*}
$$

The upper bound in the above display is trivial. For the lower bound, using $\|x\| \leq$ $n^{\frac{1}{2}-\frac{1}{q q^{2}}}\|x\|_{q}$, we find $\mathbb{E}\left\|\Sigma^{1 / 2} g\right\|_{q} \geq n^{-\frac{1}{2}+\frac{1}{q V^{2}}} \mathbb{E}\left\|\Sigma^{1 / 2} g\right\| \gtrsim n^{\frac{1}{q \gamma^{2}}}$. This proves (B.1).

As $\|x\|_{q} \leq n^{-\frac{1}{2}+\frac{1}{q \wedge^{2}}\|x\| \text {, the map } g \mapsto\left\|\Sigma^{1 / 2} g\right\|_{q} \text { is }\|\Sigma\|_{\text {op }}^{1 / 2} n^{-\frac{1}{2}+\frac{1}{q \lambda^{2}}} \text {-Lipschitz with }}$ respect to $\|\cdot\|$. So by Gaussian concentration, for any $t \geq 0$,

$$
\mathbb{P}\left(E(t)^{c} \equiv\left\{\left.n^{\frac{1}{2}-\frac{1}{q \Lambda^{2}}}| | \Sigma^{1 / 2} g\left\|_{q}-\mathbb{E}\right\| \Sigma^{1 / 2} g \|_{q} \right\rvert\, \geq C \sqrt{t}\right\}\right) \leq C e^{-t / C} .
$$

Consequently, using the above concentration and (B.1),

$$
\begin{aligned}
\mathbb{E}\left\|\Sigma^{1 / 2} g\right\|_{q}^{q} & \leq \mathbb{E}\left\|\Sigma^{1 / 2} g\right\|_{q}^{q} 1_{E(t)}+\mathbb{E}^{1 / 2}\left\|\Sigma^{1 / 2} g\right\|_{q}^{2 q} \cdot \mathbb{P}^{1 / 2}\left(E(t)^{c}\right) \\
& \leq\left(\mathbb{E}\left\|\Sigma^{1 / 2} g\right\|_{q}+C \sqrt{t}\right)^{q}+C \cdot n^{1 / q} \mathbb{P}^{1 / 2}\left(E(t)^{c}\right) \\
& \leq\left(\mathbb{E}\left\|\Sigma^{1 / 2} g\right\|_{q}\right)^{q} \cdot\left\{\left(1+C n^{-\frac{1}{q{ }^{2}}} \sqrt{t}\right)^{q}+C \cdot n^{\frac{1}{q}-\frac{1}{q q^{2}}} \mathbb{P}^{1 / 2}\left(E(t)^{c}\right)\right\} .
\end{aligned}
$$

By choosing $t=C_{1} \log n$ for some sufficiently large $C_{1}>0$, we have

$$
\frac{\mathbb{E}\|\mathcal{N}(0, \Sigma)\|_{q}}{\|\operatorname{diag}(\Sigma)\|_{q / 2}^{1 / 2} M_{q}}=\frac{\mathbb{E}\left\|\Sigma^{1 / 2} g\right\|_{q}}{\mathbb{E}^{1 / q}\left\|\Sigma^{1 / 2} g\right\|_{q}^{q}} \geq\left(1-C n^{-\frac{1}{q / 2}} \sqrt{\log n}\right)_{+} .
$$

The upper bound follows similarly.
Lemma B.3. Let $Z \in \mathbb{R}^{m \times n}$ be a random matrix with independent, mean-zero, unit variance, uniformly sub-gaussian components. Suppose the coordinates of $\xi$ are i.i.d. mean zero and uniformly subgaussian with variance $\sigma_{\xi}^{2}>0$, and are independent of $Z$. Then there exists some universal constant $C>0$ such that for any $b \in \mathbb{R}^{n}$ and $0<\varrho \leq 1$, with probability at least $1-C e^{-m^{o} / C}$,

$$
\left|m^{-1}\|Z b+\xi\|^{2}-\left(\|b\|^{2}+\sigma_{\xi}^{2}\right)\right| \leq C \cdot\left(\sigma_{\xi}^{2} \vee\|b\|^{2}\right) \cdot m^{-(1-\varrho) / 2}
$$

Proof. Let $Z_{1}, \ldots, Z_{m} \in \mathbb{R}^{n}$ be the rows of $Z$. Then

$$
\frac{1}{m}\|Z b+\xi\|^{2}=\|b\|^{2} \frac{1}{m} \sum_{i=1}^{m}\left\langle Z_{i}, \frac{b}{\|b\|}\right\rangle^{2}+\frac{2 \sigma_{\xi}\|b\|}{m} \sum_{i=1}^{n} \frac{\xi_{i}}{\sigma_{\xi}}\left\langle Z_{i}, \frac{b}{\|b\|}\right\rangle+\sigma_{\xi}^{2} \frac{\left\|\xi / \sigma_{\xi}\right\|^{2}}{m}
$$

Using standard concentration estimates, with probability at least $1-C e^{-m^{g} / C}$,

- $\left|\|b\|^{2} \frac{1}{m} \sum_{i=1}^{m}\left\langle Z_{i}, \frac{b}{\|b\|}\right\rangle^{2}-\|b\|^{2}\right| \leq C\|b\|^{2} \cdot m^{-(1-\varrho) / 2}$,
- $\left|\frac{2 \sigma_{\xi}\|b\|}{m} \sum_{i=1}^{n} \frac{\xi_{i}}{\sigma_{\xi}}\left\langle Z_{i}, \frac{b}{\|b\| \|}\right\rangle\right| \leq C \sigma_{\xi}\|b\| \cdot m^{-(1-\varrho) / 2}$,
- $\left|\sigma_{\xi}^{2} \frac{\left\|\xi / \sigma_{\xi}\right\|^{2}}{m}-\sigma_{\xi}^{2}\right| \leq C \sigma_{\xi}^{2} \cdot m^{-(1-\varrho) / 2}$.

Collecting the bounds to conclude.
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