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#### Abstract

The $\boldsymbol{\beta}$-model for random graphs is commonly used for representing pairwise interactions in a network with degree heterogeneity. Going beyond pairwise interactions, Stasi et al. [45] introduced the hypergraph $\boldsymbol{\beta}$-model for capturing degree heterogeneity in networks with higher-order (multi-way) interactions. In this paper we initiate the rigorous study of the hypergraph $\boldsymbol{\beta}$-model with multiple layers, which allows for hyperedges of different sizes across the layers. To begin with, we derive the rates of convergence of the maximum likelihood (ML) estimate and establish their minimax rate optimality. We also derive the limiting distribution of the ML estimate and construct asymptotically valid confidence intervals for the model parameters. Next, we consider the goodness-of-fit problem in the hypergraph $\boldsymbol{\beta}$-model. Specifically, we establish the asymptotic normality of the likelihood ratio (LR) test under the null hypothesis, derive its detection threshold, and also its limiting power at the threshold. Interestingly, the detection threshold of the LR test turns out to be minimax optimal, that is, all tests are asymptotically powerless below this threshold. The theoretical results are further validated in numerical experiments. In addition to developing the theoretical framework for estimation and inference for hypergraph $\boldsymbol{\beta}$-models, the above results fill a number of gaps in the graph $\boldsymbol{\beta}$-model literature, such as the minimax optimality of the ML estimates and the non-null properties of the LR test, which, to the best of our knowledge, have not been studied before.


## 1. Introduction

The $\boldsymbol{\beta}$-model is an exponential family distribution on graphs with the degree sequence as the sufficient statistic. Specifically, in the $\boldsymbol{\beta}$-model with vertex set $[n]:=\{1,2, \ldots, n\}$, the edge $(i, j)$ is present independently with probability

$$
\begin{equation*}
p_{i j}:=\frac{e^{\beta_{i}+\beta_{j}}}{1+e^{\beta_{i}+\beta_{j}}} \tag{1.1}
\end{equation*}
$$

for $1 \leqslant i<j \leqslant n$ and $\boldsymbol{\beta}=\left(\beta_{1}, \beta_{2}, \ldots, \beta_{n}\right) \in \mathbb{R}^{n}$. This model was first considered by Park and Newman [41] and can also be viewed as the undirected version of the $p_{1}$-model that appear in the earlier work of Holland and Leinhardt [26]. Thereafter, the $\boldsymbol{\beta}$-model has been widely used for capturing degree heterogeneity in networks (see Blitzstein and Diaconis [7], Chen et al. [11], Graham [23], Jackson et al. [28], among several others). The term $\boldsymbol{\beta}$-model can be attributed to the seminal paper of Chatterjee et al. [10], which provides the theoretical foundations for parameter estimation in this model.

While random graph models, such as the $\boldsymbol{\beta}$-model, are important tools for understanding binary (pairwise) relational data, in many modern applications interactions occur not just between pairs, but among groups of agents. Examples include folksonomy [17], collaboration networks [29, 30, 42], complex ecosystems [24], biological networks [37, 43], circuit design [32], computer vision [1], among others. Hypergraphs provide the natural mathematical framework for modeling such higher-order interactions [4, 5, 6]. Formally, a hypergraph $H$ is denoted by $H=(V(H), E(H))$, where $V(H)$ is the vertex set (the agents in the network) and $E(H)$ is a collection of non-empty subsets of $V(H)$. The elements in $E(H)$, referred to as hyperedges, represent the interactions among groups of agents. Motivated by the emergence of complex
relational data with higher-order structures, there has been a slew of recent results on modeling random hypergraphs, community detection, recovery, clustering, and motif analysis, among others (see $[2,3,15,18,19,20,21,22,27,33,34,35,36,40,51,57,58,59]$ and the references therein).

In this paper we study the hypergraph $\boldsymbol{\beta}$-model, introduced by Stasi et al. [45], that allows one to incorporate degree heterogeneity in higher-order networks. Like the graph $\boldsymbol{\beta}$-model (1.1), this is an exponential family on hypergraphs where the (hypergraph) degrees are the sufficient statistics. In its general form it allows for layered hypergraphs with hyperedges of different sizes across the layers. To describe the model formally we need a few notations: For $r \geqslant 2$, denote by $\binom{[n]}{r}$ the collection of all $r$-element subsets of $[n]:=\{1,2, \ldots, n\}$. A hypergraph $H=(V(H), E(H))$ is said to be $r$-uniform if every element in $E(H)$ has cardinality $r$. (Clearly, 2-uniform hypergraphs are simple graphs.) We will denote by $\mathcal{H}_{n, r}$ the collection of all $r$-uniform hypergraphs with vertex set $[n]$ and $\mathcal{H}_{n,[r]}:=\bigcup_{s=2}^{r} \mathcal{H}_{n, s}$, the collection of all hypergraphs with vertex set $[n]$ where every hyperedge has size at most $r$. Then the $r$-layered hypergraph $\boldsymbol{\beta}$-model is a probability distribution on $\mathcal{H}_{n,[r]}$ defined as follows:
Definition 1.1. [45] Fix $r \geqslant 2$ and parameters $\boldsymbol{B}:=\left(\boldsymbol{\beta}_{2}, \ldots, \boldsymbol{\beta}_{r}\right)$, where $\boldsymbol{\beta}_{s}:=\left(\beta_{s, v}\right)_{v \in[n]} \in \mathbb{R}^{n}$. The r-layered hypergraph $\boldsymbol{\beta}$-model is a random hypergraph in $\mathcal{H}_{n,[r]}$, denoted by $\mathrm{H}_{[r]}(n, \boldsymbol{B})$, where, for every $2 \leqslant s \leqslant r$, the hyperedge $\left\{v_{1}, v_{2}, \ldots, v_{s}\right\} \in\binom{[n]}{s}$ is present independently with probability:

$$
\begin{equation*}
p_{v_{1}, v_{2}, \ldots, v_{s}}:=\frac{e^{\beta_{s, v_{1}}+\ldots+\beta_{s, v_{s}}}}{1+e^{\beta_{s, v_{1}}+\ldots+\beta_{s, v_{s}}}} \tag{1.2}
\end{equation*}
$$

This model can be expressed as an exponential family on $\mathcal{H}_{n,[r]}$ with the hypergraph degrees up to order $r$ as the sufficient statistics (see (2.2)). Specifically, the parameter $\beta_{s, u}$ encodes the popularity of the node $u \in[n]$ to form groups of size $s$, for $2 \leqslant s \leqslant r$. Consequently, $\beta_{s, u}$ controls the local density of hyperedges of size $s$ around the around node $u$. The model (1.2) includes as a special case the classical graph $\boldsymbol{\beta}$-model (when $r=2$ ) and also the $r$-uniform hypergraph $\boldsymbol{\beta}$-model, where only the hyperedges of size $r$ are present. More formally, given parameters $\boldsymbol{\beta}=\left(\beta_{1}, \beta_{2}, \ldots, \beta_{n}\right) \in \mathbb{R}^{n}$, the $r$-uniform hypergraph $\boldsymbol{\beta}$-model is a random hypergraph in $\mathcal{H}_{n, r}$, denoted by $\mathrm{H}_{r}(n, \boldsymbol{\beta})$, where each $r$-element hyperedge $\left\{v_{1}, v_{2}, \ldots, v_{r}\right\} \in\binom{[n]}{r}$ is present independently with probability:

$$
\begin{equation*}
p_{v_{1}, v_{2}, \ldots, v_{r}}:=\frac{e^{\beta_{v_{1}}+\ldots+\beta_{v_{r}}}}{1+e^{\beta_{v_{1}}+\ldots+\beta_{v_{r}}}} \tag{1.3}
\end{equation*}
$$

It is worth noting that, since the degrees are the sufficient statistics in the aforementioned models, it is enough to observe only the degree sequences (not the entire network) for inference regarding the model parameters. This feature makes the $\boldsymbol{\beta}$-model particularly attractive because collecting information about the entire network can often be difficult for cost or privacy reasons. For example, Elmer et al. [16] (see also Zhang et al. [60]) studied social networks between a group of Swiss students before and during COVID-19 lockdown, where, for privacy reasons, only the total number of connections of each student in the network (that is, the degrees of the vertices) were released. The $\boldsymbol{\beta}$-model is also relevant in the analysis of aggregated relational data, where instead of asking about connections between groups of individuals directly, one collects data on the number of connections of an individual with a given feature (see, for example, Breza et al. [8] and the references therein).

Stasi et al. [45] proposed two algorithms for computing the maximum likelihood (ML) estimates for the hypergraph $\boldsymbol{\beta}$ models described above and reported their empirical performance. However, the statistical properties of the ML estimates in these models have remained unexplored.
1.1. Summary of Results. In this paper we develop a framework for estimation and inference in the hypergraph $\boldsymbol{\beta}$-model. Along the way, we obtain a number of new results on the graph $\beta$-model as well. The following is a summary of the results:

- Estimation: In Section 2 we derive the rates of convergence of the ML estimates in $r$ layered hypergraph $\boldsymbol{\beta}$-model (1.2), both in the $L_{\infty}$ and the $L_{2}$ norms. Specifically, we show that given a sample $H_{n} \sim \mathrm{H}_{[r]}(n, \boldsymbol{B})$ from the $r$-layered hypergraph $\boldsymbol{\beta}$-model, the ML estimate $\hat{\boldsymbol{B}}=\left(\hat{\boldsymbol{\beta}}_{2}, \ldots, \hat{\boldsymbol{\beta}}_{r}\right)$ of $\boldsymbol{B}$ satisfies:

$$
\begin{equation*}
\left\|\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\beta}_{s}\right\|_{2} \lesssim_{s, M} \sqrt{\frac{1}{n^{s-2}}} \quad \text { and } \quad\left\|\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\beta}_{s}\right\|_{\infty} \lesssim_{s, M} \sqrt{\frac{\log n}{n^{s-1}}}, \tag{1.4}
\end{equation*}
$$

for $2 \leqslant s \leqslant r$, with probability going to 1 (see Theorem 2.1 ). These extend the results of Chatterjee et al. [10] on the graph $\boldsymbol{\beta}$-model, where the rate of convergence of the ML estimate was derived only in the $L_{\infty}$ norm, to the hypergraph case. Next, in Theorem 2.2 we show that both the rates in (1.4) are, in fact, minimax rate optimal (up to a $\sqrt{\log n}$ factor for the $L_{\infty}$ norm). To the best of our knowledge, these are the first results showing the statistical optimality of the ML estimates in the $\boldsymbol{\beta}$-model even for the graph case.

- Inference: In Section 2.3 we derive the asymptotic distribution of the ML estimate $\hat{\boldsymbol{B}}$. In particular, we prove that the finite dimensional distributions of the ML estimate converges to a multivariate Gaussian distribution (see Theorem 2.3). Moreover, the covariance matrix of the Gaussian distribution can be estimated consistently, using which we can construct asymptotically valid confidence sets for the model parameters (see Theorem 2.4).
- Testing: In Section 3 we study the goodness-of-fit problem for the hypergraph $\boldsymbol{\beta}$-model, that is, given $\gamma \in \mathbb{R}^{n}$ we wish to distinguish:

$$
\begin{equation*}
H_{0}: \boldsymbol{\beta}_{s}=\boldsymbol{\gamma} \text { versus } H_{1}: \boldsymbol{\beta}_{s} \neq \boldsymbol{\gamma} \tag{1.5}
\end{equation*}
$$

We show that the likelihood ratio (LR) statistic for this problem (centered and scaled appropriately) is asymptotically normal under $H_{0}$ (see Theorem 3.1 for details). Using this result we construct an asymptotically level $\alpha$ test for (1.5). Next, we study the power properties of this test. In particular, we show that the detection threshold for the LR test in the $L_{2}$ norm is $n^{-\frac{2 p-3}{4}}$, that is, the LR test is asymptotically powerful/powerless in detecting $\gamma^{\prime} \in \mathbb{R}^{n}$ depending on whether $\left\|\boldsymbol{\gamma}^{\prime}-\gamma\right\|_{2}$ is asymptotically greater/smaller than $n^{-\frac{2 s-3}{4}}$, respectively. We also derive the limiting power function of the LR test at the threshold $\left\|\boldsymbol{\gamma}^{\prime}-\gamma\right\|_{2}=\Theta\left(n^{-\frac{2 s-3}{4}}\right)$ (see Theorem 3.2). Further, in Theorem 3.3 we show that this detection threshold is, in fact, minimax optimal, that is all tests are asymptotically powerless when $\left\|\gamma^{\prime}-\gamma\right\|_{2}$ is asymptotically smaller than $n^{-\frac{2 s-3}{4}}$. In Section 3.3 we also obtain the detection threshold of the LR test in the $L_{\infty}$ norm and establish its optimality. Again, these appear to be the first results on the non-null properties of the LR test and its optimality in the $\boldsymbol{\beta}$-model for the graph case itself.
In Section 4 we illustrate the finite-sample performances of the proposed methods in simulations.
1.2. Related Work on the Graph $\boldsymbol{\beta}$-Model. As mentioned before, Chatterjee et al. [10] initiated the rigorous study of estimation in the graph $\boldsymbol{\beta}$-model. They derived, among others things, the convergence rate of the ML estimate in the $L_{\infty}$ norm. Thereafter, Rinaldo et al. [44] derived necessary and sufficient conditions for the existence of the ML estimate in terms of the polytope of the degree sequences. Yan and Xu [52] proved the asymptotic normality of ML estimate and later, Yan et al. [54] derived the properties of a moment based estimator. Karwa and Slavkovic [31] studied the problem of estimation in the $\boldsymbol{\beta}$-model under privacy constraints.

In the context of hypothesis testing, Mukherjee et al. [38] considered the problem of sparse signal detection in the $\boldsymbol{\beta}$-model, that is, testing whether all the node parameters are zero versus whether a (possibly) sparse subset of them are non-zero. Recently, Yan et al. [56] derived the asymptotic properties of the LR test for the goodness-of-fit problem in the graph $\boldsymbol{\beta}$-model, under the null hypothesis.

The graph $\boldsymbol{\beta}$-model has also been generalized to incorporate additional information, such as covariates, directionality, sparsity, and weights (see Chen et al. [11], Chen and Olvera-Cravioto [12], Graham [23], Hillar and Wibisono [25], Stein and Leng [46], Wahlström et al. [49], Yan et al. [53, 55], Zhang et al. [60] and the references therein). For other exponential random graph models with functions of the degrees as sufficient statistics, see Mukherjee [39] and Xu and Mukherjee [50].
1.3. Asymptotic Notation. For positive sequences $\left\{a_{n}\right\}_{n \geqslant 1}$ and $\left\{b_{n}\right\}_{n \geqslant 1}, a_{n}=O\left(b_{n}\right)$ means $a_{n} \leqslant C_{1} b_{n}$ and $a_{n}=\Theta\left(b_{n}\right)$ (and equivalently, $a_{n}=b_{n}$ ) means $C_{2} b_{n} \leqslant a_{n} \leqslant C_{1} b_{n}$, for all $n$ large enough and positive constants $C_{1}, C_{2}$. Similarly, for positive sequences $\left\{a_{n}\right\}_{n \geqslant 1}$ and $\left\{b_{n}\right\}_{n \geqslant 1}$, $a_{n} \lesssim b_{n}$ means $a_{n} \leqslant C_{1} b_{n}$ and $a_{n} \gtrsim b_{n}$ means $a_{n} \geqslant C_{2} b_{n}$ for all $n$ large enough and positive constants $C_{1}, C_{2}$. Moreover, subscripts in the above notation, for example $O_{\square}, \lesssim_{\square}, \gtrsim_{\square}$, and $\Theta_{\square}$, denote that the hidden constants may depend on the subscripted parameters. Also, for positive sequences $\left\{a_{n}\right\}_{n \geqslant 1}$ and $\left\{b_{n}\right\}_{n \geqslant 1}, a_{n} \ll b_{n}$ means $a_{n} / b_{n} \rightarrow 0$ and $a_{n} \gg b_{n}$ means $a_{n} / b_{n} \rightarrow \infty$, as $n \rightarrow \infty$.

## 2. Maximum Likelihood Estimation in Hypergraph $\boldsymbol{\beta}$-Models

In this section we consider the problem of parameter estimation in the hypergraph $\boldsymbol{\beta}$-model using the ML method. In Section 2.1 we derived the rates of the consistency of the ML estimate. The central limit theorem of the ML estimate and the construction of confidence intervals for the model parameters are presented in Section 2.3.
2.1. Rates of Convergence. Given a sample $H_{n} \sim \mathrm{H}_{n,[r]}(n, \boldsymbol{B})$ from the $r$-layered hypergraph $\boldsymbol{\beta}$-model, the likelihood function can be written as follows:

$$
\begin{equation*}
L_{n}(\boldsymbol{B})=\prod_{2 \leqslant s \leqslant r} \prod_{\left\{v_{1}, v_{2}, \ldots, v_{s}\right\} \in\binom{[n]}{s}} \frac{e^{\beta_{s, v_{1}}+\ldots+\beta_{s, v_{s}}}}{1+e^{\beta_{s, v_{1}}+\ldots+\beta_{s, v_{s}}}} \tag{2.1}
\end{equation*}
$$

Therefore, the negative log-likelihood is given by

$$
\begin{align*}
\ell_{n}(\boldsymbol{B}) & :=-\log L_{n}(\boldsymbol{B}) \\
& =-\sum_{s=2}^{r}\left\{\sum_{v=1}^{n} \beta_{s, v} d_{s}(v)-\sum_{\left\{v_{1}, v_{2}, \ldots, v_{s}\right\} \in\binom{[n]}{s}} \log \left(1+\exp \left(\beta_{s, v_{1}}+\ldots+\beta_{s, v_{s}}\right)\right)\right\}, \tag{2.2}
\end{align*}
$$

where

$$
\begin{equation*}
d_{s}(v):=\sum_{e \in E\left(H_{n}\right):|e|=s} 1\{v \in e\}, \tag{2.3}
\end{equation*}
$$

is the $s$-degree of the vertex $v \in[n]$, that is, the number of hyperedges of size $s$ in $H_{n}$ passing through $v$. The negative log-likelihood in (2.2) can be re-written as:

$$
\begin{equation*}
\ell_{n}(\boldsymbol{B})=\sum_{s=2}^{r} \ell_{n, s}\left(\boldsymbol{\beta}_{s}\right), \tag{2.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\ell_{n, s}(\boldsymbol{\beta}):=\sum_{\left\{v_{1}, v_{2}, \ldots, v_{s}\right\} \in\binom{[n]}{s}} \log \left(1+\exp \left(\beta_{s, v_{1}}+\ldots+\beta_{s, v_{s}}\right)\right)-\sum_{v=1}^{n} \beta_{s, v} d_{s}(v) . \tag{2.5}
\end{equation*}
$$

Note that (2.4) is separable in $\boldsymbol{\beta}_{2}, \ldots, \boldsymbol{\beta}_{r}$, hence, the ML estimate of $\boldsymbol{B}=\left(\boldsymbol{\beta}_{2}, \ldots, \boldsymbol{\beta}_{r}\right)$ is given by $\hat{\boldsymbol{B}}=\left(\hat{\boldsymbol{\beta}}_{2}, \ldots, \hat{\boldsymbol{\beta}}_{r}\right)$, where

$$
\begin{equation*}
\hat{\boldsymbol{\beta}}_{s}:=\arg \min _{\boldsymbol{\beta}} \ell_{n, s}(\boldsymbol{\beta}) . \tag{2.6}
\end{equation*}
$$

This implies that the ML estimate $\hat{\boldsymbol{\beta}}_{s}$ satisfies the following set of gradient equations: For all $v \in[n]$ and $2 \leqslant s \leqslant r$,

$$
\begin{equation*}
d_{s}(v)=\sum_{\left\{v_{2}, \ldots, v_{s}\right\} \in\binom{[n] \backslash\{v\}}{s-1}} \frac{e^{\hat{\beta}_{s, v}+\hat{\beta}_{s, v_{2}}+\ldots+\hat{\beta}_{s, v_{s}}}}{1+e^{\hat{\beta}_{s, v}+\hat{\beta}_{s, v_{2}}+\ldots+\hat{\beta}_{s, v_{s}}}}, \tag{2.7}
\end{equation*}
$$

where $\binom{[n] \backslash\{v\}}{s-1}$ denotes the collection of all $(s-1)$-element subsets of $[n] \backslash\{v\}$. Stasi et al. [45] presented two algorithms for computing the ML estimate, an iterative proportional scaling algorithm and a fixed point algorithm, and showed that both algorithms converge if the ML estimate exists.

In this paper we study the asymptotic properties of the ML estimates. In the following theorem we show that the likelihood equations (2.7) have a unique solution with high-probability and derive its rate of convergence. Hereafter, we denote by $\|\boldsymbol{x}\|_{\infty}$ and $\|\boldsymbol{x}\|_{2}$, the $L_{\infty}$ and the $L_{2}$ norms of a vector $\boldsymbol{x}$, respectively. Also, denote $\mathcal{B}_{M}=\left\{\boldsymbol{x}:\|\boldsymbol{x}\|_{\infty} \leqslant M\right\}$, the $L_{\infty}$ the ball of radius $M$. Throughout we will assume $\boldsymbol{\beta}_{s} \in \mathcal{B}_{M}$, for all $2 \leqslant s \leqslant r$, for some constant $M>0$.

Theorem 2.1. Suppose $H_{n} \sim \boldsymbol{H}_{n,[r]}(n, \boldsymbol{B})$ is a sample from the r-layered hypergraph $\boldsymbol{\beta}$-model as defined in (1.2). Then with probability $1-o(1)$ the likelihood equations (2.7) have a unique solution $\hat{\boldsymbol{B}}=\left(\hat{\boldsymbol{\beta}}_{2}, \ldots, \hat{\boldsymbol{\beta}}_{r}\right)$, that satisfies:

$$
\begin{equation*}
\left\|\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\beta}_{s}\right\|_{2} \lesssim_{s, M} \sqrt{\frac{1}{n^{s-2}}} \quad \text { and } \quad\left\|\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\beta}_{s}\right\|_{\infty} \lesssim_{s, M} \sqrt{\frac{\log n}{n^{s-1}}}, \tag{2.8}
\end{equation*}
$$

for $2 \leqslant s \leqslant r$.
Theorem 2.1 provides the rates for the ML estimate both in the $L_{2}$ and $L_{\infty}$ norms for the parameters in a $\boldsymbol{r}$-layered hypergraph $\boldsymbol{\beta}$-model. To interpret the rates in (2.8) note that $s$-degree of a vertex (recall (2.3)) in the $r$-layered model $\mathrm{H}_{n,[r]}(n, \boldsymbol{B})$ is $O\left(n^{s-1}\right)$ with high probability. This means there are essentially $O\left(n^{s-1}\right)$ independent hyperedges containing information about each parameter in the $s$-th layer. Hence, each parameter in the $s$-th layer can be estimated at the rate $1 / \sqrt{n^{s-1}}$. Aggregating this over the $n$ coordinates gives the rates in (2.8) for the vector of parameters $\boldsymbol{\beta}_{s}$ in the $s$-th layer.

The proof of Theorem 2.1 is given in Appendix A. The following discussion provides a highlevel outline of the proof.

- For the rate in the $L_{2}$ norm we first upper bound the gradient of the log-likelihood at the true parameter value. Specifically, we show that $\left\|\nabla \ell_{n, s}\left(\boldsymbol{\beta}_{s}\right)\right\|_{2}^{2}=O\left(n^{s}\right)$ with high probability (see Lemma A. 1 for details). Next, we show that the smallest eigenvalue of the Hessian matrix $\nabla^{2} \ell_{n, s}\left(\boldsymbol{\beta}_{s}\right)$ is bounded below by $n^{s-1}$ (up to constants) in a neighborhood of the true parameter (see Lemma A.2). Then a Taylor expansion of the log-likelihood around the true parameter, combined with the above estimates, imply the rate in the $L_{2}$ norm in (2.8) (see Appendix A. 1 for details).
- The proof of the rate in the $L_{\infty}$ norm is more involved. For the graph case, [10] analyzed the fixed point algorithm for solving the ML equations and developed a stability version of the Erdős-Gallai condition (which provides a necessary and sufficient condition for a sequence of numbers to be the degree sequence of a graph) to derive the rate of ML estimate in the $L_{\infty}$ norm. One of the technical challenges in dealing with the hypergraph case is the absence of Erdős-Gallai-type characterizations of the degree sequence. To circumvent this issue, we take a more analytic approach based on the 'leave-one-out' technique, that appear in the analysis of ranking models [13, 14]. Here the idea is to decompose, for each $u \in[n]$, the log-likelihood function of the $s$-th layer $\ell_{n, s}$ (recall (2.5)) into two parts: one depending on $\beta_{s, u}$ and the other not depending on it. Using the part of the log-likelihood not depending on $\beta_{s, u}$ we first analyze the properties of the constrained leave-one-out ML estimate, which is the maximizer of the part of the loglikelihood not depending on $\beta_{s, u}$ in a neighborhood of the leave-one-out true parameter. Then from the part of the log-likelihood depending on $\beta_{s, u}$ we obtain, by a Taylor expansion around the true parameter value $\beta_{s, u}$, the $L_{\infty}$ rate in (2.8) with an extra additive error term which depends on the constrained leave-one-out ML estimate. Using the bound on the latter obtained earlier we show this error term is negligible compared to the $L_{\infty}$ rate in (2.8).
The following corollary about the $r$-uniform model is an immediate consequence of Theorem 2.1. We record it separately for ease of referencing.

Corollary 2.1. Suppose $H_{n} \sim \boldsymbol{H}_{n, r}(n, \boldsymbol{\beta})$ is a sample from the r-uniform hypergraph $\boldsymbol{\beta}$-model as defined in (1.3). Then with probability $1-o(1)$ the $M L$ estimate $\hat{\boldsymbol{\beta}}$ is unique and

$$
\begin{equation*}
\|\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}\|_{2} \lesssim_{r, M} \sqrt{\frac{1}{n^{r-2}}} \quad \text { and } \quad\|\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}\|_{\infty} \lesssim_{r, M} \sqrt{\frac{\log n}{n^{r-1}}} . \tag{2.9}
\end{equation*}
$$

2.2. Minimax Rates. In the following theorem we establish the tightness of the rates of ML estimate obtained in the previous section by proving matching lower bounds.
Theorem 2.2. Suppose $H_{n} \sim \boldsymbol{H}_{n,[r]}(n, \boldsymbol{B})$, with $\boldsymbol{B}=\left(\boldsymbol{\beta}_{2}, \ldots, \boldsymbol{\beta}_{r}\right)$, such that $\boldsymbol{\beta}_{s} \in \mathcal{B}(M)$, for $2 \leqslant s \leqslant r$. Given $\delta \in(0,1)$ there exists a constant $C$ (depending on $M$, $r$, and $\delta$ ) such that the following holds for estimation in the $L_{2}$ norm:

$$
\begin{equation*}
\min _{\hat{\boldsymbol{\beta}}} \max _{\boldsymbol{\beta}_{s} \in \mathcal{B}(M)} \mathbb{P}\left(\left\|\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}_{s}\right\|_{2} \geqslant C \sqrt{\frac{1}{n^{s-2}}}\right) \geqslant 1-\delta \tag{2.10}
\end{equation*}
$$

Moreover, for estimation in the $L_{\infty}$ norm the following holds:

$$
\begin{equation*}
\min _{\hat{\boldsymbol{\beta}}} \max _{\boldsymbol{\beta}_{s} \in \mathcal{B}(M)} \mathbb{P}\left(\left\|\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}_{s}\right\|_{\infty} \geqslant C \sqrt{\frac{1}{n^{s-1}}}\right) \geqslant 1-\delta . \tag{2.11}
\end{equation*}
$$

This result shows that the ML estimate is minimax rate optimal in the $L_{2}$ metric and (up to a $\sqrt{\log n}$ factor) in the $L_{\infty}$ metric. The proof of Theorem 2.2 is given in Appendix B. The bound in (2.10) is proved using Fano's lemma. For this we construct $2^{\Theta(n)}$ well-separated points in the parameter space which have 'small' average Kulbeck-Leibler (KL) divergence with the origin (see Appendix B.1). The bound in (2.11) follows by a direct application of Le Cam's 2-point method (see Appendix B.2).
2.3. Central Limit Theorems and Confidence Intervals. The results obtained in the previous section show that the vector ML estimates are consistent in the $L_{\infty}$-norm. However, for conducting asymptotically precise inference on the individual model parameters, we need to understand the limiting distribution of the ML estimates. In Theorem 2.3 below we show that
the finite dimensional distributions of the ML estimates (appropriately scaled) converge to a multivariate Gaussian distribution. Using this result in Theorem 2.4 we construct joint confidence sets for any finite collection of parameters. Towards this, for $H_{n} \sim \mathrm{H}_{n,[r]}(n, \boldsymbol{B})$ denote the variance of the $s$-degree of the node $v \in[n]$ as:

$$
\begin{equation*}
\sigma_{s}(v)^{2}:=\operatorname{Var}\left[d_{s}(v)\right]=\sum_{\left\{v_{2}, \ldots, v_{s}\right\} \in\binom{[n] \backslash\{v\}}{s-1}} \frac{e^{\beta_{s, v}+\beta_{s, v_{2}}+\ldots+\beta_{s, v_{s}}}}{\left(1+e^{\left.\beta_{s, v}+\beta_{s, v_{2}}+\ldots+\beta_{s, v_{s}}\right)^{2}}\right.} \tag{2.12}
\end{equation*}
$$

Then we have the following result:
Theorem 2.3. Suppose $H_{n} \sim \mathrm{H}_{n,[r]}(n, \boldsymbol{B})$ is a sample from the r-layered hypergraph $\boldsymbol{\beta}$-model as defined in (1.2). For each $2 \leqslant s \leqslant r$ fix a collection of $a_{s} \geqslant 1$ indices $J_{s}:=\left\{v_{s, 1}, \cdots, v_{s, a_{s}}\right\} \in$ $\binom{[n]}{a_{s}}$. Then as $n \rightarrow \infty$,

$$
\left(\begin{array}{c}
{\left[\boldsymbol{D}_{2}\left(\hat{\boldsymbol{\beta}}_{2}-\boldsymbol{\beta}_{2}\right)\right]_{J_{2}}}  \tag{2.13}\\
{\left[\boldsymbol{D}_{3}\left(\hat{\boldsymbol{\beta}}_{3}-\boldsymbol{\beta}_{3}\right)\right]_{J_{3}}} \\
\vdots \\
{\left[\boldsymbol{D}_{r}\left(\hat{\boldsymbol{\beta}}_{r}-\boldsymbol{\beta}_{r}\right)\right]_{J_{r}}}
\end{array}\right) \xrightarrow{D} \mathcal{N}_{\sum_{s=2}^{r} a_{s}}(\mathbf{0}, \boldsymbol{I})
$$

where $\boldsymbol{D}_{s}=\operatorname{diag}\left(\sigma_{s}(v)\right)_{v \in[n]}$, for $2 \leqslant s \leqslant r$ and for any vector $\boldsymbol{x} \in \mathbb{R}^{n},[\boldsymbol{x}]_{J_{s}}=\left(x_{v}\right)_{v \in\left[J_{s}\right]}^{\top}$.
The proof of Theorem 2.3 is given in Appendix C.1. The idea of the proof is to linearize $\hat{\beta}_{s, v}-\beta_{s, v}$ in terms of the $s$-degrees of the node $v \in[n]$. Since the $s$-degree of a node is the sum of independent random variables, applying Lindeberg's CLT gives the result in (2.13). In the special case of the $r$-uniform model, Theorem 2.3 can be written in the following simpler form:

Corollary 2.2. Suppose $H_{n} \sim \mathrm{H}_{n, r}(n, \boldsymbol{\beta})$ is a sample from the r-uniform hypergraph $\boldsymbol{\beta}$-model as defined in (1.3). For all $v \in[n]$, let

$$
\sigma(v)^{2}:=\sum_{\left\{v_{2}, \ldots, v_{s}\right\} \in\binom{[n]\{v\}}{s-1}} \frac{e^{\beta_{v}+\beta_{v_{2}}+\ldots+\beta_{v_{s}}}}{1+e^{\beta_{v}+\beta_{v_{2}}+\ldots+\beta_{v_{s}}}} .
$$

Then for any collection of $a \geqslant 1$ indices $J:=\left\{v_{1}, \cdots, v_{a}\right\} \in\binom{[n]}{a}$, as $n \rightarrow \infty$,

$$
[\boldsymbol{D}]_{J}\left([\hat{\boldsymbol{\beta}}]_{J}-[\boldsymbol{\beta}]_{J}\right) \xrightarrow{D} \mathcal{N}_{a}(\mathbf{0}, \boldsymbol{I})
$$

where $\boldsymbol{D}=\operatorname{diag}(\sigma(v))_{v \in[n]},[\boldsymbol{D}]_{J}=\operatorname{diag}(\sigma(v))_{v \in J},[\hat{\boldsymbol{\beta}}]_{J}=\left(\beta_{v}\right)_{v \in[J]}^{\top}$, and $\left[\boldsymbol{\beta}_{s}\right]_{J}=\left(\beta_{s, v}\right)_{v \in[J]}^{\top}$.
To use the above results to construct confidence sets for the parameters, we need to consistently estimate the elements of the matrix $\boldsymbol{D}_{s}$. Note that the natural plug-in estimate of $\sigma_{s}(v)$ is

$$
\begin{equation*}
\hat{\sigma}_{s}(v)^{2}:=\sum_{\left\{v_{2}, \ldots, v_{s}\right\} \in\binom{[n] \backslash\{v\}}{s-1}} \frac{e^{\hat{\beta}_{s, v}+\hat{\beta}_{s, v_{2}}+\ldots+\hat{\beta}_{s, v_{s}}}}{\left(1+e^{\left.\hat{\beta}_{s, v}+\hat{\beta}_{s, v_{2}}+\ldots+\hat{\beta}_{s, v_{s}}\right)^{2}}\right.} \tag{2.14}
\end{equation*}
$$

This estimate turns out to be consistent for $\sigma_{s}(v)$, leading to the following result (see Appendix C. 2 for the proof):

Theorem 2.4. Suppose $H_{n} \sim \mathrm{H}_{n,[r]}(n, \boldsymbol{B})$ is a sample from the r-layered hypergraph $\boldsymbol{\beta}$-model as defined in (1.2). For each $2 \leqslant s \leqslant r$ fix a collection of $a_{s} \geqslant 1$ indices $J_{s}:=\left\{v_{s, 1}, \cdots, v_{s, a_{s}}\right\} \in$ $\binom{[n]}{a_{s}}$. Then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbb{P}\left(\left\{\sum_{s=2}^{r}\left(\left[\left(\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\beta}_{s}\right)\right]_{J_{s}}\right)^{\top}\left[\hat{\boldsymbol{D}}_{s}^{2}\right]_{J_{s}}\left(\left[\left(\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\beta}_{s}\right)\right]_{J_{s}}\right) \leqslant \chi_{\sum_{s=2}^{r} a_{s}, 1-\alpha}^{2}\right\}\right)=1-\alpha \tag{2.15}
\end{equation*}
$$

where $\hat{\boldsymbol{D}}_{s}^{2}=\operatorname{diag}\left(\hat{\sigma}_{s}(v)^{2}\right)_{v \in[n]},\left[\hat{\boldsymbol{D}}_{s}^{2}\right]_{J_{s}}=\operatorname{diag}\left(\hat{\sigma}_{s}(v)^{2}\right)_{v \in J_{s}}$, for $2 \leqslant s \leqslant r$, and for $a \geqslant 1, \chi_{a, 1-\alpha}^{2}$ is the $(1-\alpha)$-th quantile of the chi-squared distribution with a degrees of freedom.

## 3. Goodness-of-Fit: Asymptotics of the Likelihood Ratio Test and Minimax Detection Rates

In this section we consider the problem of testing for goodness-of-fit in the hypergraph $\boldsymbol{\beta}$ model. In particular, given $\boldsymbol{\gamma} \in \mathbb{R}^{n}$ and a sample $H_{n} \sim \mathrm{H}_{n,[r]}(n, \boldsymbol{B})$, with $\boldsymbol{B}=\left(\boldsymbol{\beta}_{2}, \ldots, \boldsymbol{\beta}_{r}\right)$, we consider the following hypothesis testing problem: For $2 \leqslant s \leqslant r$,

$$
\begin{equation*}
H_{0}: \boldsymbol{\beta}_{s}=\boldsymbol{\gamma} \quad \text { versus } \quad H_{1}: \boldsymbol{\beta}_{s} \neq \boldsymbol{\gamma} \tag{3.1}
\end{equation*}
$$

This section is organized as follows: In Section 3.1 we derive the asymptotic distribution and detection rates of the likelihood ratio (LR) test for the problem (3.1). In Section 3.2 we show that the detection rate of the LR test is minimax optimal for testing in $L_{2}$ norm. Rates for testing in $L_{\infty}$ norm are derived in Section 3.3.
3.1. Asymptotics of the Likelihood Ratio Test. Consider the LR statistic for the testing problem (3.1):

$$
\begin{equation*}
\log \Lambda_{n, s}=\ell_{n, s}(\boldsymbol{\gamma})-\ell_{n, s}\left(\hat{\boldsymbol{\beta}}_{s}\right), \tag{3.2}
\end{equation*}
$$

where $\ell_{n, s}$ is the log-likelihood function (2.5) and $\hat{\boldsymbol{\beta}}_{s}$ is the ML estimate (2.6). The following theorem proves the limiting distribution of the LR statistic (3.2) under $H_{0}$.

Theorem 3.1. Suppose $\boldsymbol{\gamma} \in \mathcal{B}(M)$. Then under $H_{0}$,

$$
\begin{equation*}
\lambda_{n, s}:=\frac{2 \log \Lambda_{n, s}-n}{\sqrt{2 n}} \xrightarrow{D} \mathcal{N}(0,1), \tag{3.3}
\end{equation*}
$$

for $\log \Lambda_{n, s}$ as defined in (3.2).
The proof of Theorem 3.1 is given in Appendix D.1. To prove the result we first expand $\log \Lambda_{n, s}$ around the null parameter $\gamma$ and derive an asymptotic expansion of $\lambda_{n, s}$ in terms of the sum of squares of the $s$-degree sequence $\left(d_{s}(1), d_{s}(2), \ldots, d_{s}(n)\right)^{\top}$ (see (D.12)). Since the degrees are asymptotically independent (recall Theorem 2.3), we can show that the sum of squares of the degrees (appropriately centered and scaled) is asymptotically normal (see Proposition D.1), establishing the result in (3.3).

Theorem 3.1 shows that the LR test

$$
\begin{equation*}
\phi_{n, s}:=\mathbf{1}\left\{\left|\lambda_{n, s}\right|>z_{\alpha / 2}\right\}, \tag{3.4}
\end{equation*}
$$

where $z_{\alpha / 2}$ is the $(1-\alpha / 2)$-th quantile of the standard normal distribution, has asymptotic level $\alpha$. To study the power of this test consider the following testing problem:

$$
\begin{equation*}
H_{0}: \boldsymbol{\beta}_{s}=\boldsymbol{\gamma} \quad \text { versus } H_{1}: \boldsymbol{\beta}_{s}=\gamma^{\prime} \tag{3.5}
\end{equation*}
$$

where $\boldsymbol{\gamma}^{\prime} \neq \boldsymbol{\gamma}$ is such that $\left\|\boldsymbol{\gamma}-\boldsymbol{\gamma}^{\prime}\right\|_{2}=O(1)$. Recall that $\boldsymbol{d}_{s}=\left(d_{s}(1), d_{s}(2), \ldots, d_{s}(n)\right)^{\top}$ is the vector of $s$-degrees. Also, $\operatorname{Cov}_{\gamma}\left[\boldsymbol{d}_{s}\right]$ will denote the covariance matrix of the vector of $s$-degrees (see (C.2)).

Theorem 3.2. Suppose (3.3) holds and $\boldsymbol{\gamma}^{\prime}$ as in (3.5). Then the asymptotic power of the test $\phi_{n, s}$ defined in (3.4) satisfies:

$$
\lim _{n \rightarrow \infty} \mathbb{E}_{\boldsymbol{\gamma}^{\prime}}\left[\phi_{n, s}\right]= \begin{cases}\alpha & \text { if }\left\|\boldsymbol{\gamma}^{\prime}-\gamma\right\|_{2} \ll n^{-\frac{2 s-3}{4}},  \tag{3.6}\\ 1 & \text { if }\left\|\boldsymbol{\gamma}^{\prime}-\boldsymbol{\gamma}\right\|_{2} \gg n^{-\frac{2 s-3}{4}} .\end{cases}
$$

Moreover, if $n^{\frac{2 s-3}{4}}\left\|\gamma^{\prime}-\gamma\right\|_{2} \rightarrow \tau \in(0, \infty)$, then there exists $\eta \in(0, \infty)$ depending on $\tau$ such that

$$
\eta=\lim _{n \rightarrow \infty} \frac{\left(\gamma^{\prime}-\gamma\right)^{\top} \operatorname{Cov}_{\boldsymbol{\gamma}}\left[d_{s}\right]\left(\gamma^{\prime}-\gamma\right)}{\sqrt{n}}
$$

where the limit always exists along a subsequence, and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbb{E}_{\gamma^{\prime}}\left[\phi_{n, s}\right]=\mathbb{P}\left(\left|\mathcal{N}\left(-\frac{\eta}{\sqrt{2}}, 1\right)\right|>z_{\alpha / 2}\right) . \tag{3.7}
\end{equation*}
$$

The proof of Theorem 3.2 is given in Appendix D.2. It entails analyzing the asymptotic distribution of the scaled LR statistic $\lambda_{n, s}$ under $H_{1}$ as in (3.5). Specifically, we show that when $\left\|\gamma^{\prime}-\gamma\right\|_{2} \ll n^{-\frac{2 s-3}{4}}$, then $\lambda_{n, s} \xrightarrow{D} \mathcal{N}(0,1)$, hence the LR test (3.3) is asymptotically powerless in detecting $H_{1}$. On the other hand, if $\left\|\gamma^{\prime}-\gamma\right\|_{2} \gg n^{-\frac{2 s-3}{4}}$, then the $\lambda_{n, s}$ diverges to infinity, hence the LR test is asymptotically powerful. In other words, $n^{-\frac{2 s-3}{4}}$ is the detection threshold in the $L_{2}$ norm of the LR test. We also derive the limiting power function of the LR test at the threshold $n^{\frac{2 s-3}{4}}\left\|\gamma^{\prime}-\gamma\right\|_{2} \rightarrow \tau \in(0, \infty)$. In this case, $\lambda_{n, s} \xrightarrow{D} \mathcal{N}(-\eta / \sqrt{2}, 1)$, where 'effective signal strength' $\eta$ is the limit of the scaled Mahalanobis distance between $\gamma$ and $\gamma^{\prime}$, where the dispersion matrix is the covariance matrix of the degrees. In the next section we will show that this detection rate is, in fact, minimax optimal.
3.2. Minimax Detection Rate in the $L_{2}$ Norm. In this section we will show that the detection threshold of the LR test obtained in Theorem 3.6 is information-theoretically tight. To formalize this consider the testing problem: For $\varepsilon>0$ and $\gamma \in \mathcal{B}(M)$,

$$
\begin{equation*}
H_{0}: \boldsymbol{\beta}_{s}=\gamma \quad \text { versus } \quad H_{1}:\left\|\boldsymbol{\beta}_{s}-\gamma\right\|_{2} \geqslant \varepsilon . \tag{3.8}
\end{equation*}
$$

The worst-case risk of a test function $\psi_{n}$ for the testing problem (3.8) is defined as:

$$
\begin{equation*}
\mathcal{R}\left(\psi_{n}, \gamma\right)=\mathbb{P}_{H_{0}}\left(\psi_{n}=1\right)+\sup _{\gamma^{\prime} \in \mathcal{B}(M):\left\|\gamma^{\prime}-\gamma\right\|_{2} \geqslant \varepsilon} \mathbb{P}_{\gamma^{\prime}}\left(\psi_{n}=0\right), \tag{3.9}
\end{equation*}
$$

which is the sum of the Type I error and the maximum possible Type II error of the test function $\psi_{n}$. Given $H_{n} \sim \mathbf{H}_{n, s}\left(n, \boldsymbol{\beta}_{s}\right)$, for some $\boldsymbol{\beta}_{s} \in \mathcal{B}(M)$, and $\varepsilon=\varepsilon_{n}$ (depending on $n$ ), a sequence of test functions $\psi_{n}$ is said to be asymptotically powerful for (3.9), if for all $\gamma \in$ $\mathcal{B}(M) \lim _{n \rightarrow \infty} \mathcal{R}\left(\psi_{n}, \gamma\right)=0$. On the other hand, a sequence of test functions $\psi_{n}$ is said to be asymptotically powerless for (3.9), if there exists $\gamma \in \mathcal{B}(M)$ such that $\lim _{n \rightarrow \infty} \mathcal{R}\left(\psi_{n}, \gamma\right)=1$.
Theorem 3.3. Given $H_{n} \sim \mathbf{H}_{n, s}\left(n, \boldsymbol{\beta}_{s}\right)$ and $\boldsymbol{\gamma} \in \mathcal{B}(M)$, consider the testing problem (3.8). Then the following hold:
(a) The LR test (3.1) is asymptotically powerful for (3.8), when $\varepsilon \gg n^{-\frac{2 s-3}{4}}$.
(b) On the other hand, all tests are asymptotically powerless for (3.8), when $\varepsilon \ll n^{-\frac{2 s-3}{4}}$.

The result in Theorem 3.3 (a) is a direct consequence of Theorem 3.2. The proof of Theorem 3.3 (b) is given in Appendix E.1. For this we chose $\gamma=\mathbf{0} \in \mathbb{R}^{n}$ and randomly perturb (that is, randomly add or subtract $\varepsilon / \sqrt{n})$ the coordinates of $\gamma$ to construct $\boldsymbol{\beta}_{s} \in \mathcal{B}(M)$ satisfying $\left\|\boldsymbol{\beta}_{s}-\gamma\right\|_{2} \geqslant \varepsilon$. Then a second-moment calculation of the likelihood ratio shows that detecting these two models is impossible for $\varepsilon \ll n^{-\frac{2 s-3}{4}}$. These results combined show that $n^{-\frac{2 s-3}{4}}$ is the minimax detection rate for the testing problem (3.8) and the LR test attain the minimax rate.

Remark 3.1. (Comparison between testing and estimation rates.) Recall from (2.8) and (2.10) that the minimax rate of estimating $\hat{\boldsymbol{\beta}}_{s}$ in the $L_{2}$ norm is $n^{-\frac{s-2}{2}}$. On the other hand, Theorem 3.3 shows that the minimax rate of testing in the $L_{2}$ norm is $n^{-\frac{2 s-3}{4}} \ll n^{-\frac{s-2}{2}}$. For example, in the graph case (where $s=2$ ), the estimation rate is $\Theta(1)$ whereas the rate of testing is $n^{-\frac{1}{4}}$. This is an instance of the well-known phenomenon that high-dimensional estimation is, in general, harder that testing in the squared-error loss.
3.3. Testing in the $L_{\infty}$ Norm. In this section we consider the goodness-of-fit problem when separation is measured in the $L_{\infty}$ norm. This complements our results on estimation in $L_{\infty}$ norm in Theorem 2.1. Towards this, as in (3.8), consider the testing problem: For $\varepsilon>0$ and $\boldsymbol{\gamma} \in \mathcal{B}(M)$,

$$
\begin{equation*}
H_{0}: \boldsymbol{\beta}_{s}=\gamma \quad \text { versus } H_{1}:\left\|\boldsymbol{\beta}_{s}-\gamma\right\|_{\infty} \geqslant \varepsilon . \tag{3.10}
\end{equation*}
$$

In this case the minimax risk of a test function is defined as in (3.9) with the $L_{2}$ norm $\left\|\gamma^{\prime}-\gamma\right\|_{2}$ replaced by the $L_{\infty}$ norm $\left\|\gamma^{\prime}-\gamma\right\|_{\infty}$. Then consider the test:

$$
\phi_{n, s}^{\max }:=\mathbf{1}\left\{\left\|\hat{\boldsymbol{\beta}}_{s}-\gamma\right\|_{\infty} \geqslant 2 C \sqrt{\frac{\log n}{n^{s-1}}}\right\}
$$

where $C:=C(s, M)>0$ is chosen according to (2.8) such that

$$
\mathbb{P}_{\boldsymbol{\kappa}}\left(\left\|\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\kappa}\right\|_{\infty} \leqslant C \sqrt{\frac{\log n}{n^{s-1}}}\right) \rightarrow 1
$$

for all $\boldsymbol{\kappa} \in \mathcal{B}(M)$. This implies, $\mathbb{E}_{\boldsymbol{\gamma}}\left[\phi_{n, s}^{\max }\right] \rightarrow 0$. Also, for $\boldsymbol{\gamma}^{\prime} \in \mathcal{B}(M)$ such that $\left\|\gamma-\boldsymbol{\gamma}^{\prime}\right\|_{\infty} \geqslant \varepsilon$,

$$
\begin{equation*}
\mathbb{E}_{\boldsymbol{\gamma}^{\prime}}\left[\phi_{n, s}^{\max }\right]=\mathbb{P}_{\boldsymbol{\gamma}^{\prime}}\left(\left\|\hat{\boldsymbol{\beta}}_{s}-\gamma\right\|_{\infty} \geqslant 2 C \sqrt{\frac{\log n}{n^{s-1}}}\right) \geqslant \mathbb{P}_{\boldsymbol{\gamma}^{\prime}}\left(\left\|\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\gamma}^{\prime}\right\|_{\infty} \leqslant C \sqrt{\frac{\log n}{n^{s-1}}}\right) \rightarrow 1 \tag{3.11}
\end{equation*}
$$

whenever $\varepsilon \gg \sqrt{\log n / n^{s-1}}$. This is because $\left\|\hat{\boldsymbol{\beta}}_{s}-\gamma^{\prime}\right\|_{\infty} \leqslant C \sqrt{\log n / n^{s-1}}$ implies,

$$
\left\|\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\gamma}\right\|_{\infty} \geqslant\left\|\boldsymbol{\gamma}-\boldsymbol{\gamma}^{\prime}\right\|_{\infty}-\left\|\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\gamma}^{\prime}\right\|_{\infty} \geqslant \varepsilon-C \sqrt{\frac{\log n}{n^{s-1}}} \geqslant 2 C \sqrt{\frac{\log n}{n^{s-1}}},
$$

whenever $\varepsilon \gg \sqrt{\log n / n^{s-1}}$. This implies that the test $\phi_{n, s}^{\max }$ in (3.11) is asymptotically powerful for (3.10) whenever $\varepsilon \gg \sqrt{\log n / n^{s-1}}$. The following result shows that this rate is optimal (up to a factor of $\sqrt{\log n}$ ) for testing in the $L_{\infty}$ norm.

Theorem 3.4. Given $H_{n} \sim \mathrm{H}_{n, s}\left(n, \boldsymbol{\beta}_{s}\right)$ and $\gamma, \boldsymbol{\beta}_{s} \in \mathcal{B}(M)$, consider the testing problem (3.10). Then the following hold:
(a) The test $\phi_{n, s}^{\max }$ in (3.11) is asymptotically powerful for (3.10), when $\varepsilon \gg \sqrt{\frac{\log n}{n^{s-1}}}$.
(b) On the other hand, all tests are asymptotically powerless for (3.10), when $\varepsilon \ll \sqrt{\frac{1}{n^{s-1}}}$.

The proof of Theorem $3.4(\mathrm{~b})$ is given in Appendix E.2. Note that in this case minimax rates of estimation and testing are the same, since the effect of high-dimensional aggregation does not arise when separation is measured in the $L_{\infty}$ norm.

## 4. Numerical Experiments

In this section we study the performance of the ML estimates and the LR tests discussed above in simulations. To begin with we simulate a 3 -uniform hypergraph $\boldsymbol{\beta}$-model $\mathrm{H}_{3}(n, \boldsymbol{\beta})$, with $n=400$ vertices and $\boldsymbol{\beta}=\mathbf{0} \in \mathbb{R}^{n}$. Figure 1(a) shows the quantile-quantile (QQ) plot (over 200 iterations) of the first coordinate of the ML estimate $[\boldsymbol{D}]_{1}\left([\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}]_{1}\right)$ (where $\hat{\boldsymbol{\beta}}$ is computed using the fixed point algorithm described in [45] and $\boldsymbol{D}$ is as defined in Corollary 2.2). We observe that the empirical quantiles closely follow the quantiles of the standard normal distribution, validating the result in Corollary 2.2.


Figure 1. (a) QQ plot of the ML estimate $\hat{\beta}_{1}$, (b) confidence intervals for $\beta_{1}$, and (c) power of the LR test for the goodness of fit problem (4.1), in the 3-uniform hypergraph $\beta$-model.

In the same setup as above, Figure 1(b) shows the $95 \%$ confidence interval for $[\boldsymbol{\beta}]_{1}$ over 50 iterations. Specifically, we plot the intervals

$$
\left[[\hat{\boldsymbol{\beta}}]_{1}-\frac{1.96}{[\hat{\boldsymbol{D}}]_{1}},[\hat{\boldsymbol{\beta}}]_{1}+\frac{1.96}{[\hat{\boldsymbol{D}}]_{1}}\right],
$$

where $\hat{\boldsymbol{D}}$ is the estimate of $\boldsymbol{D}$ as defined in Theorem 2.4. This figure shows that 47 out of 50 of intervals cover the true parameter, which gives an empirical coverage of $47 / 50=0.94$.

Next, we consider the goodness of fit problem in $s$-uniform hypergraph $\boldsymbol{\beta}$-model:

$$
\begin{equation*}
H_{0}: \boldsymbol{\beta}=0 \quad \text { versus } \quad H_{1}: \boldsymbol{\beta} \neq 0, \tag{4.1}
\end{equation*}
$$

for $s=2,3$. For this we simulate $H_{n} \sim \mathrm{H}_{3}(n, \gamma)$, with $n=250$ and $\gamma=\alpha \cdot \boldsymbol{u}$, where $\boldsymbol{u}$ is chosen uniformly at random from the $n$-dimensional unit sphere and $\alpha \in[0,1]$. Figure 1(c) shows the empirical power of the LR test (3.4) (over 50 iterations) as $\alpha$ varies over a grid of 25 uniformly spaced values in $[0,1]$, for $s=2,3$. In both cases, as expected, the power increases with $\alpha$, which, in this case, determines the signal strength. Also, the LR test is more powerful in the 3 -uniform case compared to the 2 -uniform case. This aligns with conclusions of Theorem 3.2, which shows that the detection threshold of the LR test in the 3 -uniform case is $n^{-\frac{3}{4}}$, while for 2 -uniform case it is $n^{-\frac{1}{4}}$. Hence, one expects to see more power at lower signal strengths (smaller $\alpha$ ) for $s=3$ compared to $s=2$.
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## Appendix A. Proof of Theorem 2.1

A.1. Convergence Rate in the $L_{2}$ Norm. As mentioned in the Introduction, the proof of Theorem 2.1 involves showing the following: (1) a concentration bound on the gradient of negative log-likelihood $\ell_{n, s}\left(\right.$ recall (2.5)) at the true parameter value $\boldsymbol{B}=\left(\boldsymbol{\beta}_{1}, \boldsymbol{\beta}_{2}, \ldots, \boldsymbol{\beta}_{r}\right)$, and (2) the strong convexity of $\ell_{n, s}$ in a neighborhood of the true parameter. We begin with the concentration of the gradient $\nabla \ell_{n, s}$ in both the $L_{2}$ and the $L_{\infty}$ norms:

Lemma A.1. Suppose the assumptions of Theorem 2.1 hold. Then for each $2 \leqslant s \leqslant r$, there exists a constant $C>0$ (depending on $r$ and $M$ ) such that the following hold:

$$
\begin{equation*}
\left\|\nabla \ell_{n, s}\left(\boldsymbol{\beta}_{s}\right)\right\|_{2}^{2} \leqslant C n^{s} \quad \text { and } \quad\left\|\nabla \ell_{n, s}\left(\boldsymbol{\beta}_{s}\right)\right\|_{\infty}^{2} \leqslant C n^{s-1} \log n \tag{A.1}
\end{equation*}
$$

with probability $1-O\left(\frac{1}{n^{2}}\right)$.
The next step is to establish the strong convexity of $\ell_{n, s}$. Towards this we need to show that the smallest eigenvalue $\lambda_{\min }\left(\nabla^{2} \ell_{n, s}\right)$ of the Hessian matrix $\nabla^{2} \ell_{n, s}$ (appropriately scaled) is bounded away from zero in a neighborhood of the true value $\boldsymbol{\beta}_{s}$. This is the content of the following lemma, which also establishes a matching upper bound on the largest eigenvalue $\lambda_{\max }\left(\nabla^{2} \ell_{n, s}\right)$ of the Hessian matrix $\nabla^{2} \ell_{n, s}$.

Lemma A.2. Suppose the assumptions of Theorem 2.1 hold. Fix $2 \leqslant s \leqslant r$ and a constant $K>0$. Then there exists a constants $C_{1}^{\prime}, C_{2}^{\prime}>0$ (depending on $r$ and $M$ ) such that the following hold:

$$
\begin{equation*}
C_{1}^{\prime} e^{-s\left\|\boldsymbol{\beta}-\boldsymbol{\beta}_{s}\right\| \infty} n^{s-1} \leqslant \lambda_{\min }\left(\nabla^{2} \ell_{n, s}(\boldsymbol{\beta})\right) \leqslant \lambda_{\max }\left(\nabla^{2} \ell_{n, s}(\boldsymbol{\beta})\right) \leqslant C_{2}^{\prime} n^{s-1} \tag{A.2}
\end{equation*}
$$

As a consequence, there exists a constants $C_{1}, C_{2}>0$ (depending on $r, K$, and $M$ ) such that the following hold:

$$
\begin{equation*}
C_{1} n^{s-1} \leqslant \inf _{\boldsymbol{\beta}:\left\|\boldsymbol{\beta}-\boldsymbol{\beta}_{s}\right\|_{2} \leqslant K} \lambda_{\min }\left(\nabla^{2} \ell_{n, s}(\boldsymbol{\beta})\right) \leqslant \sup _{\boldsymbol{\beta}:\left\|\boldsymbol{\beta}-\boldsymbol{\beta}_{s}\right\|_{2} \leqslant K} \lambda_{\max }\left(\nabla^{2} \ell_{n, s}(\boldsymbol{\beta})\right) \leqslant C_{2} n^{s-1} . \tag{A.3}
\end{equation*}
$$

The proofs of Lemma A. 1 and Lemma A. 2 are given in Appendix A.1.2 and Appendix A.1.3, respectively. We first apply these results to prove the rate of convergence in the $L_{2}$ norm in Theorem 2.1.
A.1.1. Deriving the $L_{2}$ Norm Bound in (2.8). To begin with suppose the ML equations (2.7) have a solution $\hat{\boldsymbol{B}}=\left(\hat{\boldsymbol{\beta}}_{2}, \ldots, \hat{\boldsymbol{\beta}}_{r}\right)$. This implies, $\nabla \ell_{n, s}\left(\hat{\boldsymbol{\beta}}_{s}\right)=0$, for $2 \leqslant s \leqslant r$, where $\ell_{n, s}$ is as defined in (2.5). For $2 \leqslant s \leqslant r$ and $0 \leqslant t \leqslant 1$, define

$$
\boldsymbol{\beta}_{s}(t):=t \hat{\boldsymbol{\beta}}_{s}+(1-t) \boldsymbol{\beta}_{s},
$$

and $g_{s}(t):=\left(\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\beta}_{s}\right)^{\top} \nabla \ell_{n, s}\left(\boldsymbol{\beta}_{s}(t)\right)$. Note that $\nabla \ell_{n, s}\left(\boldsymbol{\beta}_{s}(1)\right)=\nabla \ell_{n, s}\left(\hat{\boldsymbol{\beta}}_{s}\right)=0$. Hence, by the Cauchy-Schwarz inequality,

$$
\begin{equation*}
\left|g_{s}(1)-g_{s}(0)\right|=\left|\left(\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\beta}_{s}\right)^{\top} \nabla \ell_{n, s}\left(\boldsymbol{\beta}_{s}\right)\right| \leqslant\left\|\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\beta}_{s}\right\|_{2} \cdot\left\|\nabla \ell_{n, s}\left(\boldsymbol{\beta}_{s}\right)\right\|_{2} \tag{A.4}
\end{equation*}
$$

Also,

$$
\begin{equation*}
g_{s}^{\prime}(t)=\left(\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\beta}_{s}\right)^{\top} \nabla^{2} \ell_{n, s}\left(\boldsymbol{\beta}_{s}(t)\right)\left(\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\beta}_{s}\right) \geqslant \lambda_{\min }\left(\nabla^{2} \ell_{n, s}\left(\boldsymbol{\beta}_{s}(t)\right)\right)\left\|\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\beta}_{s}\right\|_{2}^{2} . \tag{A.5}
\end{equation*}
$$

We now consider two cases: To begin with assume $s \geqslant 3$. By Lemma A.2, given a constant $K>0$ there exists a constant $C_{1}>0$ (depending on $r, K, M$ ) such that

$$
\begin{equation*}
\inf _{\boldsymbol{\beta}:\left\|\boldsymbol{\beta}-\boldsymbol{\beta}_{s}\right\|_{2} \leqslant K} \lambda_{\min }\left(\nabla^{2} \ell_{n, s}(\boldsymbol{\beta})\right) \geqslant C_{1} n^{s-1} . \tag{A.6}
\end{equation*}
$$

Note that $\left\|\boldsymbol{\beta}_{s}(t)-\boldsymbol{\beta}_{s}\right\|_{2}=|t|\left\|\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\beta}_{s}\right\|_{2}$. Then

$$
\begin{aligned}
\left|g_{s}(1)-g_{s}(0)\right| \geqslant g_{s}(1)-g_{s}(0) & =\int_{0}^{1} g_{s}^{\prime}(t) \mathrm{d} t \\
& \geqslant \int_{0}^{\min \left\{1, \widehat{\left\|\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\beta}_{s}\right\|_{2}}\right\}} g_{s}^{\prime}(t) \mathrm{d} t \\
& \geqslant C_{1} n^{s-1}\left\|\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\beta}_{s}\right\|_{2}^{2} \min \left\{1, \frac{K}{\left\|\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\beta}_{s}\right\|_{2}}\right\}
\end{aligned}
$$

where the last step follows from (A.5) and (A.6). Therefore, by (A.4) and Lemma A.1, with probability $1-O\left(\frac{1}{n^{2}}\right)$,

$$
\begin{equation*}
\min \left\{\left\|\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\beta}_{s}\right\|_{2}, K\right\} \lesssim_{r, K, M} \frac{1}{n^{s-1}} \cdot\left\|\nabla \ell_{n, s}\left(\boldsymbol{\beta}_{s}\right)\right\|_{2} \lesssim_{r, K, M} \sqrt{\frac{1}{n^{s-2}}} . \tag{A.7}
\end{equation*}
$$

Since $K>0$ is fixed and the RHS of (A.9) converges to zero for $s \geqslant 3$, the $L_{2}$ norm bound in (2.8) follows, under the assumption that ML equations (2.7) have a solution.

Next, suppose $s=2$. Since $\left\|\boldsymbol{\beta}_{2}(t)-\boldsymbol{\beta}_{2}\right\|_{\infty}=|t|\left\|\hat{\boldsymbol{\beta}}_{2}-\boldsymbol{\beta}_{2}\right\|_{\infty}$. Since $t \in[0,1]$, by Lemma A.2,

$$
\begin{equation*}
\lambda_{\min }\left(\nabla^{2} \ell_{n, 2}\left(\boldsymbol{\beta}_{2}(t)\right)\right) \geqslant C_{1}^{\prime} e^{-2 \mid t\| \| \hat{\boldsymbol{\beta}}_{2}-\boldsymbol{\beta}_{2} \|_{\infty}} n \geqslant C_{1}^{\prime} e^{-2\left\|\hat{\boldsymbol{\beta}}_{2}-\boldsymbol{\beta}_{2}\right\|_{\infty}} n, \tag{A.8}
\end{equation*}
$$

for some constant $C_{1}^{\prime}>0$ depending on $M$. Then

$$
\begin{aligned}
\left|g_{2}(1)-g_{2}(0)\right| \geqslant g_{2}(1)-g_{2}(0) & =\int_{0}^{1} g_{2}^{\prime}(t) \mathrm{d} t \\
& \geqslant C_{1}^{\prime} n\left\|\hat{\boldsymbol{\beta}}_{2}-\boldsymbol{\beta}_{2}\right\|_{2}^{2} e^{-2\left\|\hat{\boldsymbol{\beta}}_{2}-\boldsymbol{\beta}_{2}\right\|_{\infty}} . \quad \text { (by (A.5) and (A.8)) }
\end{aligned}
$$

Therefore, by (A.4) and Lemma A.1, with probability $1-o(1)$,

$$
\begin{equation*}
\left\|\hat{\boldsymbol{\beta}}_{2}-\boldsymbol{\beta}_{2}\right\|_{2} e^{-2\left\|\hat{\boldsymbol{\beta}}_{2}-\boldsymbol{\beta}_{2}\right\|_{\infty}} \leqslant \frac{1}{C_{1}^{\prime} n} \cdot\left\|\nabla \ell_{n, 2}\left(\boldsymbol{\beta}_{2}\right)\right\|_{2} \leqslant C^{\prime} \tag{A.9}
\end{equation*}
$$

for some constant $C^{\prime}>0$ depending on $M$. Hence, if there exists a bounded solution to (2.7), the $L_{2}$ norm rate will follow for $s=2$.

To complete the proof we need to show that bounded solution to equation (2.7) exists, To this end, for $2 \leqslant s \leqslant r$, denote by $\mathcal{D}_{s}$, the set of all possible degree sequences in an $s$-uniform hypergraph on $n$ vertices. Moreover, let $\mathcal{R}_{s}$ be the set of all expected degree sequences in a hypergraph on $n$ vertices sampled from the $s$-uniform model (1.3). The following result shows that any convex combination of $s$-degree sequences in $\mathcal{D}_{s}$ can be reached by the limit of expected degree sequences of the $s$-uniform hypergraph $\boldsymbol{\beta}$-model. This was proved in the graph case $(s=2)$ by Chatterjee et al. [10, Theorem 1.4]. Here, we show that the same holds for all $2 \leqslant s \leqslant r$.

Proposition A.1. Fix $2 \leqslant s \leqslant r$ and let $\mathcal{D}_{s}$ and $\mathcal{R}_{s}$ be as defined above. Then $\operatorname{conv}\left(\mathcal{D}_{s}\right)=\overline{\mathcal{R}}_{s}$, where $\operatorname{conv}\left(\mathcal{D}_{s}\right)$ denotes the convex hull of $\mathcal{D}_{s}$ and $\overline{\mathcal{R}}_{s}$ is the closure of $\mathcal{R}_{s}$.

The proof of the above result is given in Appendix F. Using this proposition we now show the existence of bounded solutions of the ML equations (2.7). Note that by Proposition A.1, given $H_{n} \sim \mathrm{H}_{n,[r]}(n, \boldsymbol{B})$ the $s$-degree sequence $\left(d_{s}(1), \ldots, d_{s}(n)\right) \in \mathcal{D}_{s} \subseteq \overline{\mathcal{R}}_{s}$. This implies, there exists a sequence $\left\{\boldsymbol{x}_{t}\right\}_{t \geqslant 0} \in \mathcal{R}_{s}$ satisfying

$$
\lim _{t \rightarrow \infty} \boldsymbol{x}_{t}=\left(d_{s}(1), \ldots, d_{s}(n)\right) .
$$

Since $\boldsymbol{x}_{t} \in \mathcal{R}_{s}$, there exists $\left\{\hat{\boldsymbol{\beta}}_{1}^{(t)}, \ldots, \hat{\boldsymbol{\beta}}_{r}^{(t)}\right\}$ such that

$$
\begin{equation*}
\boldsymbol{x}_{t}=\sum_{\left\{v_{2}, \ldots, v_{s}\right\} \in\binom{[n]\{\{v\}}{s-1}} \frac{e^{\beta_{s, v}^{(t)}+\beta_{s, v_{2}}^{(t)}+\ldots+\beta_{s, v_{s}}^{(t)}}}{1+e^{\beta_{s, v}^{(t)}+\beta_{s, v_{2}}^{(t)}+\ldots+\beta_{s, v_{s}}^{(t)}}}, \tag{A.10}
\end{equation*}
$$

for $2 \leqslant s \leqslant r$. In other words, for each $t \geqslant 0,\left\{\hat{\boldsymbol{\beta}}_{1}^{(t)}, \ldots, \hat{\boldsymbol{\beta}}_{r}^{(t)}\right\}$ is a solution of the ML equations (2.7) with $\left(d_{s}(1), d_{s}(2), \ldots, d_{s}(n)\right)$ replaced by $\boldsymbol{x}_{t}$. By the previous argument, there exists $C>0$ (not depending on $t$ ) such that with probability $1-o(1)$,

$$
\max _{2 \leqslant s \leqslant r}\left\|\hat{\boldsymbol{\beta}}_{s}^{(t)}\right\|_{\infty} \leqslant C
$$

for all $t \geqslant 0$. Therefore, the sequence $\left\{\left(\hat{\boldsymbol{\beta}}_{1}^{(t)}, \hat{\boldsymbol{\beta}}_{2}^{(t)}, \ldots, \hat{\boldsymbol{\beta}}_{r}^{(t)}\right)\right\}_{\geqslant 0}$ has a limit point. This limit point is a solution to (2.7) (by taking limit as $t \rightarrow \infty$ in (A.10)) and is bounded. Finally, since $\ell_{n, s}$ is strongly convex for $\boldsymbol{\beta} \in \mathcal{B}(M)$ (see (A.2)), if the gradient equations have a bounded solution, it is the unique minimizer. Therefore, there exists a unique bounded solution to (2.7) which is the minimizer of $\ell_{n, s}$.
A.1.2. Proof of Lemma A.1. Recalling (2.7) note that, for $v \in[n], v$-th coordinate of the gradient of $\nabla \ell_{n, s}$ is given by:

$$
\begin{equation*}
\nabla \ell_{n, s}\left(\boldsymbol{\beta}_{s}\right)_{v}=\mathbb{E}\left[d_{s}(v)\right]-d_{s}(v) \tag{A.11}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbb{E}\left[d_{s}(v)\right]=\sum_{\left\{v_{2}, \ldots, v_{s}\right\} \in\binom{[n] \backslash\{v\}}{s-1}} \frac{e^{\beta_{s, v}+\beta_{s, v_{2}}+\ldots+\beta_{s, v_{s}}}}{1+e^{\beta_{s, v}+\beta_{s, v_{2}}+\ldots+\beta_{s, v_{s}}}} . \tag{A.12}
\end{equation*}
$$

Since $d_{s}(v)$ is the sum of $O\left(n^{s-1}\right)$ independent random variables, by Hoeffding's inequality and the union bound,

$$
\mathbb{P}\left(\left\|\nabla \ell_{n, s}\left(\boldsymbol{\beta}_{s}\right)\right\|_{\infty}^{2} \geqslant 4 C_{s, M} n^{s-1} \log n\right) \leqslant \frac{1}{n^{2}}
$$

for some constant $C_{s, M}>0$ (depending on $s$ and $M$ ). This establishes the second bound in (A.1).

Next, we prove the first bound in (A.1). Denote by $\mathbb{B}^{n}:=\left\{\boldsymbol{x} \in \mathbb{R}^{n}:\|\boldsymbol{x}\|_{2} \leqslant 1\right\}$ the unit ball in $\mathbb{R}^{n}$. By [48, Lemma 5.2], we can construct an $\frac{1}{2}$-net $\mathcal{V}$ of $\mathbb{B}^{n}$ satisfying $\log |\mathcal{V}| \leqslant C_{1} n$ for some constant $C_{1}>0$. Now, for any unit vector $\boldsymbol{a}=\left(a_{1}, a_{2}, \ldots, a_{n}\right)^{\top} \in \mathbb{B}^{n}$ and the corresponding point $\boldsymbol{b}=\left(b_{1}, b_{2}, \ldots, b_{n}\right)^{\top} \in \mathcal{V}$, recalling (A.11) gives,

$$
\begin{equation*}
\sum_{v=1}^{n} a_{v} \nabla \ell_{n, s}\left(\boldsymbol{\beta}_{s}\right)_{v}=\sum_{v=1}^{n} a_{v}\left(\mathbb{E}\left[d_{s}(v)\right]-d_{s}(v)\right)=\sum_{v=1}^{n} b_{v}\left(\mathbb{E}\left[d_{s}(v)\right]-d_{s}(v)\right)+\Delta, \tag{A.13}
\end{equation*}
$$

where

$$
\begin{align*}
\Delta & :=\sum_{v=1}^{n}\left(a_{v}-b_{v}\right)\left(\mathbb{E}\left[d_{s}(v)\right]-d_{s}(v)\right) \\
& \leqslant \sqrt{\sum_{v=1}^{n}\left(a_{v}-b_{v}\right)^{2} \sum_{v=1}^{n}\left(\mathbb{E}\left[d_{s}(v)\right]-d_{s}(v)\right)^{2}} \\
& \leqslant \frac{1}{2} \sqrt{\sum_{v=1}^{n}\left(\mathbb{E}\left[d_{s}(v)\right]-d_{s}(v)\right)^{2}}=\frac{1}{2}\left\|\nabla \ell_{n, s}\left(\boldsymbol{\beta}_{s}\right)\right\|_{2}, \tag{A.14}
\end{align*}
$$

by the Cauchy-Schwarz inequality and the fact that $\|\boldsymbol{a}-\boldsymbol{b}\| \leqslant \frac{1}{2}$. Using the above in (A.13) gives,

$$
\begin{equation*}
\sum_{v=1}^{n} a_{v} \nabla \ell_{n, s}\left(\boldsymbol{\beta}_{s}\right)_{v} \leqslant \sum_{v=1}^{n} b_{v}\left(\mathbb{E}\left[d_{s}(v)\right]-d_{s}(v)\right)+\frac{1}{2}\left\|\nabla \ell_{n, s}\left(\boldsymbol{\beta}_{s}\right)\right\|_{2} . \tag{A.15}
\end{equation*}
$$

Maximizing over $\boldsymbol{a} \in \mathbb{B}^{n}$ and $\boldsymbol{b} \in \mathcal{V}$ on both sides of (A.15) and rearranging the terms gives,

$$
\begin{equation*}
\left\|\nabla \ell_{n, s}\left(\boldsymbol{\beta}_{s}\right)\right\|_{2} \leqslant 2 \max _{\boldsymbol{b} \in \mathcal{V}} \sum_{v=1}^{n} b_{v}\left(\mathbb{E}\left[d_{s}(v)\right]-d_{s}(v)\right) . \tag{A.16}
\end{equation*}
$$

For $\boldsymbol{e}=\left(u_{1}, u_{2}, \ldots, u_{s}\right) \in[n]^{s}$ denote $\boldsymbol{\beta}_{s, \boldsymbol{e}}=\left(\beta_{s, u_{1}}, \beta_{s, u_{2}}, \ldots, \beta_{s, u_{s}}\right)^{\top}$. Hence, by (A.16), Hoeffding's inequality, and union bound,

$$
\begin{aligned}
& \mathbb{P}\left(\left\|\nabla \ell_{n, s}\left(\boldsymbol{\beta}_{s}\right)\right\|_{2}^{2}>4 C^{2} n^{s}\right) \\
& \leqslant \sum_{b \in \mathcal{V}} \mathbb{P}\left(\sum_{v=1}^{n} b_{v}\left(\mathbb{E}\left[d_{s}(v)\right]-d_{s}(v)\right)>2 C n^{\frac{s}{2}}\right) \\
& =\sum_{b \in \mathcal{V}} \mathbb{P}\left(\sum_{v=1}^{n} \sum_{e \in\left[\begin{array}{l}
{[n]} \\
s
\end{array}\right): v \in \boldsymbol{e}} b_{v}\left\{\frac{e^{\boldsymbol{\beta}_{s, e}^{\top} \mathbf{1}}}{1+e^{\boldsymbol{\beta}_{s, e}^{\top}}}-\mathbf{1}\left\{\boldsymbol{e} \in E\left(H_{n}\right)\right\}\right\}>2 C n^{\frac{s}{2}}\right) \\
& \leqslant \sum_{b \in \mathcal{V}} e^{-\frac{2 C^{2} n}{\sum_{v=1}^{n} b_{v}^{2}}} \leqslant 2^{C_{1} n} e^{-2 C^{2} n} \rightarrow 0,
\end{aligned}
$$

by choosing $C>C_{1}$ to be large enough. This proves the first inequality in (A.1).
A.1.3. Proof of Lemma A.2. For $\boldsymbol{e}=\left(u_{1}, u_{2}, \ldots, u_{s}\right) \in\binom{[n]}{s}$ and $\boldsymbol{\beta}=\left(\beta_{1}, \beta_{2}, \ldots, \beta_{n}\right) \in \mathbb{R}^{n}$, denote $\boldsymbol{\beta}_{\boldsymbol{e}}=\left(\beta_{u_{1}}, \beta_{u_{2}}, \ldots, \beta_{u_{s}}\right)^{\top}$. Recalling (2.7) note that, the Hessian matrix $\nabla^{2} \ell_{n, s}$ can be expressed as:

$$
\nabla^{2} \ell_{n, s}(\boldsymbol{\beta})=\sum_{u, v \in[n]} \sum_{\substack{[n]\left(\begin{array}{c}
{[n] \\
s}
\end{array}\right)}} \frac{e^{\boldsymbol{\beta}_{e}^{\top} \mathbf{1}}}{\left(1+e^{\boldsymbol{\beta}_{e}^{\top} \mathbf{1}}\right)^{2}} \boldsymbol{\eta}_{u} \boldsymbol{\eta}_{v}^{\top} \mathbf{1}\{u, v \in \boldsymbol{e}\},
$$

where $\boldsymbol{\eta}_{u}$ is the $u$-th basis vector in $\mathbb{R}^{n}$, for $1 \leqslant u \leqslant n$.
Note that for $\boldsymbol{\beta} \in \mathbb{R}^{n}$ and $\boldsymbol{\beta}_{s} \in \mathcal{B}(M)$,

$$
\left|\mathbf{1}^{\top} \boldsymbol{\beta}_{\boldsymbol{e}}\right| \leqslant s\|\boldsymbol{\beta}\|_{\infty} \leqslant s\left\|\boldsymbol{\beta}_{s}\right\|_{\infty}+s\left\|\boldsymbol{\beta}_{s}-\boldsymbol{\beta}\right\|_{\infty} .
$$

Hence,

$$
\begin{equation*}
\frac{1}{4} e^{-s\left(M+\left\|\boldsymbol{\beta}_{s}-\boldsymbol{\beta}\right\|_{\infty}\right)} \leqslant \frac{e^{\mathbf{1}^{\top} \boldsymbol{\beta}_{\boldsymbol{e}}}}{\left(1+e^{\boldsymbol{\top}^{\top} \boldsymbol{\beta}_{\boldsymbol{e}}}\right)^{2}} \leqslant 1 . \tag{A.17}
\end{equation*}
$$

For $\boldsymbol{x} \in \mathbb{R}^{n}$, consider

$$
\begin{aligned}
\boldsymbol{x}^{\top} \nabla^{2} \ell_{n, s}(\boldsymbol{\beta}) \boldsymbol{x} & =\sum_{u, v \in[n]} \sum_{\boldsymbol{e} \in\binom{[n]}{s}} \frac{e^{\boldsymbol{\beta}_{\boldsymbol{e}}^{\top} \mathbf{1}}}{\left(1+e^{\boldsymbol{\beta}_{\boldsymbol{e}}^{\top} \mathbf{1}}\right)^{2}} x_{u} x_{v} \mathbf{1}\{u, v \in \boldsymbol{e}\} \\
& =\sum_{\boldsymbol{e} \in\binom{[n]}{s}} \frac{e^{\boldsymbol{\beta}_{\boldsymbol{e}}^{\top} \mathbf{1}}}{\left(1+e^{\boldsymbol{\beta}_{\boldsymbol{e}}^{\top} \mathbf{1}}\right)^{2}}\left(\sum_{u, v \in[n]} x_{u} x_{v} \mathbf{1}\{u, v \in \boldsymbol{e}\}\right) \\
& =\sum_{\boldsymbol{e} \in\binom{[n]}{s}} \frac{e^{\boldsymbol{\beta}_{\boldsymbol{e}}^{\top} \mathbf{1}}}{\left(1+e^{\boldsymbol{\beta}_{\boldsymbol{e}}^{\top} \mathbf{1}}\right)^{2}}\left(\sum_{u \in[n]} x_{u} \mathbf{1}\{u \in \boldsymbol{e}\}\right)^{2} \\
& \geqslant \frac{1}{4} e^{-s\left(M+\left\|\boldsymbol{\beta}_{s}-\boldsymbol{\beta}\right\|_{\infty}\right)} \sum_{\boldsymbol{e} \in\binom{[n]}{s}}\left(\sum_{u \in[n]} x_{u} \mathbf{1}\{u \in \boldsymbol{e}\}\right)^{2},
\end{aligned}
$$

where the last step uses (A.17). Observe that for any $\boldsymbol{x} \in \mathbb{R}^{n}$

$$
\sum_{\boldsymbol{e} \in\binom{[n]}{s}}\left(\sum_{u \in[n]} x_{u} \mathbf{1}\{u \in \boldsymbol{e}\}\right)^{2}=\boldsymbol{x}^{\top} \boldsymbol{L} \boldsymbol{x}
$$

where

$$
\boldsymbol{L}:=\sum_{u, v \in[n]} \sum_{\boldsymbol{e} \in\binom{[n]}{s}} \boldsymbol{\eta}_{u} \boldsymbol{\eta}_{v}^{\top} \mathbf{1}\{u, v \in \boldsymbol{e}\}=\left(\binom{n-1}{s-1}-\binom{n-2}{s-2}\right) \boldsymbol{I}_{n}+\binom{n-2}{s-2} \mathbf{1 1} \mathbf{1}^{\top},
$$

where $\boldsymbol{I}_{n}$ is the $n \times n$ identity matrix and $\mathbf{1}=(1,1, \ldots, 1)^{\top}$. Similarly, we can show from (A.17) that for any $\boldsymbol{x} \in \mathbb{R}^{n}$

$$
\boldsymbol{x}^{\top} \nabla^{2} \ell_{n, s}(\boldsymbol{\beta}) \boldsymbol{x} \leqslant \boldsymbol{x}^{\top} \boldsymbol{L} \boldsymbol{x}
$$

Thus, for $\boldsymbol{\beta} \in \mathbb{R}^{n}$

$$
\begin{equation*}
\frac{1}{4} e^{-s\left(M+\left\|\boldsymbol{\beta}_{s}-\boldsymbol{\beta}\right\|_{\infty}\right)} \lambda_{\min }(\boldsymbol{L}) \leqslant \lambda_{\min }\left(\nabla^{2} \ell_{n, s}(\boldsymbol{\beta})\right) \leqslant \lambda_{\max }\left(\nabla^{2} \ell_{n, s}(\boldsymbol{\beta})\right) \leqslant \lambda_{\max }(\boldsymbol{L}) . \tag{A.18}
\end{equation*}
$$

Note that $\boldsymbol{L}$ is a circulant matrix with 2 non-zero eigenvalues:

$$
\binom{n-1}{s-1} \quad \text { and } \quad\binom{n-1}{s-1}-\binom{n-2}{s-2} .
$$

Hence, there exists constants $C_{1}^{\prime \prime}, C_{2}^{\prime \prime}>0$ (depending on $r$ ), such that

$$
\binom{n-1}{s-1} \leqslant C_{1}^{\prime \prime} n^{s-1} \quad \text { and } \quad\binom{n-1}{s-1}-\binom{n-2}{s-2} \geqslant C_{2}^{\prime \prime} n^{s-1} .
$$

This implies, from (A.18), that there exists constants $C_{1}^{\prime}, C_{2}^{\prime}>0$ (depending on $r$ and $M$ ) such that (A.2) hold. The result in (A.3) from hold from (A.2) by noting that $\left\|\boldsymbol{\beta}_{s}-\boldsymbol{\beta}\right\|_{\infty} \leqslant\left\|\boldsymbol{\beta}_{s}-\boldsymbol{\beta}\right\|_{2}$.
A.2. Convergence Rate in the $L_{\infty}$ Norm. Suppose $H_{n} \sim H_{n,[r]}(n, \boldsymbol{B})$ as in the statement of Theorem 2.1. From the arguments in Appendix A. 1 we know that, with probability $1-o(1)$, the ML equations (2.7) have a bounded solution $\hat{\boldsymbol{B}}=\left(\hat{\boldsymbol{\beta}}_{1}, \hat{\boldsymbol{\beta}}_{2}, \ldots, \hat{\boldsymbol{\beta}}_{r}\right)$, that is, $\nabla \ell_{n, s}\left(\hat{\boldsymbol{\beta}}_{s}\right)=0$, for $2 \leqslant s \leqslant r$, and $\max _{2 \leqslant s \leqslant r}\left\|\hat{\boldsymbol{\beta}}_{s}\right\|_{\infty}=O(1)$. To establish the rate in $L_{\infty}$ norm we decompose the likelihood for the $s$-th layer as follows.

$$
\begin{align*}
\ell_{n, s}(\boldsymbol{\beta}) & =\sum_{\left\{v_{1}, v_{2}, \ldots, v_{s}\right\} \in\binom{[n]}{s}} \log \left(1+e^{\beta_{v_{1}}+\ldots+\beta_{v_{s}}}\right)-\sum_{v=1}^{n} \beta_{v} d_{s}(v) \\
& =\sum_{\boldsymbol{e} \in\left(\begin{array}{c}
{\left[\begin{array}{c}
n \\
s
\end{array}\right)} \\
\end{array} \log \left(1+e^{\boldsymbol{\beta}_{e}^{\top} \mathbf{1}}\right)-\mathbf{1}\left\{\boldsymbol{e} \in E\left(H_{n}\right)\right\} \boldsymbol{\beta}_{e}^{\top} \mathbf{1}\right\}}=\ell_{n, s}^{+}\left(\beta_{u} \mid \boldsymbol{\beta}_{\bar{u}}\right)+\ell_{n, s}^{-}\left(\boldsymbol{\beta}_{\bar{u}}\right),
\end{align*}
$$

where $\boldsymbol{\beta}_{\bar{u}}=\left(\beta_{1}, \ldots, \beta_{u-1}, \beta_{u+1}, \ldots, \beta_{n}\right)$,

$$
\begin{align*}
\ell_{n, s}^{+}\left(\beta_{u} \mid \boldsymbol{\beta}_{\bar{u}}\right) & :=\sum_{\boldsymbol{e} \in\binom{[n]}{s}: u \in \boldsymbol{e}}\left\{\log \left(1+e^{\boldsymbol{\beta}_{e}^{\top} \mathbf{1}}\right)-\mathbf{1}\left\{\boldsymbol{e} \in E\left(H_{n}\right)\right\} \boldsymbol{\beta}_{e}^{\top} \mathbf{1}\right\} \\
\ell_{n, s}^{-}\left(\boldsymbol{\beta}_{\bar{u}}\right): & :=\sum_{\boldsymbol{e} \in\binom{[n]}{s}: u \notin \boldsymbol{e}}\left\{\log \left(1+e^{\boldsymbol{\beta}_{e}^{\top} \mathbf{1}}\right)-\mathbf{1}\left\{\boldsymbol{e} \in E\left(H_{n}\right)\right\} \boldsymbol{\beta}_{e}^{\top} \mathbf{1}\right\} . \tag{A.20}
\end{align*}
$$

Fix a constant $K>0$ and define

$$
\begin{equation*}
\hat{\boldsymbol{\beta}}_{s, \bar{u}}^{\circ}=\arg \min _{\boldsymbol{\beta}_{\bar{u}}:\left\|\boldsymbol{\beta}_{\bar{u}}-\boldsymbol{\beta}_{s, \bar{u}}\right\|_{2} \leqslant K} \ell_{n, s}^{-}\left(\boldsymbol{\beta}_{\bar{u}}\right) \tag{A.21}
\end{equation*}
$$

where $\boldsymbol{\beta}_{s, \bar{u}}=\left(\beta_{s, 1}, \ldots, \beta_{s, u-1}, \beta_{s, u+1}, \ldots, \beta_{s, n}\right)$. This is the leave-one-out ML estimate on the constrained set $\left\|\boldsymbol{\beta}_{\bar{u}}-\boldsymbol{\beta}_{s, \bar{u}}\right\|_{2} \leqslant K$. First we bound the difference (in $L_{2}$ norm) of constrained leave-one-out ML estimate defined above and the leave-one-out true parameter $\boldsymbol{\beta}_{s, \bar{u}}$.
Lemma A.3. Let $\hat{\boldsymbol{\beta}}_{s, \bar{u}}^{\circ}$ and $\boldsymbol{\beta}_{s, \bar{u}}$ be as defined above. Then, for $u \in[n]$, with probability $1-o(1)$,

$$
\begin{equation*}
\max _{u \in[n]}\left\|\hat{\boldsymbol{\beta}}_{s, \bar{u}}^{\circ}-\boldsymbol{\beta}_{s, \bar{u}}\right\|_{2}^{2} \lesssim_{s, M, K} \frac{1}{n^{s-2}} \tag{A.22}
\end{equation*}
$$

Proof. To begin with, observe that

$$
\begin{aligned}
\ell_{n, s}^{-}\left(\boldsymbol{\beta}_{s, \bar{u}}\right) & \geqslant \ell_{n, s}^{-}\left(\hat{\boldsymbol{\beta}}_{s, \bar{u}}^{\circ}\right) \\
& =\ell_{n, s}^{-}\left(\boldsymbol{\beta}_{s, \bar{u}}\right)+\left(\hat{\boldsymbol{\beta}}_{s, \bar{u}}^{\circ}-\boldsymbol{\beta}_{s, \bar{u}}\right)^{\top} \nabla \ell_{n, s}^{-}\left(\boldsymbol{\beta}_{s, \bar{u}}\right)+\frac{1}{2}\left(\hat{\boldsymbol{\beta}}_{s, \bar{u}}^{\circ}-\boldsymbol{\beta}_{s, \bar{u}}\right)^{\top} \nabla^{2} \ell_{n, s}^{-}(\tilde{\boldsymbol{\beta}})\left(\hat{\boldsymbol{\beta}}_{s, \bar{u}}^{\circ}-\boldsymbol{\beta}_{s, \bar{u}}\right),
\end{aligned}
$$

where $\left\|\tilde{\boldsymbol{\beta}}-\boldsymbol{\beta}_{s, \bar{u}}\right\|_{2} \leqslant\left\|\hat{\boldsymbol{\beta}}_{s, \bar{u}}^{\circ}-\boldsymbol{\beta}_{s, \bar{u}}\right\|_{2} \leqslant K$. This implies,

$$
\left\|\hat{\boldsymbol{\beta}}_{s, \bar{u}}^{\circ}-\boldsymbol{\beta}_{s, \bar{u}}\right\|_{2} \cdot\left\|\nabla \ell_{n, s}^{-}\left(\boldsymbol{\beta}_{s, \bar{u}}\right)\right\|_{2} \geqslant-\left(\hat{\boldsymbol{\beta}}_{s, \bar{u}}^{\circ}-\boldsymbol{\beta}_{s, \bar{u}}\right)^{\top} \nabla \ell_{n, s}^{-}\left(\boldsymbol{\beta}_{s, \bar{u}}\right)
$$

$$
\begin{equation*}
\geqslant \frac{1}{2}\left(\hat{\boldsymbol{\beta}}_{s, \bar{u}}^{\circ}-\boldsymbol{\beta}_{s, \bar{u}}\right)^{\top} \nabla^{2} \ell_{n, s}^{-}(\tilde{\boldsymbol{\beta}})\left(\hat{\boldsymbol{\beta}}_{s, \bar{u}}^{\circ}-\boldsymbol{\beta}_{s, \bar{u}}\right) . \tag{A.23}
\end{equation*}
$$

By Lemma A.2,

$$
\left(\hat{\boldsymbol{\beta}}_{s, \bar{u}}^{\circ}-\boldsymbol{\beta}_{s, \bar{u}}\right)^{\top} \nabla^{2} \ell_{n, s}^{-}(\tilde{\boldsymbol{\beta}})\left(\hat{\boldsymbol{\beta}}_{s, \bar{u}}^{\circ}-\boldsymbol{\beta}_{s, \bar{u}}\right) \gtrsim_{s, M, K}\left\|\hat{\boldsymbol{\beta}}_{s, \bar{u}}^{\circ}-\boldsymbol{\beta}_{s, \bar{u}}\right\|^{2} n^{s-1} .
$$

Also, by Lemma A.1, $\left\|\nabla \ell_{n, s}^{-}\left(\boldsymbol{\beta}_{s, \bar{u}}\right)\right\|_{2}^{2} \lesssim_{s, M, K} n^{s}$ with probability $1-O\left(\frac{1}{n^{2}}\right)$. Plugging in the above inequalities in (A.23), and using the union bound we get (A.22).

Next, we bound the difference between the constrained leave-one-out ML estimate $\hat{\boldsymbol{\beta}}_{s, \bar{u}}^{\circ}$ and the (unconstrained) leave-one-out ML estimate $\hat{\boldsymbol{\beta}}_{s, \bar{u}}=\left(\hat{\beta}_{s, 1}, \ldots, \hat{\beta}_{s, u-1}, \hat{\beta}_{s, u+1}, \ldots, \hat{\beta}_{s, n}\right)$.

Lemma A.4. Let $\hat{\boldsymbol{\beta}}_{s, \bar{u}}^{\circ}$ and $\hat{\boldsymbol{\beta}}_{s, \bar{u}}$ be as defined above. Then, with probability $1-o(1)$,

$$
\begin{equation*}
\max _{u \in[n]}\left\|\hat{\boldsymbol{\beta}}_{s, \bar{u}}^{\circ}-\hat{\boldsymbol{\beta}}_{s, \bar{u}}\right\|_{2}^{2} \lesssim_{s, M, K} \frac{1}{n^{s-1}}+\frac{\left\|\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\beta}_{s}\right\|_{\infty}^{2}}{n^{s-1}}, \tag{A.24}
\end{equation*}
$$

where $X_{\boldsymbol{e}}=\mathbf{1}\left\{\boldsymbol{e} \in E\left(H_{n}\right)\right\}, \psi(x)=\frac{e^{x}}{1+e^{x}}$, and $\boldsymbol{\beta}_{s, \boldsymbol{e}}=\left(\beta_{s, u_{1}}, \beta_{s, u_{2}}, \ldots, \beta_{s, u_{s}}\right)^{\top}$, for $\boldsymbol{e}=$ $\left(u_{1}, u_{2}, \ldots, u_{s}\right) \in[n]^{s}$.
Proof. By the definition of $\hat{\boldsymbol{\beta}}_{s, \bar{u}}^{\circ}$ (recall (A.21))

$$
\begin{aligned}
\ell_{n, s}^{-}\left(\hat{\boldsymbol{\beta}}_{s, \bar{u}}\right) & \geqslant \ell_{n, s}^{-}\left(\hat{\boldsymbol{\beta}}_{s, \bar{u}}^{\circ}\right) \\
& =\ell_{n, s}^{-}\left(\hat{\boldsymbol{\beta}}_{s, \bar{u}}\right)+\left(\hat{\boldsymbol{\beta}}_{s, \bar{u}}^{\circ}-\hat{\boldsymbol{\beta}}_{s, \bar{u}}\right)^{\top} \nabla \ell_{n, s}^{-}\left(\hat{\boldsymbol{\beta}}_{s, \bar{u}}\right)+\left(\hat{\boldsymbol{\beta}}_{s, \bar{u}}^{\circ}-\hat{\boldsymbol{\beta}}_{s, \bar{u}}\right)^{\top} \nabla \ell_{n, s}^{-}(\overline{\boldsymbol{\beta}})\left(\hat{\boldsymbol{\beta}}_{s, \bar{u}}^{\circ}-\hat{\boldsymbol{\beta}}_{s, \bar{u}}\right),
\end{aligned}
$$

where $\left\|\overline{\boldsymbol{\beta}}-\hat{\boldsymbol{\beta}}_{s, \bar{u}}\right\|_{2} \leqslant\left\|\hat{\boldsymbol{\beta}}_{s, \bar{u}}^{\circ}-\hat{\boldsymbol{\beta}}_{s, \bar{u}}\right\|_{2}$. Note that $\left\|\hat{\boldsymbol{\beta}}_{s, \bar{u}}^{\circ}-\hat{\boldsymbol{\beta}}_{s, \bar{u}}\right\|_{2}=O(1)$, since $\left\|\hat{\boldsymbol{\beta}}_{s}\right\|_{\infty}=O(1)$ and $\left\|\hat{\boldsymbol{\beta}}_{s, \bar{u}}^{\circ}\right\|=O(1)$. Then by Lemma A.2,

$$
\begin{equation*}
\left\|\hat{\boldsymbol{\beta}}_{s, \bar{u}}^{\circ}-\hat{\boldsymbol{\beta}}_{s, \bar{u}}\right\|_{2}^{2} \lesssim_{s, M, K} \frac{\left\|\nabla \ell_{n, s}^{-}\left(\hat{\boldsymbol{\beta}}_{s, \bar{u}}\right)\right\|_{2}^{2}}{n^{2(s-1)}} . \tag{A.25}
\end{equation*}
$$

Since $\nabla \ell_{n, s}\left(\hat{\boldsymbol{\beta}}_{s}\right)=0$, that is, $\frac{\partial}{\partial \beta_{v}} \ell_{n, s}\left(\hat{\boldsymbol{\beta}}_{s}\right)=0$, for $v \in[n]$. Hence, we have from (A.19),

$$
\frac{\partial}{\partial \beta_{v}} \ell_{n, s}^{-}\left(\hat{\boldsymbol{\beta}}_{s, \bar{u}}\right)=-\frac{\partial}{\partial \beta_{v}} \ell_{n, s}^{+}\left(\hat{\beta}_{s, u} \mid \hat{\boldsymbol{\beta}}_{s, \bar{u}}\right)=-\sum_{\boldsymbol{e \in ( \begin{array} { c } 
{ [ n ] } \\
{ s }
\end{array} ) : \{ u , v \} \in e}}\left\{X_{e}-\psi\left(\mathbf{1}^{\top} \hat{\boldsymbol{\beta}}_{s, e}\right)\right\}
$$

where $\psi(x):=\frac{e^{x}}{1+e^{x}}$. This implies,

$$
\begin{align*}
& \left\|\nabla \ell_{n, s}^{-}\left(\hat{\boldsymbol{\beta}}_{s, \bar{u}}\right)\right\|_{2}^{2} \\
& =\sum_{v \in[n] \backslash\{u\}}\left(\sum_{\boldsymbol{e} \in\left[\begin{array}{c}
{[n]} \\
s
\end{array}\right):\{u, v\} \in \boldsymbol{e}}\left\{X_{\boldsymbol{e}}-\psi\left(\hat{\boldsymbol{\beta}}_{s, \boldsymbol{e}}^{\top} 1\right)\right\}\right)^{2} \\
& \lesssim \sum_{v \in[n]\{\{u\}}\left[\left(\sum_{\boldsymbol{e} \in\binom{[n]}{s}:\{u, v\} \in \boldsymbol{e}}\left\{X_{\boldsymbol{e}}-\psi\left(\mathbf{1}^{\top} \boldsymbol{\beta}_{s, \boldsymbol{e}}\right)\right\}\right)^{2}+\left(\sum_{\boldsymbol{e} \in\binom{[n]}{s}:\{u, v\} \in \boldsymbol{e}}\left\{\psi\left(\mathbf{1}^{\top} \hat{\boldsymbol{\beta}}_{s, \boldsymbol{e}}\right)-\psi\left(\mathbf{1}^{\top} \boldsymbol{\beta}_{s, \boldsymbol{e}}\right)\right\}\right)^{2}\right] \\
& \lesssim_{r} \sum_{v \in[n] \backslash\{u\}}\left(\sum_{\boldsymbol{e} \in\binom{[n]}{s}:\{u, v\} \in \boldsymbol{e}}\left\{X_{\boldsymbol{e}}-\psi\left(1^{\top} \boldsymbol{\beta}_{s, \boldsymbol{e}}\right)\right\}\right)^{2}+n^{s-1}\left\|\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\beta}_{s}\right\|_{\infty}^{2}, \tag{A.26}
\end{align*}
$$

using

$$
\left|\psi\left(\mathbf{1}^{\top} \hat{\boldsymbol{\beta}}_{s, e}\right)-\psi\left(\mathbf{1}^{\top} \boldsymbol{\beta}_{s, e}\right)\right| \lesssim\left|\mathbf{1}^{\top} \hat{\boldsymbol{\beta}}_{s, \boldsymbol{e}}-\mathbf{1}^{\top} \boldsymbol{\beta}_{s, e}\right| \lesssim r\left\|\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\beta}_{s}\right\|_{\infty}^{2} .
$$

By (A.25) and (A.26), to prove the result in (A.24) it suffices show the following holds with probability $1-o(1)$,

$$
\begin{equation*}
\max _{1 \leqslant u \leqslant n} \sum_{v \in[n]\{\{u\}}\left(\sum_{e \in\binom{n n}{s}: u, v \in \boldsymbol{e}}\left\{\mathbf{1}\left\{\boldsymbol{e} \in E\left(H_{n}\right)\right\}-\psi\left(\boldsymbol{\beta}_{s, e}^{\top} \mathbf{1}\right)\right\}\right)^{2} \lesssim n^{s-1} . \tag{A.27}
\end{equation*}
$$

This is proved in Appendix A.2.1.
We now apply the above lemmas to derive the bound in the $L_{\infty}$ norm. To begin with note that since $\ell_{n, s}\left(\hat{\boldsymbol{\beta}}_{s}\right)=\min _{\boldsymbol{\beta}_{s}} \ell_{n, s}\left(\boldsymbol{\beta}_{s}\right)$,

$$
\ell_{n, s}^{+}\left(\beta_{s, u} \mid \hat{\boldsymbol{\beta}}_{s, \bar{u}}\right)+\ell_{n, s}^{-}\left(\hat{\boldsymbol{\beta}}_{s, \bar{u}}\right) \geqslant \ell_{n, s}\left(\hat{\boldsymbol{\beta}}_{s}\right)=\ell_{n, s}^{+}\left(\hat{\beta}_{s, u} \mid \hat{\boldsymbol{\beta}}_{s, \bar{u}}\right)+\ell_{n, s}^{-}\left(\hat{\boldsymbol{\beta}}_{s, \bar{u}}\right) .
$$

The above inequality implies

$$
\begin{aligned}
\ell_{n, s}^{+} & \left(\beta_{s, u} \mid \hat{\boldsymbol{\beta}}_{s, \bar{u}}\right) \\
& \geqslant \ell_{n, s}^{+}\left(\hat{\beta}_{s, u} \mid \hat{\boldsymbol{\beta}}_{s, \bar{u}}\right) \\
& =\ell_{n, s}^{+}\left(\beta_{s, u} \mid \hat{\boldsymbol{\beta}}_{s, \bar{u}}\right)+\left(\hat{\beta}_{s, u}-\beta_{s, u}\right) \frac{\partial}{\partial \beta_{u}} \ell_{n, s}^{+}\left(\beta_{s, u} \mid \hat{\boldsymbol{\beta}}_{s, \bar{u}}\right)+\frac{1}{2}\left(\hat{\beta}_{s, u}-\beta_{s, u}\right)^{2} \frac{\partial^{2}}{\partial \beta_{u}^{2}} \ell_{n, s}^{+}\left(\tilde{\beta} \mid \hat{\boldsymbol{\beta}}_{s, \bar{u}}\right),
\end{aligned}
$$

where $\tilde{\beta}$ is a convex combination of $\hat{\beta}_{s, u}$ and $\beta_{s, u}$. Therefore,

$$
\begin{equation*}
\left(\hat{\beta}_{s, u}-\beta_{s, u}\right)^{2} \leqslant \frac{4\left|\frac{\partial}{\partial \beta_{u}} \ell_{n, s}^{+}\left(\beta_{s, u} \mid \hat{\boldsymbol{\beta}}_{s, \bar{u}}\right)\right|^{2}}{\left|\frac{\partial^{2}}{\partial \beta_{u}^{2}}{ }_{n, s}^{+}\left(\tilde{\beta} \mid \hat{\boldsymbol{\beta}}_{s, \bar{u}}\right)\right|^{2}} . \tag{A.28}
\end{equation*}
$$

From arguments in Appendix A. 1 we know that with probability $1-o(1),\left\|\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\beta}_{s}\right\|_{\infty} \leqslant \| \hat{\boldsymbol{\beta}}_{s}-$ $\boldsymbol{\beta}_{s} \|_{2} \lesssim 1$. Note that for $\boldsymbol{\beta} \in \mathbb{R}^{n}$ such that $\left\|\boldsymbol{\beta}-\boldsymbol{\beta}_{s}\right\|_{\infty} \lesssim 1$, we have $\|\boldsymbol{\beta}\|_{\infty} \lesssim 1$ and hence, $\left|\mathbf{1}^{\top} \boldsymbol{\beta}_{\boldsymbol{e}}\right| \lesssim 1$. This implies, $\psi\left(\mathbf{1}^{\top} \boldsymbol{\beta}_{\boldsymbol{e}, s}\right)\left(1-\psi\left(\mathbf{1}^{\top} \boldsymbol{\beta}_{\boldsymbol{e}, s}\right)\right) \gtrsim 1$ and hence,

$$
\frac{\partial^{2}}{\partial \beta_{u}^{2}} \ell_{n, s}^{+}\left(\tilde{\beta} \mid \hat{\boldsymbol{\beta}}_{s, \bar{u}}\right)=\sum_{\boldsymbol{e} \in\binom{[n]}{s}: u \in \boldsymbol{e}} \psi\left(\mathbf{1}^{\top} \overline{\boldsymbol{\beta}}_{\boldsymbol{e}, s}\right)\left(1-\psi\left(\mathbf{1}^{\top} \overline{\boldsymbol{\beta}}_{\boldsymbol{e}, s}\right)\right) \gtrsim n^{s-1}
$$

where $\overline{\boldsymbol{\beta}}_{s}=\left(\hat{\beta}_{s, 1}, \ldots, \hat{\beta}_{s, u-1}, \beta_{s, u}, \hat{\beta}_{s, u+1}, \ldots, \hat{\beta}_{s, n}\right)^{\top}$. Hence, (A.28) implies,

$$
\begin{equation*}
\left(\hat{\beta}_{s, u}-\beta_{s, u}\right)^{2} \lesssim \frac{\left|\frac{\partial}{\partial \beta_{u}} \ell_{n, s}^{+}\left(\beta_{s, u} \mid \hat{\boldsymbol{\beta}}_{s, \bar{u}}\right)\right|^{2}}{n^{2 s-2}} . \tag{A.29}
\end{equation*}
$$

Now, we bound $\left|\frac{\partial}{\partial \beta_{u}} \ell_{n, s}^{+}\left(\beta_{s, u} \mid \hat{\boldsymbol{\beta}}_{s, \bar{u}}\right)\right|^{2}$. For this define

$$
\overline{\boldsymbol{\beta}}_{s}^{\circ}=\left(\left[\hat{\boldsymbol{\beta}}_{s, \bar{u}}^{\circ}\right]_{1}, \ldots,\left[\hat{\boldsymbol{\beta}}_{s, \bar{u}}^{\circ}\right]_{u-1}, \beta_{s, u},\left[\hat{\boldsymbol{\beta}}_{s, \bar{u}}^{\circ}\right]_{u+1}, \ldots,\left[\hat{\boldsymbol{\beta}}_{s, \bar{u}}^{\circ}\right]_{n}\right)^{\top}
$$

Then we have

$$
\left|\frac{\partial}{\partial \beta_{u}} \ell_{n, s}^{+}\left(\beta_{s, u} \mid \hat{\boldsymbol{\beta}}_{s, \bar{u}}\right)\right|=\left|\sum_{\boldsymbol{e} \in\left[\begin{array}{c}
{[n]}  \tag{A.30}\\
s
\end{array}\right): u \in \boldsymbol{e}}\left\{X_{\boldsymbol{e}}-\psi\left(\mathbf{1}^{\top} \overline{\boldsymbol{\beta}}_{\boldsymbol{e}, s}\right)\right\}\right| \leqslant T_{1}(u)+T_{2}(u)+T_{3}(u)
$$

where

$$
T_{1}(u):=\left|\sum_{\boldsymbol{e} \in\binom{[n]}{s}: u \in \boldsymbol{e}}\left\{X_{\boldsymbol{e}}-\psi\left(1^{\top} \boldsymbol{\beta}_{\boldsymbol{e}, s}\right)\right\}\right|, \quad T_{2}(u):=\left|\sum_{\boldsymbol{e} \in\binom{[n]}{s}: u \in \boldsymbol{e}}\left\{\psi\left(1^{\top} \overline{\boldsymbol{\beta}}_{\boldsymbol{e}, s}^{\circ}\right)-\psi\left(1^{\top} \boldsymbol{\beta}_{\boldsymbol{e}, s}\right)\right\}\right|,
$$

and

$$
T_{3}(u):=\left|\sum_{\boldsymbol{e} \in\binom{[n]}{s}: u \in \boldsymbol{e}}\left\{\psi\left(1^{\top} \overline{\boldsymbol{\beta}}_{\boldsymbol{e}, s}^{\circ}\right)-\psi\left(1^{\top} \overline{\boldsymbol{\beta}}_{\boldsymbol{e}, s}\right)\right\}\right| .
$$

Note that since $\left\{X_{e}\right\}_{e \in\binom{[n]}{s}}$ are independent and bounded random variables, using Hoeffding's inequality and union bound gives

$$
\max _{u \in[n]} T_{1}(u) \lesssim \sqrt{n^{s-1} \log n},
$$

with probability $1-o(1)$. Next, we consider $T_{2}(u)$. By Lemma A.3, with probability $1-o(1)$,

$$
\begin{aligned}
\max _{u \in[n]} T_{2}(u) \lesssim \max _{u \in[n]} \sum_{e \in\binom{[n]}{s}: u \in \boldsymbol{e}}\left\{\sum_{v \in \boldsymbol{e}}\left|\beta_{s, v}-\left[\hat{\boldsymbol{\beta}}_{s, \bar{u}}^{\circ}\right] v\right|\right\} & =\max _{u \in[n]} \sum_{v \in[n] \backslash\{u\}} n^{s-2}\left|\beta_{s, v}-\left[\hat{\boldsymbol{\beta}}_{s, \bar{u}}^{\circ}\right]_{v}\right| \\
& \lesssim n^{s-\frac{3}{2}} \max _{u \in[n]}\left\|\boldsymbol{\beta}_{s, \bar{u}}-\hat{\boldsymbol{\beta}}_{s, \bar{u}}^{\circ}\right\|_{2} \lesssim \sqrt{n^{s-1}} .
\end{aligned}
$$

A similar argument shows that, with probability $1-o(1), \max _{u \in[n]} T_{3}(u) \lesssim n^{s-\frac{3}{2}}\left\|\hat{\boldsymbol{\beta}}_{s, \bar{u}}-\hat{\boldsymbol{\beta}}_{s, \bar{u}}^{\circ}\right\|_{2}$. Combining the bounds on $T_{1}, T_{2}$ and $T_{3}$ with (A.29) and (A.30) gives, with probability $1-o(1)$,

$$
\begin{equation*}
\left\|\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\beta}_{s}\right\|_{\infty} \lesssim \sqrt{\frac{\log n}{n^{s-1}}}+\frac{\max _{u \in[n]}\left\|\hat{\boldsymbol{\beta}}_{s, \bar{u}}-\hat{\boldsymbol{\beta}}_{s, \bar{u}}^{\circ}\right\|_{2}}{\sqrt{n}} \tag{A.31}
\end{equation*}
$$

Applying (A.31) in (A.24) now gives, with probability $1-o(1)$,

$$
\begin{aligned}
\max _{u \in[n]}\left\|\hat{\boldsymbol{\beta}}_{s, \bar{u}}^{\circ}-\hat{\boldsymbol{\beta}}_{s, \bar{u}}\right\|_{2} & \lesssim_{s, M, K} \sqrt{\frac{1}{n^{s-1}}}+\frac{\left\|\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\beta}_{s}\right\|_{\infty}}{\sqrt{n^{s-1}}} \\
& \lesssim_{s, M, K} \sqrt{\frac{1}{n^{s-1}}}+\frac{\max _{u \in[n]}\left\|\hat{\boldsymbol{\beta}}_{s, \bar{u}}^{\circ}-\hat{\boldsymbol{\beta}}_{s, \bar{u}}\right\|_{2}}{\sqrt{n^{s}}} \lesssim \sqrt{\frac{1}{n^{s-1}}} .
\end{aligned}
$$

Using this inequality with (A.31) gives, with probability $1-o(1)$,

$$
\left\|\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\beta}_{s}\right\|_{\infty} \lesssim_{s, M, K} \sqrt{\frac{\log n}{n^{s-1}}},
$$

establishing the desired bound in (2.8).
A.2.1. Proof of (A.27).

Proof. Denote by $\mathbb{B}^{n-1}=\left\{\boldsymbol{x} \in \mathbb{R}^{n-1}:\|\boldsymbol{x}\|_{2} \leqslant 1\right\}$. Using [48, Lemma 5.2], we can construct an $\frac{1}{2}$ net $\mathcal{V}_{1}$ of $\mathbb{B}^{n-1}$ satisfying $\log \left|\mathcal{V}_{1}\right| \leqslant C_{2} n$ for some constant $C_{2}>0$. Now, for any $u \in[n]$, any unit vector $\tilde{\boldsymbol{a}}=\left(\tilde{a}_{1}, \tilde{a}_{2}, \ldots, \tilde{a}_{n-1}\right)^{\top} \in \mathbb{B}^{n-1}$ and the corresponding point $\tilde{\boldsymbol{b}}=\left(\tilde{b}_{1}, \tilde{b}_{2}, \ldots, \tilde{b}_{n-1}\right)^{\top} \in \mathcal{V}_{1}$,

$$
\begin{align*}
& \sum_{v \in[n] \backslash\{u\}} \tilde{a}_{v}\left\{\sum_{\underset{e \in\binom{[n]}{s}: u, v \in \boldsymbol{e}}{ }}\left\{X_{\boldsymbol{e}}-\frac{e^{\mathbf{1}^{\top} \boldsymbol{\beta}_{\boldsymbol{e}}}}{1+e^{\mathbf{1}^{\top} \boldsymbol{\beta}_{\boldsymbol{e}}}}\right\}\right\} \\
= & \sum_{v \in[n] \backslash\{u\}} \tilde{b}_{v}\left\{\sum_{e \in\binom{[n])}{s}, u, v \in \boldsymbol{e}}\left\{X_{\boldsymbol{e}}-\frac{e^{\mathbf{1}^{\top} \boldsymbol{\beta}_{\boldsymbol{e}}}}{1+e^{\mathbf{1}^{\top} \boldsymbol{\beta}_{\boldsymbol{e}}}}\right\}\right\}+\Delta_{u}, \tag{A.32}
\end{align*}
$$

where

$$
\Delta_{u}:=\sum_{v \in[n] \backslash\{u\}}\left(\tilde{a}_{i}-\tilde{b}_{i}\right)\left\{\sum_{\boldsymbol{e} \in\binom{[n]}{s}: u, v \in \boldsymbol{e}}\left\{X_{\boldsymbol{e}}-\frac{e^{\mathbf{1}^{\top} \boldsymbol{\beta}_{\boldsymbol{e}}}}{1+e^{\mathbf{1}^{\top} \boldsymbol{\beta}_{\boldsymbol{e}}}}\right\}\right\}
$$

Proceeding as in (A.14), for all $u \in[n]$, we can show

$$
\left|\Delta_{u}\right| \leqslant \frac{1}{2} \sqrt{\sum_{v \in[n] \backslash\{u\}}\left\{\sum_{\boldsymbol{e} \in\binom{[n]}{s}: u, v \in \boldsymbol{e}}\left\{X_{\boldsymbol{e}}-\frac{e^{\mathbf{1}^{\top} \boldsymbol{\beta}_{\boldsymbol{e}}}}{1+e^{\mathbf{1}^{\top} \boldsymbol{\beta}_{\boldsymbol{e}}}}\right\}\right\}^{2}}
$$

Maximizing over $\tilde{\boldsymbol{a}} \in \mathbb{B}^{n-1}$ and $\tilde{\boldsymbol{b}} \in \mathcal{V}_{1}$ on both sides of (A.32) we get
$\sqrt{\sum_{v \in[n] \backslash\{u\}}\left\{\sum_{\substack{\left(\begin{array}{c}{[n] \\ s}\end{array}\right): u, v \in \boldsymbol{e}}}\left\{X_{\boldsymbol{e}}-\frac{e^{\mathbf{1}^{\top} \boldsymbol{\beta}_{\boldsymbol{e}}}}{1+e^{\mathbf{1}^{\top} \boldsymbol{\beta}_{\boldsymbol{e}}}}\right\}\right\}^{2}} \leqslant 2 \max _{\tilde{\boldsymbol{b}} \in \mathcal{V}_{1}} \sum_{v \in[n] \backslash\{u\}} \tilde{b}_{v}\left\{\sum_{\boldsymbol{e} \in\binom{[n]}{s}: u, v \in \boldsymbol{e}}\left\{X_{\boldsymbol{e}}-\frac{e^{\mathbf{1}^{\top} \boldsymbol{\beta}_{\boldsymbol{e}}}}{1+e^{\mathbf{1}^{\top} \boldsymbol{\beta}_{\boldsymbol{e}}}}\right\}\right\}$.
As the above relation holds for all $u \in[n]$ we get

$$
\begin{align*}
& \sqrt[{\max _{u \in[n]} \sum_{v \in[n] \backslash\{u\}}\left\{\sum_{e \in\binom{[n]}{s}: u, v \in \boldsymbol{e}}\left\{X_{\boldsymbol{e}}-\frac{e^{\mathbf{1}^{\top} \boldsymbol{\beta}_{\boldsymbol{e}}}}{1+e^{\mathbf{1}^{\top} \boldsymbol{\beta}_{\boldsymbol{e}}}}\right\}^{2}\right\}^{2}}]{ } \\
& \leqslant 2 \max _{u \in[n]} \max _{\tilde{\boldsymbol{b}} \in \mathcal{V}_{1}} \sum_{v \in[n] \backslash\{u\}} \tilde{b}_{v}\left\{\sum_{e \in\binom{[n]}{s}: u, v \in \boldsymbol{e}}\left\{X_{\boldsymbol{e}}-\frac{e^{\mathbf{1}^{\top} \boldsymbol{\beta}_{\boldsymbol{e}}}}{1+e^{\mathbf{1}^{\top} \boldsymbol{\beta}_{\boldsymbol{e}}}}\right\}\right\} \tag{A.33}
\end{align*}
$$

Hence, using (A.33), Hoeffding Inequality and union bound we get

$$
\begin{aligned}
& \mathbb{P}\left(\max _{u \in[n]} \sum_{v \in[n] \backslash\{u\}}\left\{\sum_{\substack{ \\
e\left(\begin{array}{c}
{[n] \\
s}
\end{array}\right): u, v \in \boldsymbol{e}}}\left\{X_{\boldsymbol{e}}-\frac{e^{\mathbf{1}^{\top} \boldsymbol{\beta}_{\boldsymbol{e}}}}{1+e^{\mathbf{1}^{\top} \boldsymbol{\beta}_{\boldsymbol{e}}}}\right\}^{2}\right\}^{2}>4 K^{2} n^{s-1}\right) \\
& \leqslant \sum_{u=1}^{n} \sum_{\tilde{\boldsymbol{b}} \in \mathcal{V}_{1}} \mathbb{P}\left(\sum_{v \in[n] \backslash\{u\}} \tilde{b}_{v}\left\{\sum_{\boldsymbol{e} \in\binom{[n]}{s}: u, v \in \boldsymbol{e}}\left\{X_{\boldsymbol{e}}-\frac{e^{\mathbf{1}^{\top} \boldsymbol{\beta}_{\boldsymbol{e}}}}{1+e^{\mathbf{1}^{\top} \boldsymbol{\beta}_{\boldsymbol{e}}}}\right\}\right\}>2 K n^{\frac{s-1}{2}}\right) \\
& \leqslant \sum_{u=1}^{n} \sum_{\tilde{\boldsymbol{b}} \in \mathcal{V}_{1}} e^{-\frac{2 K^{2} n}{\sum_{v=1}^{n-1} \tilde{b}_{v}^{2}}} \\
& \leqslant n 2^{C_{2} n} e^{-2 K^{2} n} \rightarrow 0,
\end{aligned}
$$

for $K$ large enough.

## Appendix B. Estimation Lower Bounds: Proof of Theorem 2.2

The lower bound in the $L_{2}$ norm is proved in Appendix B. 1 and the lower bound in the $L_{\infty}$ norm is proved Appendix B.2.
B.1. Estimation Lower Bound in the $L_{2}$ Norm: Proof of (2.10). For $\gamma \in \mathbb{R}^{n}$, denote the probability distribution of $s$-uniform model $\mathrm{H}_{s}(n, \gamma)$ by $\mathbb{P}_{\boldsymbol{\gamma}}$. To prove the result (2.10) recall Fano's lemma:

Theorem B. 1 ([47, Theorem 2.5]). Suppose there exists $\gamma^{(0)}, \cdots, \gamma^{(J)} \in \mathbb{R}^{n}$, with $\left\|\gamma^{(j)}\right\| \in \mathcal{B}_{M}$ for all $0 \leqslant j \leqslant J$, such that
(1) $\left\|\gamma^{(j)}-\gamma^{(\ell)}\right\|_{2} \geqslant 2 s>0$ for all $0 \leqslant j \neq \ell \leqslant J$,
(2) $\frac{1}{J} \sum_{j=1}^{J} \mathrm{KL}\left(\mathbb{P}_{\boldsymbol{\gamma}^{(j)}}, \mathbb{P}_{\boldsymbol{\gamma}^{(0)}}\right) \leqslant \alpha \log J$,
where $\alpha \in(0,1 / 8)$. Then

$$
\begin{equation*}
\min _{\hat{\gamma}} \max _{\gamma} \mathbb{P}\left(\|\hat{\gamma}-\gamma\|_{2} \geqslant s\right) \geqslant \frac{\sqrt{J}}{\sqrt{J}+1}\left(1-2 \alpha-\sqrt{\frac{2 \alpha}{\log J}}\right) . \tag{B.1}
\end{equation*}
$$

To obtain $\gamma^{(0)}, \ldots, \gamma^{(J)} \in \mathbb{R}^{n}$ as in the above lemma we will invoke the Gilbert-Varshamov Theorem (see [47, Lemma 2.9]) which states that there exists $\boldsymbol{\omega}^{(0)}, \ldots, \boldsymbol{\omega}^{(J)} \in\{0,1\}^{n}$, with $J \geqslant 2^{n / 8}$, such that $\boldsymbol{\omega}^{(0)}=(0, \cdots, 0)^{\top}$ and

$$
\begin{equation*}
\left\|\boldsymbol{\omega}^{(j)}-\boldsymbol{\omega}^{(\ell)}\right\|_{1} \geqslant \frac{n}{8} \tag{B.2}
\end{equation*}
$$

for all $0 \leqslant j \neq \ell \leqslant J$. For $\boldsymbol{\omega}^{(0)}, \ldots, \boldsymbol{\omega}^{(J)} \in\{0,1\}^{n}$ as above and $\delta \in(0,1 / 8)$ define,

$$
\gamma^{(j)}=\varepsilon_{n} \boldsymbol{\omega}^{(j)}, \quad \text { for } 0 \leqslant j \leqslant J,
$$

where $\varepsilon_{n}=16 C n^{-\frac{s-1}{2}}$, with $C=C(\delta, s)>0$ a constant depending on $\delta$ and $s$ to be chosen later. By (B.2) we have

$$
\left\|\gamma^{(j)}-\gamma^{(\ell)}\right\|_{2} \geqslant 2 C n^{-\frac{s-2}{2}}
$$

Now,

$$
\begin{aligned}
& \mathrm{KL}\left(\mathbb{P}_{\boldsymbol{\gamma}^{(j)}}, \mathbb{P}_{\boldsymbol{\gamma}^{(0)}}\right) \\
& =\sum_{t=0}^{s}\binom{\left\|\boldsymbol{\omega}^{(j)}\right\|_{1}}{t}\binom{n-\left\|\boldsymbol{\omega}^{(j)}\right\|_{1}}{s-t}\left\{\psi\left(t \varepsilon_{n}\right) \log \left(2 \psi\left(t \varepsilon_{n}\right)\right)+\left(1-\psi\left(t \varepsilon_{n}\right)\right) \log \left(2\left(1-\psi\left(t \varepsilon_{n}\right)\right)\right)\right\},
\end{aligned}
$$

where $\psi(x)=\frac{e^{x}}{1+e^{x}}$ is the logistic function defined in Lemma A.4. By a Taylor expansion, for small enough $x>0$,

$$
\psi(x) \log (2 \psi(x))+(1-\psi(x)) \log (2(1-\psi(x)))=\frac{x^{2}}{8}+O\left(x^{3}\right) .
$$

Hence, using $\binom{\left\|\omega_{t}^{(j)}\right\|_{1}}{t}\binom{n-\left\|\boldsymbol{\omega}^{(j)}\right\|_{1}}{s-t} \lesssim_{s} n^{s}$ gives

$$
\frac{1}{J} \sum_{j=1}^{J} \mathrm{KL}\left(\mathbb{P}_{\gamma^{(j)}}, \mathbb{P}_{\boldsymbol{\gamma}^{(0)}}\right) \lesssim_{s} n^{s} \varepsilon_{n}^{2} \lesssim_{s} C^{2} n \leqslant \delta \log J
$$

for $C=C(\delta, s)$ chosen appropriately. Hence, applying Theorem B. 1 and taking $J \rightarrow \infty$ in (B.1) gives

$$
\min _{\hat{\gamma}} \max _{\gamma} \mathbb{P}\left(\|\hat{\gamma}-\gamma\|_{2} \geqslant C n^{-\frac{s-2}{2}}\right) \geqslant 1-2 \delta .
$$

This completes the proof of (2.10).
B.2. Estimation Lower Bound in $L_{\infty}$ Norm: Proof of (2.11). Choose 2 points $\boldsymbol{\gamma}, \boldsymbol{\gamma}^{\prime} \in \mathbb{R}^{n}$ as follows: $\gamma=\mathbf{0}$ and $\boldsymbol{\gamma}^{\prime}=\left(\gamma_{1}^{\prime}, \gamma_{2}^{\prime}, \ldots, \gamma_{n}^{\prime}\right)$ such that

$$
\gamma_{i}^{\prime}= \begin{cases}C n^{-\frac{s-1}{2}} & \text { if } i=1 \\ 0 & \text { otherwise }\end{cases}
$$

for some constant $C>0$ to be chosen later. Clearly, $\left\|\gamma-\gamma^{\prime}\right\|_{\infty}=C n^{-\frac{s-1}{2}}:=\varepsilon$. Denote the probability distribution of the $s$-uniform models $\mathrm{H}_{s}(n, \gamma)$ and $\mathrm{H}_{s}\left(n, \gamma^{\prime}\right)$ by $\mathbb{P}_{\gamma}$ and $\mathbb{P}_{\gamma^{\prime}}$, respectively. Observe that

$$
\begin{equation*}
\mathrm{KL}\left(\mathbb{P}_{\boldsymbol{\gamma}}, \mathbb{P}_{\boldsymbol{\gamma}^{\prime}}\right)=\frac{1}{2} \sum_{e \in\binom{[n]}{s}: 1 \in e}\left[\log \left\{\frac{\left(1+e^{\varepsilon}\right)}{2 e^{\varepsilon}}\right\}+\log \left\{\frac{1}{2}\left(1+e^{\varepsilon}\right)\right\}\right] \tag{B.3}
\end{equation*}
$$

By Taylor's theorem, we get

$$
\log \left\{\frac{\left(1+e^{\varepsilon}\right)}{2 e^{\varepsilon}}\right\}+\log \left\{\frac{1}{2}\left(1+e^{\varepsilon}\right)\right\}=\varepsilon^{2}+O\left(\varepsilon^{3}\right)=\frac{C^{2}}{n^{s-1}}+O\left(\frac{1}{n^{\frac{3}{2}(s-1)}}\right) .
$$

Hence, from (B.3),

$$
\mathrm{KL}\left(\mathbb{P}_{\gamma}, \mathbb{P}_{\gamma^{\prime}}\right)=L_{s} C^{2}+o(1)
$$

for some constant $L_{s}$ depending on $s$. This implies, by Le Cam's two-point method (see [47, Theorem 2.2]), for $\delta \in(0,1)$,

$$
\min _{\hat{\gamma}} \max _{\gamma} \mathbb{P}\left(\|\hat{\gamma}-\gamma\|_{\infty} \geqslant C \sqrt{\frac{1}{n^{s-1}}}\right) \geqslant \max \left\{e^{-\frac{1}{4} L_{s} C^{2}}, \frac{1}{2}-\frac{1}{2} \sqrt{\frac{L_{s} C^{2}}{2}}\right\} \geqslant 1-\delta,
$$

by choosing $C$, depending on $\delta$ and $s$, small enough.

## Appendix C. Proof of Theorem 2.3 and Theorem 2.4

We begin with the proof of Theorem 2.3 in Section C.1. The proof of Theorem 2.4 is given in Section C.2.
C.1. Proof of Theorem 2.3. Recall that, for $2 \leqslant s \leqslant r, \boldsymbol{d}_{s}=\left(d_{s}(1), d_{s}(2), \ldots, d_{s}(n)\right)^{\top}$ is the vector of $s$-degrees. The first step in the proof of Theorem 2.3 is to derive a linearization of $\hat{\boldsymbol{\beta}}_{s}$ in terms of the $s$-degrees as in Proposition C. 1 below. The proof is given in Appendix C.1.1.
Proposition C.1. Fix $2 \leqslant s \leqslant r$. Then under the assumptions of Theorem 2.3, with probability $1-o(1)$ as $n \rightarrow \infty$,

$$
\begin{equation*}
\left\|\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\beta}_{s}-\boldsymbol{\Sigma}_{n, s}^{-1}\left(\boldsymbol{d}_{s}-\mathbb{E}\left[\boldsymbol{d}_{s}\right]\right)\right\|_{\infty}=O\left(\frac{\log n}{n^{s-1}}\right), \tag{C.1}
\end{equation*}
$$

where $\boldsymbol{\Sigma}_{n, s}=\left(\left(\sigma_{s}(u, v)\right)\right)_{u, v \in[n]}$ is a $n \times n$ matrix with

$$
\begin{equation*}
\sigma_{s}(u, v):=\sum_{\boldsymbol{e} \in\binom{[n]}{s}: u, v \in \boldsymbol{e}} \frac{e^{\mathbf{1}^{\top} \boldsymbol{\beta}_{s, e}}}{\left(1+e^{\mathbf{1}^{\top} \boldsymbol{\beta}_{s, e}}\right)^{2}} \text { and } \sigma_{s}(u, u):=\sigma_{s}(u)^{2}=\sum_{\boldsymbol{e} \in\binom{[n]}{s}: u \in \boldsymbol{e}} \frac{e^{\mathbf{1}^{\top} \boldsymbol{\beta}_{s, e}}}{\left(1+e^{\mathbf{1}^{\top} \boldsymbol{\beta}_{s, e}}\right)^{2}}, \tag{C.2}
\end{equation*}
$$

where $\sigma_{s}(u)^{2}$ is also defined in (2.12).
Next, define the matrix $\boldsymbol{\Gamma}_{n, s}=\left(\left(\gamma_{s}(u, v)\right)\right)_{u, v \in[n]}$ as follows:

$$
\begin{equation*}
\gamma_{s}(u, v):=\frac{\mathbf{1}\{u=v\}}{\sigma_{s}(u)^{2}} . \tag{C.3}
\end{equation*}
$$

The following lemma shows that it is possible to replace the matrix $\boldsymbol{\Sigma}_{n, s}^{-1}$ in (C.1) with the matrix $\boldsymbol{\Gamma}_{n, s}$ asymptotically. The proof of the lemma is given in Appendix C.1.2.

Lemma C.1. Suppose $\boldsymbol{\Sigma}_{n, s}$ and $\boldsymbol{\Gamma}_{n, s}$ be as defined in (C.2) and (C.3), respectively. Then under the assumptions of Theorem 2.3,

$$
\begin{equation*}
\left\|\boldsymbol{\Gamma}_{n, s}-\boldsymbol{\Sigma}_{n, s}^{-1}\right\|_{\infty} \leqslant O\left(\frac{1}{n^{s}}\right), \tag{C.4}
\end{equation*}
$$

where $\|\boldsymbol{A}\|_{\infty}=\max _{u, v \in[n]}\left|a_{u, v}\right|$ for a matrix $\boldsymbol{A}=\left(\left(a_{u, v}\right)\right)_{u, v \in[n]}$. Furthermore,

$$
\begin{equation*}
\left\|\operatorname{Cov}\left[\left(\boldsymbol{\Gamma}_{n, s}-\boldsymbol{\Sigma}_{n, s}^{-1}\right)\left(\boldsymbol{d}_{s}-\mathbb{E}\left[\boldsymbol{d}_{s}\right]\right)\right]\right\|_{\infty} \leqslant\left\|\boldsymbol{\Gamma}_{n, s}-\boldsymbol{\Sigma}_{n, s}^{-1}\right\|_{\infty}+O\left(\frac{1}{n^{s}}\right) . \tag{C.5}
\end{equation*}
$$

To complete the proof of Theorem 2.3, consider $J_{s} \in\binom{[n]}{a_{s}}$, for $a_{s} \geqslant 1$ fixed. Proposition C. 1 and Lemma C. 1 combined implies,

$$
\left\|\left[\left(\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\beta}_{s}\right)\right]_{J_{s}}-\left[\boldsymbol{\Gamma}_{n, s}\left(\boldsymbol{d}_{s}-\mathbb{E}\left[\boldsymbol{d}_{s}\right]\right)\right]_{J_{s}}\right\|_{\infty}=O\left(\frac{\log n}{n^{s-1}}\right),
$$

with probability $1-o(1)$. Now, recall from the statement of Theorem 2.3 that $\boldsymbol{D}_{s}=\operatorname{diag}\left(\sigma_{s}(v)\right)_{v \in[n]}$. From (C.2) observe that $\max _{v \in[n]} \sigma_{s}(v)^{2}=n^{s-1}$, since $\left\|\boldsymbol{\beta}_{s}\right\|_{\infty} \leqslant M=O(1)$. Hence,

$$
\|\left[\boldsymbol{D}_{s}\left(\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\beta}_{s}\right)\right]_{J_{s}}-\left[\boldsymbol{D}_{s}\left(\boldsymbol{\Gamma}_{n, s}\left(\boldsymbol{d}_{s}-\mathbb{E}\left[\boldsymbol{d}_{s}\right]\right)\right]_{J_{s}} \|_{\infty}=O\left(\frac{\log n}{\sqrt{n^{s-1}}}\right) .\right.
$$

Note that for $v \in J_{s}$,

$$
\begin{equation*}
\sigma_{s}(v)\left[\boldsymbol{\Gamma}_{n, s}\left(\boldsymbol{d}_{s}-\mathbb{E}\left[\boldsymbol{d}_{s}\right)\right]\right]_{v}=\frac{d_{s}(v)-\mathbb{E}\left[d_{s}(v)\right]}{\sigma_{s}(v)} . \tag{C.6}
\end{equation*}
$$

Therefore, from (C.6),

$$
\begin{aligned}
{\left[\boldsymbol{D}_{s}\right]_{J_{s}}\left(\left[\left(\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\beta}_{s}\right)\right]_{J_{s}}\right) } & =\left(\left(\frac{d_{s}(v)-\mathbb{E}\left[d_{s}(v)\right]}{\sqrt{\operatorname{Var}\left[d_{s}(v)\right]}}\right)\right)_{v \in J_{s}}+O\left(\frac{\log n}{\sqrt{n}}\right) \\
& \xrightarrow{D} \mathcal{N}_{a_{s}}(\mathbf{0}, \boldsymbol{I}),
\end{aligned}
$$

using the central limit theorem for sums of independent bounded random variables. Since $\hat{\boldsymbol{\beta}}_{s}$ are independent across $2 \leqslant s \leqslant r$, the result in (2.13) follows.
C.1.1. Proof of Proposition C.1. For $2 \leqslant s \leqslant r$ and $\boldsymbol{e}=\left(u_{1}, u_{2}, \ldots, u_{s}\right) \in\binom{[n]}{s}$, let $\boldsymbol{\beta}_{s, \boldsymbol{e}}=$ $\left(\beta_{s, u_{1}}, \beta_{s, u_{2}}, \ldots, \beta_{s, u_{s}}\right)^{\top}$ and $\hat{\boldsymbol{\beta}}_{s, e}=\left(\hat{\beta}_{s, u_{1}}, \hat{\beta}_{s, u_{2}}, \ldots, \hat{\beta}_{s, u_{s}}\right)^{\top}$. Moreover, $\mathbf{1}$ will denote the vector of ones in the appropriate dimension. To begin with, (2.7) and (A.12) gives, for $v \in[n]$,

$$
\begin{equation*}
d_{s}(v)-\mathbb{E}\left[d_{s}(v)\right]=\sum_{\boldsymbol{e} \in\binom{[n]}{s}: v \in e}\left\{\frac{e^{\mathbf{1}^{\top} \hat{\boldsymbol{\beta}}_{s, e}}}{1+e^{\mathbf{1}^{\top} \hat{\boldsymbol{\beta}}_{s, e}}}-\frac{e^{\mathbf{1}^{\top} \boldsymbol{\beta}_{s, e}}}{1+e^{\mathbf{1}^{\top} \boldsymbol{\beta}_{s, e}}}\right\} . \tag{C.7}
\end{equation*}
$$

Note that for $\boldsymbol{e} \in\binom{[n]}{s}$, by a Taylor expansion,

$$
\frac{e^{\mathbf{1}^{\top} \hat{\boldsymbol{\beta}}_{s, e}}}{1+e^{\mathbf{1}^{\top} \hat{\boldsymbol{\beta}}_{s, e}}}-\frac{e^{\mathbf{1}^{\top} \boldsymbol{\beta}_{s, e}}}{1+e^{\mathbf{1}^{\top} \boldsymbol{\beta}_{s, e}}}=\frac{e^{\mathbf{1}^{\top} \boldsymbol{\beta}_{s, e}}}{\left(1+e^{\mathbf{1}^{\top} \boldsymbol{\beta}_{s, e}}\right)^{2}}\left(\mathbf{1}^{\top} \hat{\boldsymbol{\beta}}_{s, e}-\mathbf{1}^{\top} \boldsymbol{\beta}_{s, e}\right)+\mathcal{R}_{s, e},
$$

where

$$
\begin{equation*}
\left|\mathcal{R}_{s, e}\right| \leqslant \frac{1}{2}\left|\mathbf{1}^{\top} \hat{\boldsymbol{\beta}}_{s, e}-\mathbf{1}^{\top} \boldsymbol{\beta}_{s, e}\right|^{2} \lesssim_{r}\left\|\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\beta}_{s}\right\|_{\infty}^{2} . \tag{C.8}
\end{equation*}
$$

Then, from (C.7),

$$
\begin{equation*}
d_{s}(v)-\mathbb{E}\left[d_{s}(v)\right]=\left[\boldsymbol{\Sigma}_{n, s}\left(\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\beta}_{s}\right)\right]_{v}+R_{v, s}, \tag{C.9}
\end{equation*}
$$

where $R_{v, s}=\sum_{e \in\binom{[n]}{s}: v \in e} \mathcal{R}_{s, e}$. From (C.9), we have

$$
\begin{equation*}
\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\beta}_{s}=\boldsymbol{\Sigma}_{n, s}^{-1}\left(\boldsymbol{d}_{s}-\mathbb{E}\left[\boldsymbol{d}_{s}\right]\right)+\boldsymbol{\Sigma}_{n, s}^{-1} \boldsymbol{R}_{n, s}, \tag{C.10}
\end{equation*}
$$

where $\boldsymbol{R}_{n, s}=\left(R_{1, s}, R_{2, s}, \ldots, R_{n, s}\right)^{\top}$. Note that from (C.8),

$$
\begin{equation*}
\left|R_{v, s}\right| \leqslant \sum_{e \in\binom{[n]}{s}: v \in \boldsymbol{e}}\left|\mathcal{R}_{s, \boldsymbol{e}}\right| \lesssim_{r} n^{s-1}\left\|\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\beta}_{s}\right\|_{\infty}^{2} . \tag{C.11}
\end{equation*}
$$

To bound $\left\|\boldsymbol{\Sigma}_{n, s}^{-1} \boldsymbol{R}_{n, s}\right\|_{\infty}$, note that for $v \in[n]$,

$$
\begin{equation*}
\left|\left[\boldsymbol{\Sigma}_{n, s}^{-1} \boldsymbol{R}_{n, s}\right]_{v}\right| \leqslant\left|\left[\boldsymbol{\Gamma}_{n, s} \boldsymbol{R}_{n, s}\right]_{v}\right|+\left|\left[\left(\boldsymbol{\Sigma}_{n, s}^{-1}-\boldsymbol{\Gamma}_{n, s}\right) \boldsymbol{R}_{n, s}\right]_{v}\right| . \tag{C.12}
\end{equation*}
$$

Observe that

$$
\left[\boldsymbol{\Gamma}_{n, s} \boldsymbol{R}_{n, s}\right]_{v}=\frac{R_{v, s}}{\sigma_{s}(v)^{2}}
$$

Using $\sigma_{s}(v)^{2}=n^{s-1},(\mathrm{C} .11)$, and (2.8) gives,

$$
\left|\left[\boldsymbol{\Gamma}_{n, s} \boldsymbol{R}_{n, s}\right]_{v}\right| \lesssim\left\|\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\beta}_{s}\right\|_{\infty}^{2}=O\left(\frac{\log n}{n^{s-1}}\right)
$$

with probability $1-o(1)$. Further, by Lemma C.1, (C.11), and (2.8),

$$
\begin{aligned}
\left|\left[\left(\boldsymbol{\Sigma}_{n, s}^{-1}-\boldsymbol{\Gamma}_{n, s}\right) \boldsymbol{R}_{n, s}\right]_{v}\right| \leqslant\left\|\left(\boldsymbol{\Sigma}_{n, s}^{-1}-\boldsymbol{\Gamma}_{n, s}\right)\right\|_{\infty} \times n\left\|\boldsymbol{R}_{n, s}\right\|_{\infty} & \lesssim\left\|\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\beta}_{s}\right\|_{\infty}^{2} \\
& \leqslant O\left(\frac{\log n}{n^{s-1}}\right),
\end{aligned}
$$

with probability $1-o(1)$. Hence, by (C.10) and (C.12) the result in (C.1) follows.
C.1.2. Proof of Lemma C.1.

Proof of (C.4). Denote $\boldsymbol{\Delta}_{n, s}=\boldsymbol{\Gamma}_{n, s}-\boldsymbol{\Sigma}_{n, s}^{-1}=\left(\left(\delta_{s}(u, v)\right)\right)_{u, v \in[n]}, \quad \boldsymbol{Z}_{n, s}=\boldsymbol{I}_{n}-\boldsymbol{\Sigma}_{n, s} \boldsymbol{\Gamma}_{n, s}=$ $\left(\left(z_{s}(u, v)\right)\right)_{u, v \in[n]}$, and $\boldsymbol{\Theta}_{n, s}=\boldsymbol{\Gamma}_{n, s} \boldsymbol{Z}_{n, s}=\left(\left(\theta_{s}(u, v)\right)\right)_{u, v \in[n]}$. Then

$$
\boldsymbol{\Delta}_{n, s}=\left(\boldsymbol{\Gamma}_{n, s}-\boldsymbol{\Sigma}_{n, s}^{-1}\right)\left(\boldsymbol{I}_{n}-\boldsymbol{\Sigma}_{n, s} \boldsymbol{\Gamma}_{n, s}\right)-\boldsymbol{\Gamma}_{n, s}\left(\boldsymbol{I}_{n}-\boldsymbol{\Sigma}_{n, s} \boldsymbol{\Gamma}_{n, s}\right)=\boldsymbol{\Delta}_{n, s} \boldsymbol{Z}_{n, s}-\boldsymbol{\Theta}_{n, s}
$$

Hence, for $u, v \in[n]$,

$$
\begin{align*}
\delta_{s}(u, v) & =\sum_{w=1}^{n} \delta_{s}(u, w) z_{s}(w, v)-\theta_{s}(u, v) \\
& =\sum_{w=1}^{n} \delta_{s}(u, w)\left\{\mathbf{1}\{w=v\}-\sum_{b=1}^{n} \sigma_{s}(w, b) \gamma_{s}(b, v)\right\}-\theta_{s}(u, v) \\
& =\sum_{w=1}^{n} \delta_{s}(u, w)\left\{\mathbf{1}\{w=v\}-\sum_{b=1}^{n} \sigma_{s}(w, b) \frac{\mathbf{1}\{v=b\}}{\sigma_{s}(v)^{2}}\right\}-\theta_{s}(u, v)  \tag{C.3}\\
& =\sum_{w=1}^{n} \delta_{s}(u, w)\left\{\mathbf{1}\{w=v\}-\frac{\sigma_{s}(w, v)}{\sigma_{s}(v)^{2}}\right\}-\theta_{s}(u, v) \\
& =-\sum_{w=1}^{n} \delta_{s}(u, w)\left\{\mathbf{1}\{w \neq v\} \frac{\sigma_{s}(w, v)}{\sigma_{s}(v)^{2}}\right\}-\theta_{s}(u, v) \tag{C.13}
\end{align*}
$$

since $\sum_{b \in[n] \backslash\{w\}} \sigma_{s}(w, b)=\sigma_{s}(w, w)=\sigma_{s}(w)^{2}$. The following lemma bounds the maximum norm of $\boldsymbol{\Theta}_{n, s}=\boldsymbol{\Gamma}_{n, s} \boldsymbol{Z}_{n, s}=\left(\left(\theta_{s}(u, v)\right)\right)_{u, v \in[n]}$.

Lemma C.2. For $u, v, w \in[n]$,

$$
\begin{equation*}
\max \left\{\left|\theta_{s}(u, v)\right|,\left|\theta_{s}(u, v)-\theta_{s}(v, w)\right|\right\} \lesssim \frac{\sigma_{s, \max }}{\sigma_{s, \min }^{2} n^{2}}, \tag{C.14}
\end{equation*}
$$

where $\sigma_{s, \text { min }}:=\min _{1 \leqslant u<v \leqslant n} \sigma_{s}(u, v)$ and $\sigma_{s, \text { max }}:=\max _{1 \leqslant u<v \leqslant n} \sigma_{s}(u, v)$.
Proof. Note that $\boldsymbol{\Theta}_{n, s}=\boldsymbol{\Gamma}_{n, s} \boldsymbol{Z}_{n, s}=\boldsymbol{\Gamma}_{n, s}-\boldsymbol{\Gamma}_{n, s} \boldsymbol{\Sigma}_{n, s} \boldsymbol{\Gamma}_{n, s}$. This means for $u, v \in[n]$,

$$
\begin{equation*}
\theta_{s}(u, v)=\gamma_{s}(u, v)-\sum_{x, y \in[n]} \gamma_{s}(u, x) \sigma_{s}(x, y) \gamma_{s}(y, v) . \tag{C.15}
\end{equation*}
$$

Then recalling the definition of $\gamma_{s}(u, v)$ from (C.3) gives,

$$
\begin{aligned}
\sum_{x, y \in[n]} \gamma_{s}(u, x) \sigma_{s}(x, y) \gamma_{s}(y, v) & =\sum_{x, y \in[n]} \frac{\mathbf{1}\{u=x\} \mathbf{1}\{y=v\} \sigma_{s}(x, y)}{\sigma_{s}(u)^{2} \sigma_{s}(v)^{2}} \\
& =\frac{\sigma_{s}(u, v)}{\sigma_{s}(u)^{2} \sigma_{s}(v)^{2}} .
\end{aligned}
$$

Hence, from (C.3) and (C.15),

$$
\left|\theta_{s}(u, v)\right|=\left|\frac{\sigma_{s}(u, v) \mathbf{1}\{u \neq v\}}{\sigma_{s}(u)^{2} \sigma_{s}(v)^{2}}\right| \lesssim \frac{\sigma_{s, \text { max }}}{\sigma_{s, \min }^{2} n^{2}} .
$$

This completes the proof of (C.14).
Now, for $u \in[n]$, let $\bar{m}, \underline{m} \in[n]$ be such that

$$
\delta_{s}(u, \bar{m})=\max _{w \in[n]} \delta_{s}(u, w) \quad \text { and } \quad \delta_{s}(u, \underline{m})=\min _{w \in[n]} \delta_{s}(u, w) .
$$

The following lemma gives bounds on $\delta_{s}(u, \underline{m})$ and $\delta_{s}(u, \bar{m})$.
Lemma C.3. For $u \in[n]$,

$$
\sum_{w=1}^{n} \delta_{s}(u, w) \sigma_{s}(w, u)=0
$$

This implies, $\delta_{s}(u, \bar{m}) \geqslant 0$ and $\delta_{s}(u, \underline{m}) \leqslant 0$.
Proof. Note that $\sum_{w=1}^{n} \delta_{s}(u, w) \sigma_{s}(w, u)$ is the $u$-th diagonal element of the matrix $\boldsymbol{\Delta}_{n, s} \boldsymbol{\Sigma}_{n, s}=$ $\boldsymbol{\Gamma}_{n, s} \boldsymbol{\Sigma}_{n, s}-\boldsymbol{I}_{n}$ (recall that $\boldsymbol{\Delta}_{n, s}=\boldsymbol{\Gamma}_{n, s}-\boldsymbol{\Sigma}_{n, s}^{-1}$ ). Note that the $u$-th diagonal element of $\boldsymbol{\Gamma}_{n, s} \boldsymbol{\Sigma}_{n, s}$ is given by

$$
\sum_{w \in[n]} \gamma_{s}(u, w) \sigma_{s}(w, u)=\sum_{w \in[n]} \frac{\mathbf{1}\{u=w\}}{\sigma_{s}(u)^{2}} \sigma_{s}(w, u)=1,
$$

since $\sigma_{s}(u, u)=\sigma_{s}(u)^{2}$. Hence, $u$-th diagonal element of $\boldsymbol{\Delta}_{n, s} \boldsymbol{\Sigma}_{n, s}$ is zero.
Now, recalling (C.13) note that

$$
\begin{align*}
& \delta_{s}(u, \bar{m})-\delta_{s}(u, \underline{m})+\left(\theta_{s}(u, \bar{m})-\theta_{s}(u, \underline{m})\right) \\
& =\sum_{w=1}^{n} \delta_{s}(u, w)\left\{\frac{\mathbf{1}\{w \neq \underline{m}\} \sigma_{s}(w, \underline{m})}{\sigma_{s}(\underline{m})^{2}}-\frac{\mathbf{1}\{w \neq \bar{m}\} \sigma_{s}(w, \bar{m})}{\sigma_{s}(\bar{m})^{2}}\right\} \\
& =\sum_{w=1}^{n}\left(\delta_{s}(u, w)-\delta_{s}(u, \underline{m})\right)\left\{\frac{\mathbf{1}\{w \neq \underline{m}\} \sigma_{s}(w, \underline{m})}{\sigma_{s}(\underline{m})^{2}}-\frac{\mathbf{1}\{w \neq \bar{m}\} \sigma_{s}(w, \bar{m})}{\sigma_{s}(\bar{m})^{2}}\right\}, \tag{C.16}
\end{align*}
$$

since $\sum_{w \in[n] \backslash\{\underline{m}\}} \sigma_{s}(w, \underline{m})=\sigma_{s}(\underline{m})^{2}$ and $\sum_{w \in[n] \backslash\{\bar{m}\}} \sigma_{s}(w, \bar{m})=\sigma_{s}(\bar{m})^{2}$. Define

$$
\Omega:=\left\{w \in[n]: \frac{1\{w \neq \underline{m}\} \sigma_{s}(w, \underline{m})}{\sigma_{s}(\underline{m})^{2}} \geqslant \frac{\mathbf{1}\{w \neq \bar{m}\} \sigma_{s}(w, \bar{m})}{\sigma_{s}(\bar{m})^{2}}\right\},
$$

and $\lambda:=|\Omega|$. Then, we have

$$
\begin{align*}
& \sum_{w \in \Omega}\left(\delta_{s}(u, w)-\delta_{s}(u, \underline{m})\right)\left\{\frac{\mathbf{1}\{w \neq \underline{m}\} \sigma_{s}(w, \underline{m})}{\sigma_{s}(\underline{m})^{2}}-\frac{\mathbf{1}\{w \neq \bar{m}\} \sigma_{s}(w, \bar{m})}{\sigma_{s}(\bar{m})^{2}}\right\} \\
& \leqslant\left(\delta_{s}(u, \bar{m})-\delta_{s}(u, \underline{m})\right)\left\{\frac{\sum_{w \in \Omega} \sigma_{s}(w, \underline{m})}{\sigma_{s}(\underline{m})^{2}}-\frac{\sum_{w \in \Omega} \mathbf{1}\{w \neq \bar{m}\} \sigma_{s}(w, \bar{m})}{\sigma_{s}(\bar{m})^{2}}\right\} . \tag{C.17}
\end{align*}
$$

Note that

$$
\frac{\sum_{w \in \Omega} \sigma_{s}(w, \underline{m})}{\sigma_{s}(\underline{m})^{2}}=\frac{\sum_{w \in \Omega} \sigma_{s}(w, \underline{m})}{\sum_{w \in \Omega} \sigma_{s}(w, \underline{m})+\sum_{w \in[n] \backslash(\Omega \bigcup \underline{m})} \sigma_{s}(w, \underline{m})}=\frac{1}{1+\frac{\sum_{w \in[n] \backslash \Omega \cup m} \sigma_{s}(w, \underline{m})}{\sum_{w \in \Omega} \sigma_{s}(w, \underline{m})}},
$$

since $\underline{m} \notin \Omega$. Now, observe that

$$
\frac{\sum_{w \in[n] \backslash(\Omega \cup \underline{m})} \sigma_{s}(w, \underline{m})}{\sum_{w \in \Omega} \sigma_{s}(w, \underline{m})} \geqslant \frac{(n-\lambda-1) \sigma_{s, \min }}{\lambda \sigma_{s, \max }}
$$

This implies,

$$
\begin{equation*}
\frac{\sum_{w \in \Omega} \sigma_{s}(w, \underline{m})}{\sigma_{s}(\underline{m})^{2}} \leqslant \frac{\lambda \sigma_{s, \max }}{\lambda \sigma_{s, \max }+(n-\lambda-1) \sigma_{s, \min }} . \tag{C.18}
\end{equation*}
$$

Similarly,

$$
\frac{\sum_{w \in \Omega} \mathbf{1}\{w \neq \bar{m}\} \sigma_{s}(w, \bar{m})}{\sigma_{s}(\bar{m})^{2}}=\frac{\sum_{w \in \Omega} \mathbf{1}\{w \neq \bar{m}\} \sigma_{s}(w, \bar{m})}{\sum_{w \in[n]} \mathbf{1}\{w \neq \bar{m}\} \sigma_{s}(w, \bar{m})}=\frac{1}{1+\frac{\sum_{w \in[n] \Omega} \mathbf{1}\{w \neq \bar{m}\} \sigma_{s}(w, \bar{m})}{\sum_{w \in \Omega} 1\{w \neq \bar{m}\} \sigma_{s}(w, \bar{m})}}
$$

Therefore, since $\bar{m} \in \Omega$,

$$
\frac{\sum_{w \in[n] \backslash \Omega} \mathbf{1}\{w \neq \bar{m}\} \sigma_{s}(w, \bar{m})}{\sum_{w \in \Omega} 1\{w \neq \bar{m}\} \sigma_{s}(w, \bar{m})} \leqslant \frac{(n-\lambda) \sigma_{s, \text { max }}}{(\lambda-1) \sigma_{s, \text { min }}} .
$$

Hence,

$$
\begin{equation*}
\frac{\sum_{w \in \Omega} \mathbf{1}\{w \neq \bar{m}\} \sigma_{s}(w, \bar{m})}{\sigma_{s}(\bar{m})^{2}} \geqslant \frac{(\lambda-1) \sigma_{s, \min }}{(\lambda-1) \sigma_{s, \min }+(n-\lambda) \sigma_{s, \max }} . \tag{C.19}
\end{equation*}
$$

Applying (C.18) and (C.19) in (C.17) gives,

$$
\begin{align*}
& \sum_{w \in \Omega}\left(\delta_{s}(u, w)-\delta_{s}(u, \underline{m})\right)\left\{\frac{1\{w \neq \underline{m}\} \sigma_{s}(w, \underline{m})}{\sigma_{s}(\underline{m})^{2}}-\frac{1\{w \neq \bar{m}\} \sigma_{s}(w, \bar{m})}{\sigma_{s}(\bar{m})^{2}}\right\} \\
& \leqslant\left(\delta_{s}(u, \bar{m})-\delta_{s}(u, \underline{m})\right) f(\lambda), \tag{C.20}
\end{align*}
$$

where

$$
f(\lambda)=\frac{\lambda \sigma_{s, \max }}{\lambda \sigma_{s, \max }+(n-1-\lambda) \sigma_{s, \text { min }}}-\frac{(\lambda-1) \sigma_{s, \min }}{(\lambda-1) \sigma_{s, \min }+(n-\lambda) \sigma_{s, \max }} .
$$

Note that $f(\lambda)$ attains maximum at $\lambda=n / 2$ over $\lambda \in(1, n-1)$ and

$$
f(n / 2)=\frac{n \sigma_{s, \max }-(n-2) \sigma_{s, \min }}{n \sigma_{s, \max }+(n-2) \sigma_{s, \min }} .
$$

Therefore, from Lemma C.2, (C.16), there exists a constant $C>0$ such that (C.20),

$$
\delta_{s}(u, \bar{m})-\delta_{s}(u, \underline{m}) \leqslant \frac{n \sigma_{s, \text { max }}-(n-2) \sigma_{s, \text { min }}}{n \sigma_{s, \max }+(n-2) \sigma_{s, \min }}\left(\delta_{s}(u, \bar{m})-\delta_{s}(u, \underline{m})\right)+\frac{C \sigma_{s, \text { max }}}{\sigma_{s, \min }^{2} n^{2}} .
$$

This implies,

$$
\delta_{s}(u, \bar{m})-\delta_{s}(u, \underline{m}) \leqslant \frac{C \sigma_{s, \max }\left(n \sigma_{s, \max }+(n-2) \sigma_{s, \min }\right)}{2(n-2) \sigma_{s, \min }^{3} n^{2}} \lesssim \frac{\sigma_{s, \max }^{2}}{\sigma_{s, \min }^{3} n^{2}} .
$$

Hence, from Lemma C.3,

$$
\max _{1 \leqslant w \leqslant n}\left|\delta_{s}(u, w)\right| \leqslant \delta_{s}(u, \bar{m})-\delta_{s}(u, \underline{m}) \leqslant \frac{\sigma_{s, \text { max }}^{2}}{\sigma_{s, \text { min }}^{3} n^{2}} \lesssim \frac{1}{n^{s}},
$$

since $\sigma_{s, \min }=n^{s-2}$ and $\sigma_{s, \max }=n^{s-2}$, using $\left\|\boldsymbol{\beta}_{s}\right\|_{\infty} \leqslant M=O(1)$. This completes the proof of (C.4).

Proof of (C.5). Define

$$
\boldsymbol{U}_{n, s}=\operatorname{Cov}\left[\left(\boldsymbol{\Gamma}_{n, s}-\boldsymbol{\Sigma}_{n, s}^{-1}\right)\left(\boldsymbol{d}_{s}-\mathbb{E}\left[\boldsymbol{d}_{s}\right]\right)\right]=\operatorname{Cov}\left[\boldsymbol{\Delta}_{n, s}\left(\boldsymbol{d}_{s}-\mathbb{E}\left[\boldsymbol{d}_{s}\right]\right)\right],
$$

since $\boldsymbol{\Delta}_{n, s}=\boldsymbol{\Gamma}_{n, s}-\boldsymbol{\Sigma}_{n, s}^{-1}$. Observe that

$$
\begin{align*}
\boldsymbol{U}_{n, s} & =\boldsymbol{\Delta}_{n, s} \mathbb{E}\left[\left(\boldsymbol{d}_{s}-\mathbb{E}\left[\boldsymbol{d}_{s}\right]\right)\left(\boldsymbol{d}_{s}-\mathbb{E}\left[\boldsymbol{d}_{s}\right]\right)^{\top}\right] \boldsymbol{\Delta}_{n, s}^{\top} \\
& =\boldsymbol{\Delta}_{n, s} \boldsymbol{\Sigma}_{n, s} \boldsymbol{\Delta}_{n, s}^{\top} \\
& =\left(\boldsymbol{\Gamma}_{n, s}-\boldsymbol{\Sigma}_{n, s}^{-1}\right)-\boldsymbol{\Gamma}_{n, s}\left(\boldsymbol{I}_{n}-\boldsymbol{\Sigma}_{n, s} \boldsymbol{\Gamma}_{n, s}\right) \\
& =\left(\boldsymbol{\Gamma}_{n, s}-\boldsymbol{\Sigma}_{n, s}^{-1}\right)-\boldsymbol{\Theta}_{n, s}, \tag{C.21}
\end{align*}
$$

since $\boldsymbol{\Theta}_{n, s}=\boldsymbol{\Gamma}_{n, s} \boldsymbol{Z}_{n, s}$ and $\boldsymbol{Z}_{n, s}=\boldsymbol{I}_{n}-\boldsymbol{\Sigma}_{n, s} \boldsymbol{\Gamma}_{n, s}$. By Lemma C.2,

$$
\begin{equation*}
\left\|\boldsymbol{\Theta}_{n, s}\right\|_{\infty} \lesssim \frac{\sigma_{s, \text { max }}}{\sigma_{s, \text { min }}^{2} n^{2}} \lesssim \frac{1}{n^{s}}, \tag{C.22}
\end{equation*}
$$

since $\sigma_{s, \text { min }}=n^{s-2}$ and $\sigma_{s, \max }=n^{s-2}$, using $\left\|\boldsymbol{\beta}_{s}\right\|_{\infty} \leqslant M=O(1)$. By (C.4), (C.21), and (C.22) the result in (C.5) follows.
C.2. Proof of Theorem 2.4. For $\boldsymbol{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$ and $u \in[n]$ define the function

$$
g_{u}(\boldsymbol{x})=\sum_{\boldsymbol{e} \in\binom{[n]}{s}: u \in e} \frac{e^{\mathbf{1}^{\top} \boldsymbol{x}_{e}}}{\left(1+e^{\left.\mathbf{1}^{\top} \boldsymbol{x}_{e}\right)^{2}}\right.},
$$

where $\boldsymbol{x}_{\boldsymbol{e}}=\left(x_{u_{1}}, x_{u_{2}}, \ldots, x_{u_{s}}\right)$ for $\boldsymbol{e}=\left(u_{1}, u_{2}, \ldots, u_{s}\right)$. Then recalling (2.12) and (2.14), $\sigma_{s}(v)^{2}=$ $g_{v}\left(\boldsymbol{\beta}_{s}\right)$ and $\hat{\sigma}_{s}(v)^{2}=g_{v}\left(\hat{\boldsymbol{\beta}}_{s}\right)$. Hence, by a Taylor expansion,

$$
\begin{align*}
\left|\hat{\sigma}_{s}(v)^{2}-\sigma_{s}(v)^{2}\right|=\left|g_{v}\left(\hat{\boldsymbol{\beta}}_{s}\right)-g_{v}\left(\boldsymbol{\beta}_{s}\right)\right| & =\left|\sum_{\boldsymbol{e} \in\binom{[n]}{s}: u \in e}\left\{\frac{e^{\mathbf{1}^{\top} \hat{\boldsymbol{\beta}}_{s, e}}}{\left(1+e^{\mathbf{1}^{\top} \hat{\boldsymbol{\beta}}_{s, e}}\right)^{2}}-\frac{e^{\mathbf{1}^{\top} \boldsymbol{\beta}_{s, e}}}{\left(1+e^{\mathbf{1}^{\top} \boldsymbol{\beta}_{s, e}}\right)^{2}}\right\}\right| \\
& \lesssim_{r}\left\|\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\beta}_{s}\right\|_{\infty} . \tag{C.23}
\end{align*}
$$

Recalling the definition of $J_{s}=\left\{v_{s, 1}, \ldots, v_{s, a_{s}}\right\}$ from Theorem 2.4, this implies

$$
\begin{aligned}
& \sum_{s=2}^{r}\left(\left[\left(\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\beta}_{s}\right)\right]_{J_{s}}\right)^{\top}\left[\hat{\boldsymbol{D}}_{s}^{2}\right]_{J_{s}}\left(\left[\left(\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\beta}_{s}\right)\right]_{J_{s}}\right) \\
& =\sum_{s=2}^{r} \sum_{j=1}^{a_{s}} \hat{\sigma}_{s}\left(v_{a_{j}}\right)^{2}\left(\hat{\beta}_{s, v_{a_{j}}}-\beta_{s, v_{a_{j}}}\right)^{2} \\
& =\sum_{s=2}^{r} \sum_{j=1}^{a_{s}} \sigma_{s}\left(v_{a_{j}}\right)^{2}\left(\hat{\beta}_{s, v_{a_{j}}}-\beta_{s, v_{a_{j}}}\right)^{2}+\sum_{s=2}^{r} \sum_{j=1}^{a_{s}}\left(\hat{\sigma}_{s}\left(v_{a_{j}}\right)^{2}-\sigma_{s}\left(v_{a_{j}}\right)^{2}\right)\left(\hat{\beta}_{s, v_{a_{j}}}-\beta_{s, v_{a_{j}}}\right)^{2}
\end{aligned}
$$

$$
\xrightarrow{D} \chi_{\sum_{s=2}^{r} a_{s}}^{2}+o_{P}(1),
$$

by Theorem 2.3, (C.23) and (2.8). This completes the proof of (2.15).

## Appendix D. Proofs of Theorems 3.1 and 3.2

D.1. Proof of Theorem 3.1. Suppose $H_{n} \sim \mathrm{H}_{n, s}(n, \boldsymbol{\gamma})$ for $\boldsymbol{\gamma}$ as in (3.1). Let $\boldsymbol{\Sigma}_{n, s}$ be as defined in (C.2) with $\boldsymbol{\beta}_{s}$ replaced by $\boldsymbol{\gamma}=\left(\gamma_{1}, \gamma_{2}, \ldots, \gamma_{n}\right)^{\top}$. Then $\nabla^{2} \ell_{n, s}(\boldsymbol{\gamma})=\boldsymbol{\Sigma}_{n, s}$. Then by a Taylor expansion,

$$
\begin{equation*}
\ell_{n, s}(\boldsymbol{\gamma})-\ell_{n, s}\left(\hat{\boldsymbol{\beta}}_{s}\right)=\left(\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\gamma}\right)^{\top} \nabla \ell_{n, s}(\boldsymbol{\gamma})+\frac{1}{2}\left(\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\gamma}\right)^{\top} \boldsymbol{\Sigma}_{n, s}\left(\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\gamma}\right)+\mathcal{T}_{n, s} \tag{D.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{T}_{n, s}=\mathcal{T}_{n, s}^{(1)}+\mathcal{T}_{n, s}^{(2)}+\mathcal{T}_{n, s}^{(3)}, \tag{D.2}
\end{equation*}
$$

with

$$
\begin{aligned}
& \mathcal{T}_{n, s}^{(1)}:=\frac{1}{6} \sum_{u=1}^{n} \frac{\partial^{3} \ell_{n, s}\left(\gamma+\theta\left(\hat{\boldsymbol{\beta}}_{s}-\gamma\right)\right)}{\partial\left(\beta_{s, u}\right)^{3}}\left(\hat{\beta}_{s, u}-\gamma_{u}\right)^{3}, \\
& \mathcal{T}_{n, s}^{(2)}:=\frac{1}{3} \sum_{1 \leqslant u \neq v \leqslant n} \frac{\partial^{3} \ell_{n, s}\left(\gamma+\theta\left(\hat{\boldsymbol{\beta}}_{s}-\gamma\right)\right)}{\partial\left(\beta_{s, u}\right)^{2} \partial \beta_{s, v}}\left(\hat{\beta}_{s, u}-\gamma_{u}\right)^{2}\left(\hat{\beta}_{s, v}-\gamma_{v}\right), \\
& \mathcal{T}_{n, s}^{(3)}:=\frac{1}{6} \sum_{1 \leqslant u \neq v \neq w \leqslant n} \frac{\partial^{3} \ell_{n, s}\left(\gamma+\theta\left(\hat{\boldsymbol{\beta}}_{s}-\gamma\right)\right)}{\partial \beta_{s, u} \partial \beta_{s, v} \partial \beta_{s, w}}\left(\hat{\beta}_{s, u}-\gamma_{u}\right)\left(\hat{\beta}_{s, v}-\gamma_{v}\right)\left(\hat{\beta}_{s, w}-\gamma_{w}\right),
\end{aligned}
$$

for some $\theta \in(0,1)$.
Now, by arguments as in (C.10) it follows that

$$
\begin{equation*}
\hat{\boldsymbol{\beta}}_{s}-\gamma=\boldsymbol{\Sigma}_{n, s}^{-1}\left(\boldsymbol{d}_{s}-\mathbb{E}_{\gamma}\left[\boldsymbol{d}_{s}\right]\right)+\boldsymbol{\Sigma}_{n, s}^{-1} \boldsymbol{R}_{n, s}, \tag{D.3}
\end{equation*}
$$

where $\boldsymbol{R}_{n, s}$ is as defined in (C.9) and (C.10) with $\boldsymbol{\beta}_{s}$ replaced by $\boldsymbol{\gamma}$. Using this and noting that $-\nabla \ell_{n, s}(\gamma)=\boldsymbol{d}_{s}-\mathbb{E}_{\gamma}\left[\boldsymbol{d}_{s}\right]$,

$$
\begin{align*}
\left(\hat{\boldsymbol{\beta}}_{s}-\gamma\right)^{\top} \nabla \ell_{n, s}(\gamma) & =\left(\boldsymbol{d}_{s}-\mathbb{E}_{\gamma}\left[\boldsymbol{d}_{s}\right]\right)^{\top} \boldsymbol{\Sigma}_{n, s}^{-1} \nabla \ell_{n, s}(\gamma)+\boldsymbol{R}_{n, s}^{\top} \boldsymbol{\Sigma}_{n, s}^{-1} \nabla \ell_{n, s}(\gamma) \\
& =-\left(\boldsymbol{d}_{s}-\mathbb{E}_{\gamma}\left[\boldsymbol{d}_{s}\right]\right)^{\top} \boldsymbol{\Sigma}_{n, s}^{-1}\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}}\left[\boldsymbol{d}_{s}\right]\right)-\boldsymbol{R}_{n, s}^{\top} \boldsymbol{\Sigma}_{n, s}^{-1}\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}}\left[\boldsymbol{d}_{s}\right]\right) \tag{D.4}
\end{align*}
$$

Similarly, using (D.3),

$$
\begin{align*}
& \left(\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\gamma}\right)^{\top} \boldsymbol{\Sigma}_{n, s}\left(\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\gamma}\right) \\
& =\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}}\left[\boldsymbol{d}_{s}\right]\right)^{\top} \boldsymbol{\Sigma}_{n, s}^{-1}\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}}\left[\boldsymbol{d}_{s}\right]\right)+2 \boldsymbol{R}_{n, s}^{\top} \boldsymbol{\Sigma}_{n, s}^{-1}\left(\boldsymbol{d}_{s}-\mathbb{E}_{\gamma}\left[\boldsymbol{d}_{s}\right]\right)+\boldsymbol{R}_{n, s}^{\top} \boldsymbol{\Sigma}_{n, s}^{-1} \boldsymbol{R}_{n, s} . \tag{D.5}
\end{align*}
$$

Combining (D.1), (D.4), and (D.5) gives,

$$
\begin{equation*}
\ell_{n, s}\left(\hat{\boldsymbol{\beta}}_{s}\right)-\ell_{n, s}(\gamma)=-\frac{1}{2}\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}}\left[\boldsymbol{d}_{s}\right]\right)^{\top} \boldsymbol{\Sigma}_{n, s}^{-1}\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}}\left[\boldsymbol{d}_{s}\right]\right)+\frac{1}{2} \boldsymbol{R}_{n, s}^{\top} \boldsymbol{\Sigma}_{n, s}^{-1} \boldsymbol{R}_{n, s}+\mathcal{T}_{n, s} \tag{D.6}
\end{equation*}
$$

We begin by showing that $\boldsymbol{R}_{n, s}^{\top} \boldsymbol{\Sigma}_{n, s}^{-1} \boldsymbol{R}_{n, s}=o_{P}(\sqrt{n})$. To this end, (C.11) and $\sigma_{s}(u)^{2}=n^{s-1}$ gives,

$$
\begin{equation*}
\left|\boldsymbol{R}_{n, s}^{\top} \boldsymbol{\Gamma}_{n, s} \boldsymbol{R}_{n, s}\right|=\left|\sum_{u=1}^{n} \frac{R_{s, u}^{2}}{\sigma_{s}(u)^{2}}\right| \lesssim n^{s}\left\|\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\beta}_{s}\right\|_{\infty}^{4} \lesssim \frac{\log ^{2} n}{n^{s-2}}, \tag{D.7}
\end{equation*}
$$

with probability $1-o(1)$ by (2.8). Next, observe that

$$
\left|\boldsymbol{R}_{n, s}^{\top} \boldsymbol{\Delta}_{n, s} \boldsymbol{R}_{n, s}\right| \leqslant n\left\|\boldsymbol{\Delta}_{n, s} \boldsymbol{R}_{n, s}\right\|_{\infty} \cdot\left\|\boldsymbol{R}_{n, s}\right\|_{\infty} \leqslant n^{2}\left\|\boldsymbol{R}_{n, s}\right\|_{\infty}^{2} \cdot\left\|\boldsymbol{\Delta}_{n, s}\right\|_{\infty}
$$

$$
\lesssim n^{s}\left\|\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\beta}_{s}\right\|_{\infty}^{4} \quad(\text { by }(\mathrm{C} .4) \text { and }(\mathrm{C} .11))
$$

$$
\begin{equation*}
\lesssim \frac{\log ^{2} n}{n^{s-2}} \tag{D.8}
\end{equation*}
$$

with probability $1-o(1)$ by (2.8). Combining (D.7) and (D.8) it follows that with probability $1-o(1)$,

$$
\begin{equation*}
\left|\boldsymbol{R}_{n, s}^{\top} \boldsymbol{\Sigma}_{n, s}^{-1} \boldsymbol{R}_{n, s}\right| \leqslant\left|\boldsymbol{R}_{n, s}^{\top} \boldsymbol{\Gamma}_{n, s} \boldsymbol{R}_{n, s}\right|+\left|\boldsymbol{R}_{n, s}^{\top} \boldsymbol{\Delta}_{n, s} \boldsymbol{R}_{n, s}\right| \lesssim \frac{\log ^{2} n}{n^{s-2}}=o_{P}(\sqrt{n}) \tag{D.9}
\end{equation*}
$$

This implies, the second term in the RHS of (D.6) does not contribute to the CLT of the $\log$-likelihood ratio $\log \Lambda_{n, s}$.

Next, we show that the third term in the RHS of (D.6) is $o_{P}(\sqrt{n})$, hence, it also does not contribute to the CLT of $\log \Lambda_{n, s}$.
Lemma D.1. Suppose $s \geqslant 3$ and $\boldsymbol{\gamma} \in \mathcal{B}(M)$. Then $\mathcal{T}_{n, s}=o_{P}(\sqrt{n})$.
Proof. Define $\tilde{\boldsymbol{\beta}}_{s}=\boldsymbol{\gamma}+\theta\left(\hat{\boldsymbol{\beta}}_{s}-\boldsymbol{\gamma}\right)$, for $\theta \in(0,1)$. Then recalling (D.2) observe that

$$
\begin{aligned}
& \mathcal{T}_{n, s}^{(1)}=\frac{1}{6} \sum_{u=1}^{n}\left[\sum_{e \in\binom{[n]}{s}: u \in \boldsymbol{e}} \frac{e^{\mathbf{1}^{\top} \tilde{\boldsymbol{\beta}}_{s, e}}\left(1-e^{\mathbf{1}^{\top} \tilde{\boldsymbol{\beta}}_{s, e}}\right)}{\left(1+e^{\mathbf{1}^{\top} \tilde{\boldsymbol{\beta}}_{s, e}}\right)^{3}}\right]\left(\hat{\beta}_{s, u}-\gamma_{u}\right)^{3}, \\
& \mathcal{T}_{n, s}^{(2)}=\frac{1}{3} \sum_{1 \leqslant u \neq v \leqslant n}\left[\sum_{\boldsymbol{e \in ( \begin{array} { c } 
{ [ n ] } \\
{ s }
\end{array} ) : u , v \in \boldsymbol { e }}} \frac{e^{\mathbf{1}^{\top} \tilde{\boldsymbol{\beta}}_{s, e}}\left(1-e^{\mathbf{1}^{\top} \tilde{\boldsymbol{\beta}}_{s, e}}\right)}{\left(1+e^{\mathbf{1}^{\top} \tilde{\boldsymbol{\beta}}_{s, e}}\right)^{3}}\right]\left(\hat{\boldsymbol{\beta}}_{s, u}-\gamma_{u}\right)^{2}\left(\hat{\boldsymbol{\beta}}_{s, v}-\gamma_{v}\right), \\
& \mathcal{T}_{n, s}^{(3)}:=\frac{1}{6} \sum_{1 \leqslant u \neq v \neq w \leqslant n}\left[\sum_{\boldsymbol{e} \in\binom{[n]}{s}: u, v, w \in \boldsymbol{e}} \frac{e^{\mathbf{1}^{\top} \tilde{\boldsymbol{\beta}}_{s, e}}\left(1-e^{\left.\mathbf{1}^{\top} \tilde{\boldsymbol{\beta}}_{s, e}\right)}\right.}{\left(1+e^{\mathbf{\top}^{\top} \tilde{\boldsymbol{\beta}}_{s, e}}\right)^{3}}\right]\left(\hat{\beta}_{s, u}-\gamma_{u}\right)\left(\hat{\beta}_{s, v}-\gamma_{v}\right)\left(\hat{\beta}_{s, w}-\gamma_{w}\right),
\end{aligned}
$$

where $\tilde{\boldsymbol{\beta}}_{s, \boldsymbol{e}}=\left(\tilde{\beta}_{s, u_{1}}, \tilde{\beta}_{s, u_{2}}, \ldots, \tilde{\beta}_{s, u_{s}}\right)^{\top}$, for $\boldsymbol{e}=\left(u_{1}, u_{2}, \ldots, u_{s}\right)$. Since $\boldsymbol{\gamma} \in \mathcal{B}_{M}$ and $\left\|\hat{\boldsymbol{\beta}}_{s}-\gamma\right\|_{\infty} \lesssim_{s, M}$ $\sqrt{\log n / n^{s-1}}$ with probability $1-o(1), \hat{\boldsymbol{\beta}}_{s} \in \mathcal{B}_{2 M}$ for large $n$ with probability $1-o(1)$. This implies,

$$
\begin{equation*}
\mathcal{T}_{n, s}^{(1)} \lesssim_{M} n^{s}\left\|\hat{\boldsymbol{\beta}}_{s}-\gamma\right\|_{\infty}^{3} \lesssim_{M, s} \sqrt{\frac{(\log n)^{3}}{n^{s-3}}}=o_{P}(\sqrt{n}), \tag{D.10}
\end{equation*}
$$

for $s \geqslant 3$. Similarly, we can show that for $s \geqslant 3, \mathcal{T}_{n, s}^{(2)}=o_{P}(\sqrt{n})$ and $\mathcal{T}_{n, s}^{(3)}=o_{P}(\sqrt{n})$. This completes the proof of the Lemma D.1.
Remark D.1. Note that Lemma D. 1 assumes that $s \geqslant 3$. This is because when $s=2$ (that is, the graph case), the proof of Lemma D. 1 gives the bound $\mathcal{T}_{n, 2}=O(\operatorname{polygon}(n) / \sqrt{n})$ which is not $o_{P}(\sqrt{n})$ (see (D.10)). Nevertheless, it follows from the proof of Theorem 1 (a) in Yan et al. [56], where the asymptotic null distribution of the LR test for the graph $\boldsymbol{\beta}$-model was derived, that the result in Lemma D. 1 also holds when $s=2$, that is, $\mathcal{T}_{n, 2}=o_{P}(\sqrt{n})$. For this one has to expand $\ell_{n, s}\left(\hat{\boldsymbol{\beta}}_{s}\right)-\ell_{n, s}(\boldsymbol{\gamma})$ up to the fourth order term, and show that the third order term is $o_{P}(\sqrt{n})$ at the true parameter value and the fourth order term is $o_{P}(\sqrt{n})$ at an intermediate point. For $s \geqslant 3$, the third order term at an intermediate point is $o_{P}(\sqrt{n})$, hence, we do not have to consider the fourth order term.

Now, recall the definition of $\log \Lambda_{n, s}$ from (3.2). Then by Lemma D. 1 and (D.6)

$$
\begin{equation*}
\frac{2 \log \Lambda_{n, s}-n}{\sqrt{2 n}}=\frac{\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}}\left[\boldsymbol{d}_{s}\right]\right)^{\top} \boldsymbol{\Sigma}_{n, s}^{-1}\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}}\left[\boldsymbol{d}_{s}\right]\right)-n}{\sqrt{2 n}}+o_{P}(1) \tag{D.11}
\end{equation*}
$$

By the following lemma we can replace $\boldsymbol{\Sigma}_{n, s}^{-1}$ with $\boldsymbol{\Gamma}_{n, s}$ in the RHS above. The proof of the lemma is given in Appendix D.1.1.

Lemma D.2. For $L>0$,

$$
\left.\mathbb{P}\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}}\left[\boldsymbol{d}_{s}\right]\right)^{\top}\left(\boldsymbol{\Sigma}_{n, s}^{-1}-\boldsymbol{\Gamma}_{n, s}\right)\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}}\left[\boldsymbol{d}_{s}\right]\right)>L\right) \lesssim \frac{1}{L^{2}}
$$

This implies, $\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}}\left[\boldsymbol{d}_{s}\right]\right)^{\top}\left(\boldsymbol{\Sigma}_{n, s}^{-1}-\boldsymbol{\Gamma}_{n, s}\right)\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}}\left[\boldsymbol{d}_{s}\right]\right)$ is bounded in probability.
By Lemma D. 2 and recalling (C.3),

$$
\begin{align*}
\frac{\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}}\left[\boldsymbol{d}_{s}\right]\right)^{\top} \boldsymbol{\Sigma}_{n, s}^{-1}\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}}\left[\boldsymbol{d}_{s}\right]\right)}{\sqrt{2 n}} & =\frac{\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}}\left[\boldsymbol{d}_{s}\right]\right)^{\top} \boldsymbol{\Gamma}_{n, s}\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}}\left[\boldsymbol{d}_{s}\right]\right)}{\sqrt{2 n}}+o_{P}(1) \\
& =\frac{1}{\sqrt{2 n}} \sum_{u=1}^{n} \frac{\left(d_{s}(u)-\mathbb{E}_{\boldsymbol{\gamma}}\left[d_{s}(u)\right]\right)^{2}}{\sigma_{s}(u)^{2}}+o_{P}(1) \tag{D.12}
\end{align*}
$$

Proposition D. 1 establishes the asymptotic normality of the leading term in the RHS above. The proof is given in Appendix D.1.2.

Proposition D.1. Under the assumption of Theorem 3.1,

$$
\begin{equation*}
\frac{1}{\sqrt{2 n}}\left\{\sum_{u=1}^{n} \frac{\left(d_{s}(u)-\mathbb{E}_{\gamma}\left[d_{s}(u)\right]\right)^{2}}{\sigma_{s}(u)^{2}}-n\right\} \xrightarrow{D} \mathcal{N}(0,1) . \tag{D.13}
\end{equation*}
$$

The result in (3.3) now follows from (D.11), (D.12), and Proposition D.1.
D.1.1. Proof of Lemma D.2. To begin with note that

$$
\begin{aligned}
\mathbb{E}_{\boldsymbol{\gamma}}\left[\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}}\left[\boldsymbol{d}_{s}\right]\right)^{\top}\left(\boldsymbol{\Sigma}_{n, s}^{-1}-\boldsymbol{\Gamma}_{n, s}\right)\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}}\left[\boldsymbol{d}_{s}\right]\right)\right] & =\operatorname{tr}\left(\mathbb{E}_{\boldsymbol{\gamma}}\left[\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}}\left[\boldsymbol{d}_{s}\right]\right)\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}}\left[\boldsymbol{d}_{s}\right]\right)^{\top}\right]\left(\boldsymbol{\Sigma}_{n, s}^{-1}-\boldsymbol{\Gamma}_{n, s}\right)\right) \\
& =\operatorname{tr}\left(\boldsymbol{I}_{n}-\boldsymbol{\Sigma}_{n, s} \boldsymbol{\Gamma}_{n, s}\right) \\
& =n-\sum_{u, v \in[n]} \sigma_{s}(u, v) \gamma_{s}(u, v) \\
& =n-\sum_{u, v \in[n]} \sigma_{s}(u, v) \frac{\mathbf{1}\{u=v\}}{\sigma_{s}(u)^{2}}=0 .
\end{aligned}
$$

Next, we will show that $\operatorname{Var}_{\gamma}\left[\left(\boldsymbol{d}_{s}-\mathbb{E}_{\gamma}\left[\boldsymbol{d}_{s}\right]\right)^{\top}\left(\boldsymbol{\Sigma}_{n, s}^{-1}-\boldsymbol{\Gamma}_{n, s}\right)\left(\boldsymbol{d}_{s}-\mathbb{E}_{\gamma}\left[\boldsymbol{d}_{s}\right]\right)\right]=O(1)$. The result in Lemma D. 2 then follows by Chebyshev's inequality. Recall that $\boldsymbol{\Delta}_{n, s}:=\boldsymbol{\Sigma}_{n, s}^{-1}-\boldsymbol{\Gamma}_{n, s}$. We shall denote the entries of $\boldsymbol{\Delta}_{n, s}$ by $\left(\left(\delta_{u, v}\right)\right)$ for $u, v \in[n]$. Then

$$
\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}}\left[\boldsymbol{d}_{s}\right]\right)^{\top}\left(\boldsymbol{\Sigma}_{n, s}^{-1}-\boldsymbol{\Gamma}_{n, s}\right)\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}}\left[\boldsymbol{d}_{s}\right]\right)=\sum_{u, v \in[n]} \delta_{u, v}\left(d_{s}(u)-\mathbb{E}_{\boldsymbol{\gamma}}\left[d_{s}(u)\right]\right)\left(d_{s}(v)-\mathbb{E}_{\boldsymbol{\gamma}}\left[d_{s}(v)\right]\right) .
$$

Define $\bar{d}_{s}(u):=d_{s}(u)-\mathbb{E}_{\boldsymbol{\gamma}}\left[d_{s}(u)\right]$, for $u \in[n]$. Then

$$
\begin{align*}
& \operatorname{Var}_{\gamma}\left[\left(\boldsymbol{d}_{s}-\mathbb{E}_{\gamma}\left[\boldsymbol{d}_{s}\right]\right)^{\top}\left(\boldsymbol{\Sigma}_{n, s}^{-1}-\boldsymbol{\Gamma}_{n, s}\right)\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}}\left[\boldsymbol{d}_{s}\right]\right)\right] \\
& =\sum_{u, v, u^{\prime}, v^{\prime} \in[n]} \delta_{u, v} \delta_{u^{\prime}, v^{\prime}} \operatorname{Cov}_{\gamma}\left[\bar{d}_{s}(u) \bar{d}_{s}(v), \bar{d}_{s}\left(u^{\prime}\right) \bar{d}_{s}\left(v^{\prime}\right)\right] . \tag{D.14}
\end{align*}
$$

To analyze the RHS of (D.14) we consider the following 4 cases.
Case 1: $u=v=u^{\prime}=v^{\prime}$. In this case we have

$$
\operatorname{Cov}_{\gamma}\left[\bar{d}_{s}(u) \bar{d}_{s}(v), \bar{d}_{s}\left(u^{\prime}\right) \bar{d}_{s}\left(v^{\prime}\right)\right]=\operatorname{Var}_{\gamma}\left[\bar{d}_{s}(u)^{2}\right] .
$$

For $\boldsymbol{e} \in\binom{[n]}{s}$, denote $X_{\boldsymbol{e}}:=\mathbf{1}\left\{\boldsymbol{e} \in E\left(H_{n}\right)\right\}$ and $\bar{X}_{\boldsymbol{e}}:=\mathbf{1}\left\{\boldsymbol{e} \in E\left(H_{n}\right)\right\}-\mathbb{E}\left[\mathbf{1}\left\{\boldsymbol{e} \in E\left(H_{n}\right)\right\}\right]$. Since $\left\{\bar{X}_{\boldsymbol{e}}: \boldsymbol{e} \in\binom{[n]}{s}\right\}$ are independent and have zero mean, $\left\{\bar{X}_{\boldsymbol{e}} \bar{X}_{\boldsymbol{e}^{\prime}}: \boldsymbol{e}, \boldsymbol{e}^{\prime} \in\binom{[n]}{s}\right\}$ are
pairwise uncorrelated. Hence,

$$
\begin{align*}
\operatorname{Var}_{\gamma}\left[\bar{d}_{s}(u)^{2}\right] & =\operatorname{Var}_{\gamma}\left[\sum_{e, e^{\prime} \in\binom{[n]}{s}: u \in e \cap e^{\prime}} \bar{X}_{e} \bar{X}_{e^{\prime}}\right] \\
& =\sum_{e, e^{\prime} \in\binom{[n]}{s}: u \in e \cap e^{\prime}} \operatorname{Var}_{\gamma}\left[\bar{X}_{e} \bar{X}_{e^{\prime}}\right] \\
& =\sum_{e \in\binom{[n]}{s}: u \in e} \operatorname{Var}_{\gamma}\left[\bar{X}_{e}^{2}\right]+\sum_{e \neq e^{\prime} \in\binom{[n]}{s}: u \in e n e^{\prime}} \operatorname{Var}_{\gamma}\left[\bar{X}_{e}\right] \operatorname{Var}_{\gamma}\left[\bar{X}_{e^{\prime}}\right] . \tag{D.15}
\end{align*}
$$

Since $\|\gamma\|_{\infty} \leqslant M$,

$$
\operatorname{Var}_{\gamma}\left[\bar{X}_{e}\right]=\operatorname{Var}_{\gamma}\left[X_{e}\right]=\frac{e^{\mathbf{1}^{\top} \gamma_{e}}}{\left(1+e^{\mathbf{1}^{\top} \gamma_{e}}\right)} \asymp_{M} 1,
$$

where $\gamma_{e}=\left(\gamma_{u_{1}}, \gamma_{u_{2}}, \ldots, \gamma_{u_{s}}\right)^{\top}$, for $\boldsymbol{e}=\left(u_{1}, u_{2}, \ldots, u_{s}\right)$. Similarly, $\operatorname{Var}_{\gamma}\left[\bar{X}_{e}^{2}\right]{ }_{M} 1$. Hence, (D.15) implies that

$$
\operatorname{Var}_{\gamma}\left[\bar{d}_{s}(u)^{2}\right] \lesssim_{M} n^{2 s-2} .
$$

Case 2: $u \neq v=u^{\prime}=v^{\prime}$. Observe that

$$
\begin{aligned}
& \operatorname{Cov}_{\gamma}\left[\bar{d}_{s}(u) \bar{d}_{s}(v), \bar{d}_{s}\left(u^{\prime}\right) \bar{d}_{s}\left(v^{\prime}\right)\right] \\
& =\operatorname{Cov}_{\gamma}\left[\bar{d}_{s}(u) \bar{d}_{s}(v), \bar{d}_{s}(v)^{2}\right] \\
& =\sum_{\substack{e_{1}, e_{2}, e_{3}, e_{4} \in([n]) \\
u \in e_{1}, v \in e_{1} \cap e_{2} \cap e_{3}}}\left\{\mathbb{E}_{\gamma}\left[\bar{X}_{e_{1}} \bar{X}_{e_{2}} \bar{X}_{e_{3}} \bar{X}_{e_{4}}\right]-\mathbb{E}_{\gamma}\left[\bar{X}_{e_{1}} \bar{X}_{e_{2}}\right] \mathbb{E}_{\gamma}\left[\bar{X}_{e_{3}} \bar{X}_{e_{4}}\right]\right\} .
\end{aligned}
$$

Note that the non-zero contributions in the RHS above come from the terms when $\boldsymbol{e}_{i}=\boldsymbol{e}_{j}$ and $\boldsymbol{e}_{k}=\boldsymbol{e}_{\ell}$ for $i, j, k, \ell \in\{1, \ldots, 4\}$. Hence,

$$
\begin{aligned}
& \operatorname{Cov}_{\gamma}\left[\bar{d}_{s}(u) \bar{d}_{s}(v), \bar{d}_{s}(v)^{2}\right] \\
& =\sum_{\boldsymbol{e \in ( [ \begin{array} { c } 
{ [ n ] } \\
{ s }
\end{array} ) , u , v \in \boldsymbol { e }}}\left(\mathbb{E}_{\boldsymbol{\gamma}}\left[\bar{X}_{\boldsymbol{e}}^{4}\right]-\left(\mathbb{E}_{\boldsymbol{\gamma}}\left[\bar{X}_{\boldsymbol{e}}^{2}\right]\right)^{2}\right)+2 \sum_{\substack{\boldsymbol{e}_{1} \neq \boldsymbol{e}_{2} \in([n]) \\
u, v \in \boldsymbol{e}_{1}, v \in e_{2}}} \mathbb{E}_{\boldsymbol{\gamma}}\left[\bar{X}_{\boldsymbol{e}_{1}}^{2}\right] \mathbb{E}\left[\bar{X}_{\boldsymbol{e}_{2}}^{2}\right] \\
& \lesssim_{M} n^{2 s-3},
\end{aligned}
$$

since $\mathbb{E}_{\gamma}\left[\bar{X}_{e}^{4}\right] \asymp_{M} 1$ and $\left.\mathbb{E}_{\gamma}\left[\bar{X}_{e}^{2}\right]\right) \simeq_{M} 1$.
Case 3: $u \neq v \neq u^{\prime}=v^{\prime}$ : By similar reasoning as the previous two cases it can be shown that

$$
\operatorname{Cov}_{\gamma}\left[\bar{d}_{s}(u) \bar{d}_{s}(v), \bar{d}_{s}\left(u^{\prime}\right) \bar{d}_{s}\left(v^{\prime}\right)\right]=\operatorname{Cov}_{\gamma}\left[\bar{d}_{s}^{2}(u), \bar{d}_{s}\left(u^{\prime}\right) \bar{d}_{s}\left(u^{\prime}\right)\right] \lesssim_{M} n^{2 s-3} .
$$

Case 4: $u \neq v \neq u^{\prime} \neq v^{\prime}$. In this case, it can be shown that

$$
\operatorname{Cov}_{\gamma}\left[\bar{d}_{s}(u) \bar{d}_{s}(v), \bar{d}_{s}\left(u^{\prime}\right) \bar{d}_{s}\left(v^{\prime}\right)\right] \lesssim_{M} n^{2 s-4}
$$

Combining the 4 cases and using (D.14),

$$
\operatorname{Var}_{\gamma}\left[\left(\boldsymbol{d}_{s}-\mathbb{E}_{\gamma}\left[\boldsymbol{d}_{s}\right]\right)^{\top}\left(\boldsymbol{\Sigma}_{n, s}^{-1}-\boldsymbol{\Gamma}_{n, s}\right)\left(\boldsymbol{d}_{s}-\mathbb{E}_{\gamma}\left[\boldsymbol{d}_{s}\right]\right)\right] \lesssim_{M} \max _{u, v \in[n]}\left|\delta_{u, v}\right|^{2} n^{2 s}=O(1),
$$

where the last step uses (C.4).
D.1.2. Proof of Proposition D.1. Suppose $H_{n}=\left(V\left(H_{n}\right), E\left(H_{n}\right)\right) \sim \mathrm{H}_{n, s}(n, \gamma)$ for $\boldsymbol{\gamma}$ as in (3.1). For $\boldsymbol{e}=\left\{v_{1}, v_{2}, \ldots, v_{s}\right\} \in\binom{[n]}{s}$, denote

$$
X_{e}:=X_{\left\{v_{1}, v_{2}, \ldots, v_{s}\right\}}:=\mathbf{1}\left\{\boldsymbol{e} \in E\left(H_{n}\right)\right\},
$$

and $\bar{X}_{\boldsymbol{e}}:=\mathbf{1}\left\{\boldsymbol{e} \in E\left(H_{n}\right)\right\}-\mathbb{E}_{\boldsymbol{\gamma}}\left[\mathbf{1}\left\{\boldsymbol{e} \in E\left(H_{n}\right)\right\}\right]$. Also, for $u \in[n]$ denote

$$
\bar{d}_{s}(u)=d_{s}(u)-\mathbb{E}_{\boldsymbol{\gamma}}\left[d_{s}(u)\right]=\sum_{e \in\binom{[n]}{s}: u \in e} \bar{X}_{e} .
$$

Observe that

$$
\begin{equation*}
\bar{d}_{s}(u)^{2}=\sum_{\boldsymbol{e} \in\binom{[n]}{s}: u \in \boldsymbol{e}} \bar{X}_{\boldsymbol{e}}^{2}+\sum_{\boldsymbol{e} \neq \boldsymbol{e}^{\prime} \in\binom{[n]}{s}: u \in \boldsymbol{e} \cap \boldsymbol{e}^{\prime}} \bar{X}_{\boldsymbol{e}} \bar{X}_{\boldsymbol{e}^{\prime}} . \tag{D.16}
\end{equation*}
$$

This implies,

$$
\mathbb{E}_{\boldsymbol{\gamma}}\left[\bar{d}_{s}(u)^{2}\right]=\sum_{e \in\binom{[n])}{s}: u \in e} \mathbb{E}_{\boldsymbol{\gamma}}\left[\bar{X}_{\boldsymbol{e}}^{2}\right]=\sum_{e \in\binom{[n])}{s}: u \in \boldsymbol{e}} \operatorname{Var}_{\boldsymbol{\gamma}}\left[\bar{X}_{\boldsymbol{e}}^{2}\right]=\operatorname{Var}_{\boldsymbol{\gamma}}\left[d_{s}(u)\right]=\sigma_{s}(u)^{2} .
$$

Hence,

$$
\begin{align*}
& \frac{1}{\sqrt{2 n}}\left\{\sum_{u=1}^{n} \frac{\left(d_{s}(u)-\mathbb{E}_{\gamma}\left[d_{s}(u)\right]\right)^{2}}{\sigma_{s}(u)^{2}}-n\right\} \\
& =\frac{1}{\sqrt{2 n}} \sum_{u=1}^{n} \frac{\bar{d}_{s}(u)^{2}-\mathbb{E}_{\gamma}\left[\bar{d}_{s}(u)^{2}\right]}{\sigma_{s}(u)^{2}} \\
& \left.=\frac{1}{\sqrt{2 n}} \sum_{u=1}^{n} \sum_{e \in\binom{[n]}{s}: u \in e} \frac{\bar{X}_{e}^{2}-\mathbb{E}_{\gamma}\left[\bar{X}_{e}^{2}\right]}{\sigma_{s}(u)^{2}}+\frac{1}{\sqrt{2 n}} \sum_{u=1}^{n} \sum_{e \neq e^{\prime} \in([n]}^{s} \begin{array}{l}
n \\
s
\end{array}\right)  \tag{D.16}\\
& :=T_{1}+T_{2} . \tag{D.17}
\end{align*}
$$

We will first show that $T_{1}=o_{P}(1)$. Towards this note that

$$
T_{1}=\frac{s}{\sqrt{2 n}} \sum_{e \in\binom{[n]}{s}} \frac{\bar{X}_{e}^{2}-\mathbb{E}_{\boldsymbol{\gamma}}\left[\bar{X}_{e}^{2}\right]}{\sigma_{s}(u)^{2}} .
$$

Since $\left\{\bar{X}_{\boldsymbol{e}}: \boldsymbol{e} \in\binom{[n]}{s}\right\}$ are independent,

$$
\operatorname{Var}_{\gamma}\left[T_{1}\right]=\frac{s^{2}}{2 n} \sum_{e \in\binom{[n]}{s}} \frac{\operatorname{Var}_{\gamma}\left[\bar{X}_{e}^{2}\right]}{\sigma_{s}(u)^{4}} \lesssim_{M} \frac{1}{n^{s-1}},
$$

using $\operatorname{Var}_{\gamma}\left[\bar{X}_{e}^{2}\right] \asymp_{M} 1$ and $\sigma_{s}(u)^{2} \nearrow_{M} n^{s-1}$. This implies, $T_{1}=o_{P}(1)$.
Therefore, from (D.17), to prove (D.13) it remains to show $T_{2} \xrightarrow{D} N(0,1)$. For this we will express $T_{2}$ as a sum of a martingale difference sequence. To this end, define the following sequence of sigma-fields: For $u \in[n]$,

$$
\mathcal{F}_{u}:=\sigma\left(\bigcup_{v=1}^{u}\left\{\bar{X}_{e}: v \in e\right\}\right),
$$

is the sigma algebra generated by the collection of random variables $\bigcup_{v=1}^{u}\left\{\bar{X}_{e}: v \in e\right\}$. Clearly, $\mathcal{F}_{1} \subseteq \mathcal{F}_{2} \cdots \subseteq \mathcal{F}_{n}$, hence $\left\{\mathcal{F}_{u}\right\}_{u \in[n]}$ is a filtration. Now, for $u \in[n]$, define
where $w_{\boldsymbol{e}, \boldsymbol{e}^{\prime}}:=\sum_{z \in e \cap e^{\prime}} \frac{1}{\sigma_{s}(z)^{2}}$. Note that $T_{2, u}$ is $\mathcal{F}_{u}$ measurable and $\mathbb{E}_{\gamma}\left[T_{2, u} \mid \mathcal{F}_{u-1}\right]=0$, that is, $T_{2, u}$, for $u \in[n]$, is a martingale difference sequence. Also, recalling the definition of $T_{2}$ from (D.17) observe that

$$
\begin{aligned}
T_{2}=\frac{1}{\sqrt{2 n}} \sum_{u=1}^{n} \sum_{e \neq e^{\prime} \in\binom{[n]}{s}: u \in e n e^{\prime}} \frac{\bar{X}_{e} \bar{X}_{e^{\prime}}}{\sigma_{s}(u)^{2}} & =\frac{1}{\sqrt{2 n}} \sum_{\substack{e \neq \boldsymbol{e}^{\prime} \in\left(\begin{array}{c}
{[n] \\
s}
\end{array}\right), e \cap e^{\prime} \neq \varnothing}} w_{\boldsymbol{e}, \boldsymbol{e}^{\prime}} \bar{X}_{\boldsymbol{e}} \bar{X}_{\boldsymbol{e}^{\prime}} \\
& =\frac{1}{\sqrt{2 n}} \sum_{u=1}^{n} T_{2, u},
\end{aligned}
$$

that is, $T_{2}$ is the sum of a martingale difference sequence. Now, invoking the martingale central theorem [9] it can be shown that $T_{2} \xrightarrow{D} N(0,1)$. The details are omitted.
D.2. Proof of Theorem 3.2. Suppose $H_{n} \sim \mathrm{H}_{n, s}\left(n, \gamma^{\prime}\right)$ for $\boldsymbol{\gamma}^{\prime}$ as in (3.5). Then by arguments as in (D.6),

$$
\ell_{n, s}\left(\hat{\boldsymbol{\beta}}_{s}\right)-\ell_{n, s}\left(\boldsymbol{\gamma}^{\prime}\right)=-\frac{1}{2}\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}^{\prime}}\left[\boldsymbol{d}_{s}\right]\right)^{\top} \overline{\boldsymbol{\Sigma}}_{n, s}^{-1}\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}^{\prime}}\left[\boldsymbol{d}_{s}\right]\right)+\frac{1}{2} \boldsymbol{R}_{n, s}^{\top} \overline{\boldsymbol{\Sigma}}_{n, s}^{-1} \boldsymbol{R}_{n, s}+\mathcal{T}_{n, s},
$$

where $\overline{\boldsymbol{\Sigma}}_{n, s}$ and $\boldsymbol{R}_{n, s}$ are as defined in (C.2) and (C.9), respectively, with $\boldsymbol{\beta}_{s}$ replaced by $\boldsymbol{\gamma}^{\prime}$ and $\mathcal{T}_{n, s}$ as defined in (D.2) with $\gamma$ replaced by $\gamma^{\prime}$. Therefore,

$$
\begin{align*}
\ell_{n, s}\left(\hat{\boldsymbol{\beta}}_{s}\right)-\ell_{n, s}(\boldsymbol{\gamma})=-\frac{1}{2}\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}^{\prime}}\left[\boldsymbol{d}_{s}\right]\right)^{\top} & \overline{\boldsymbol{\Sigma}}_{n, s}^{-1}\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}^{\prime}}\left[\boldsymbol{d}_{s}\right]\right) \\
& +\frac{1}{2} \boldsymbol{R}_{n, s}^{\top} \overline{\boldsymbol{\Sigma}}_{n, s}^{-1} \boldsymbol{R}_{n, s}+\mathcal{T}_{n, s}+\ell_{n, s}\left(\boldsymbol{\gamma}^{\prime}\right)-\ell_{n, s}(\boldsymbol{\gamma}), \tag{D.18}
\end{align*}
$$

By Taylor expansion,

$$
\ell_{n, s}\left(\boldsymbol{\gamma}^{\prime}\right)-\ell_{n, s}(\gamma)=\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}^{\prime}}\left[\boldsymbol{d}_{s}\right]\right)^{\top}\left(\boldsymbol{\gamma}^{\prime}-\gamma\right)+\frac{1}{2}\left(\boldsymbol{\gamma}^{\prime}-\boldsymbol{\gamma}\right)^{\top} \tilde{\boldsymbol{\Sigma}}_{n, s}\left(\boldsymbol{\gamma}^{\prime}-\boldsymbol{\gamma}\right),
$$

where $\tilde{\boldsymbol{\Sigma}}_{n, s}$ is the covariance matrix defined in (C.2) with $\boldsymbol{\beta}_{s}$ replaced by $\tilde{\boldsymbol{\gamma}}=\boldsymbol{\gamma}^{\prime}+\theta\left(\boldsymbol{\gamma}^{\prime}-\boldsymbol{\gamma}\right)$ for some $0<\theta<1$. Then by arguments as in (D.9) and Lemma D.1, Lemma D.2, (D.18) can be written as:

$$
\begin{align*}
\ell_{n, s}\left(\hat{\boldsymbol{\beta}}_{s}\right)-\ell_{n, s}(\boldsymbol{\gamma})=-\frac{1}{2}\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}^{\prime}}\left[\boldsymbol{d}_{s}\right]\right)^{\top} & \overline{\boldsymbol{\Gamma}}_{n, s}\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}^{\prime}}\left[\boldsymbol{d}_{s}\right]\right)+\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}^{\prime}}\left[\boldsymbol{d}_{s}\right]\right)^{\top}\left(\boldsymbol{\gamma}^{\prime}-\boldsymbol{\gamma}\right) \\
& +\frac{1}{2}\left(\boldsymbol{\gamma}^{\prime}-\boldsymbol{\gamma}\right)^{\top} \tilde{\boldsymbol{\Sigma}}_{n, s}\left(\boldsymbol{\gamma}^{\prime}-\boldsymbol{\gamma}\right)+o_{P}(\sqrt{n}) \tag{D.19}
\end{align*}
$$

where $\overline{\boldsymbol{\Gamma}}_{n, s}$ is as defined in (C.3) with the parameter $\boldsymbol{\beta}_{s}$ replaced by $\boldsymbol{\gamma}^{\prime}$.
We begin with the case $\left\|\gamma^{\prime}-\gamma\right\|_{2} \ll n^{-\frac{2 s-3}{4}}$. In this case, since $\nabla^{2} \ell_{n, s}\left(\gamma^{\prime}\right)=\overline{\boldsymbol{\Sigma}}_{n, s}$, by Lemma A. 2

$$
\begin{equation*}
\left(\gamma^{\prime}-\gamma\right)^{\top} \overline{\boldsymbol{\Sigma}}_{n, s}\left(\boldsymbol{\gamma}^{\prime}-\gamma\right)=n^{s-1}\left\|\boldsymbol{\gamma}^{\prime}-\gamma\right\|_{2}^{2} \ll \sqrt{n} . \tag{D.20}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\left(\boldsymbol{\gamma}^{\prime}-\boldsymbol{\gamma}\right)^{\top} \tilde{\boldsymbol{\Sigma}}_{n, s}\left(\boldsymbol{\gamma}^{\prime}-\boldsymbol{\gamma}\right)=n^{s-1}\left\|\boldsymbol{\gamma}^{\prime}-\boldsymbol{\gamma}\right\|_{2}^{2} \ll \sqrt{n} . \tag{D.21}
\end{equation*}
$$

Hence,

$$
\operatorname{Var}\left[\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}^{\prime}}\left[\boldsymbol{d}_{s}\right]\right)^{\top}\left(\boldsymbol{\gamma}^{\prime}-\boldsymbol{\gamma}\right)\right]=\left(\boldsymbol{\gamma}^{\prime}-\boldsymbol{\gamma}\right)^{\top} \overline{\boldsymbol{\Sigma}}_{n, s}\left(\boldsymbol{\gamma}^{\prime}-\boldsymbol{\gamma}\right) \ll n
$$

which implies, $\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}^{\prime}}\left[\boldsymbol{d}_{s}\right]\right)^{\top}\left(\boldsymbol{\gamma}^{\prime}-\boldsymbol{\gamma}\right)=o_{P}(\sqrt{n})$, since $\mathbb{E}\left[\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}^{\prime}}\left[\boldsymbol{d}_{s}\right]\right)^{\top}\left(\boldsymbol{\gamma}^{\prime}-\boldsymbol{\gamma}\right)\right]=0$. Therefore, under $H_{1}$ as in (3.5),

$$
\begin{aligned}
\frac{2 \log \Lambda_{n, s}-n}{\sqrt{2 n}} & =\frac{2\left(\ell_{n, s}(\boldsymbol{\gamma})-\ell_{n, s}\left(\hat{\boldsymbol{\beta}}_{s}\right)\right)-n}{\sqrt{2 n}} \\
& =\frac{\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}^{\prime}}\left[\boldsymbol{d}_{s}\right]\right)^{\top} \overline{\boldsymbol{\Gamma}}_{n, s}\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}^{\prime}}\left[\boldsymbol{d}_{s}\right]\right)-n}{\sqrt{2 n}}+o_{P}(1)
\end{aligned}
$$

(by (D.19), (D.20), and (D.21))

$$
\xrightarrow{D} \mathcal{N}(0,1),
$$

by Proposition D.1. This proves the first assertion in (3.6).
Next, suppose $\left\|\boldsymbol{\gamma}^{\prime}-\gamma\right\|_{2} \gg n^{-\frac{2 s-3}{4}}$. In this case, by Lemma A.2, $\left(\boldsymbol{\gamma}^{\prime}-\gamma\right)^{\top} \overline{\boldsymbol{\Sigma}}_{n, s}\left(\boldsymbol{\gamma}^{\prime}-\gamma\right)=$ $n^{s-1}\left\|\boldsymbol{\gamma}^{\prime}-\gamma\right\|_{2}^{2} \gg \sqrt{n}$. We will first assume:

$$
\begin{equation*}
\sqrt{n} \ll\left(\gamma^{\prime}-\gamma\right)^{\top} \overline{\boldsymbol{\Sigma}}_{n, s}\left(\gamma^{\prime}-\gamma\right) \lesssim n . \tag{D.22}
\end{equation*}
$$

Then we have $\operatorname{Var}\left[\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}^{\prime}}\left[\boldsymbol{d}_{s}\right]\right)^{\top}\left(\boldsymbol{\gamma}^{\prime}-\gamma\right)\right]=\left(\boldsymbol{\gamma}^{\prime}-\gamma\right)^{\top} \overline{\boldsymbol{\Sigma}}_{n, s}\left(\boldsymbol{\gamma}^{\prime}-\gamma\right)=O(n)$. Using this and Proposition D. 1 it follows that

$$
\frac{1}{\sqrt{n}}\left[\frac{1}{2}\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}^{\prime}}\left[\boldsymbol{d}_{s}\right]\right)^{\top} \overline{\boldsymbol{\Gamma}}_{n, s}\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}^{\prime}}\left[\boldsymbol{d}_{s}\right]\right)+\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}^{\prime}}\left[\boldsymbol{d}_{s}\right]\right)^{\top}\left(\boldsymbol{\gamma}^{\prime}-\gamma\right)\right]
$$

is bounded in probability. Hence, from (D.19),

$$
\frac{2 \log \Lambda_{n, s}-n}{\sqrt{2 n}}=\frac{\left(\ell_{n, s}(\gamma)-\ell_{n, s}\left(\hat{\boldsymbol{\beta}}_{s}\right)\right)-n}{\sqrt{2 n}} \rightarrow \infty
$$

in probability, since by Lemma A.2, $\left(\boldsymbol{\gamma}^{\prime}-\gamma\right)^{\top} \tilde{\boldsymbol{\Sigma}}_{n, s}\left(\boldsymbol{\gamma}^{\prime}-\boldsymbol{\gamma}\right)=n^{s-1}\left\|\boldsymbol{\gamma}^{\prime}-\gamma\right\|_{2}^{2} \gg \sqrt{n}$. This implies, $\mathbb{E}_{\boldsymbol{\gamma}^{\prime}}\left[\phi_{n, s}\right] \rightarrow 1$, whenever (D.22) holds. Next, we assume

$$
\begin{equation*}
\left(\boldsymbol{\gamma}^{\prime}-\gamma\right)^{\top} \overline{\boldsymbol{\Sigma}}_{n, s}\left(\boldsymbol{\gamma}^{\prime}-\gamma\right) \gg n . \tag{D.23}
\end{equation*}
$$

For notational convenience denote $\vartheta_{n, s}:=\left(\gamma^{\prime}-\gamma\right)^{\top} \bar{\Sigma}_{n, s}\left(\gamma^{\prime}-\gamma\right)$. Then Proposition D. 1 and (D.23) imply that

$$
\frac{1}{\sqrt{\vartheta_{n, s}}}\left[\frac{1}{2}\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}^{\prime}}\left[\boldsymbol{d}_{s}\right]\right)^{\top} \overline{\boldsymbol{\Gamma}}_{n, s}\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}^{\prime}}\left[\boldsymbol{d}_{s}\right]\right)+\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}^{\prime}}\left[\boldsymbol{d}_{s}\right]\right)^{\top}\left(\boldsymbol{\gamma}^{\prime}-\gamma\right)\right]
$$

is bounded in probability. Using (D.20) and (D.21) we also get

$$
\frac{\left(\boldsymbol{\gamma}^{\prime}-\gamma\right)^{\top} \tilde{\boldsymbol{\Sigma}}_{n, s}\left(\boldsymbol{\gamma}^{\prime}-\gamma\right)}{\sqrt{\vartheta_{n, s}}}=n^{\frac{s-1}{2}}\left\|\gamma^{\prime}-\gamma\right\|_{2} \rightarrow \infty .
$$

This implies, from from (D.19),

$$
\mathbb{E}_{\gamma^{\prime}}\left[\phi_{n, s}\right]=\mathbb{P}_{\gamma^{\prime}}\left(\left|\frac{2 \log \Lambda_{n, s}-n}{\sqrt{\vartheta_{n, s}}}\right| \geqslant z_{\alpha / 2} \sqrt{\frac{2 n}{\vartheta_{n, s}}}\right) \rightarrow 1
$$

This concludes the proof. This completes the proof of the third assertion in (3.6).
Now, we consider the case $n^{\frac{2 s-3}{4}}\left\|\boldsymbol{\gamma}^{\prime}-\gamma\right\|_{2} \rightarrow \tau \in(0, \infty)$. By Taylor expansion,

$$
\ell_{n, s}\left(\boldsymbol{\gamma}^{\prime}\right)-\ell_{n, s}(\boldsymbol{\gamma})=\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}^{\prime}}\left[\boldsymbol{d}_{s}\right]\right)^{\top}\left(\boldsymbol{\gamma}^{\prime}-\boldsymbol{\gamma}\right)+\frac{1}{2}\left(\boldsymbol{\gamma}^{\prime}-\boldsymbol{\gamma}\right)^{\top} \boldsymbol{\Sigma}_{n, s}\left(\boldsymbol{\gamma}^{\prime}-\boldsymbol{\gamma}\right)+\tilde{\mathcal{T}}_{n, s}
$$

where $\boldsymbol{\Sigma}_{n, s}$ is as defined in (C.2) with $\boldsymbol{\beta}_{s}$ replaced by $\boldsymbol{\gamma}$ and $\tilde{\mathcal{T}}_{n, s}$ is as defined in (D.2) with the parameter $\tilde{\gamma}=\gamma^{\prime}+\theta\left(\gamma^{\prime}-\gamma\right)$ for some $0<\theta<1$. By arguments as in Lemma D. $1 \tilde{\mathcal{T}}_{n, s}=o_{P}(\sqrt{n})$. Then (D.9) and Lemma D.1, Lemma D.2, (D.18) can be written as:

$$
\begin{align*}
\ell_{n, s}\left(\hat{\boldsymbol{\beta}}_{s}\right)-\ell_{n, s}(\boldsymbol{\gamma})=-\frac{1}{2}\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}^{\prime}}\left[\boldsymbol{d}_{s}\right]\right)^{\top} & \boldsymbol{\Gamma}_{n, s}\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}^{\prime}}\left[\boldsymbol{d}_{s}\right]\right)+\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}^{\prime}}\left[\boldsymbol{d}_{s}\right]\right)^{\top}\left(\boldsymbol{\gamma}^{\prime}-\boldsymbol{\gamma}\right) \\
& +\frac{1}{2}\left(\boldsymbol{\gamma}^{\prime}-\boldsymbol{\gamma}\right)^{\top} \boldsymbol{\Sigma}_{n, s}\left(\boldsymbol{\gamma}^{\prime}-\boldsymbol{\gamma}\right)+o_{P}(\sqrt{n}) \tag{D.24}
\end{align*}
$$

Note that $\mathbb{E}\left[\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}^{\prime}}\left[\boldsymbol{d}_{s}\right]\right)^{\top}\left(\boldsymbol{\gamma}^{\prime}-\boldsymbol{\gamma}\right)\right]=0$ and by Lemma A.2,

$$
\operatorname{Var}\left[\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}^{\prime}}\left[\boldsymbol{d}_{s}\right]\right)^{\top}\left(\boldsymbol{\gamma}^{\prime}-\gamma\right)\right]=\left(\boldsymbol{\gamma}^{\prime}-\boldsymbol{\gamma}\right)^{\top} \boldsymbol{\Sigma}_{n, s}\left(\boldsymbol{\gamma}^{\prime}-\boldsymbol{\gamma}\right) \simeq_{n, r} \sqrt{n},
$$

when $\left\|\boldsymbol{\gamma}^{\prime}-\boldsymbol{\gamma}\right\|_{2}=n^{-\frac{2 s-3}{4}}$. Hence, in this case, $\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}^{\prime}}\left[\boldsymbol{d}_{s}\right]\right)^{\top}\left(\boldsymbol{\gamma}^{\prime}-\boldsymbol{\gamma}\right)=o_{P}(\sqrt{n})$. This also implies that

$$
\eta:=\lim _{n \rightarrow \infty} \frac{\left(\boldsymbol{\gamma}^{\prime}-\boldsymbol{\gamma}\right)^{\top} \boldsymbol{\Sigma}_{n, s}\left(\boldsymbol{\gamma}^{\prime}-\gamma\right)}{\sqrt{n}}
$$

exists along a subsequence. (Note that $\operatorname{Cov}_{\boldsymbol{\gamma}}\left[\boldsymbol{d}_{s}\right]=\boldsymbol{\Sigma}_{n, s}$.) Hence, from (D.24),

$$
\begin{aligned}
\frac{2 \log \Lambda_{n, s}-n}{\sqrt{2 n}} & =\frac{2\left(\ell_{n, s}(\boldsymbol{\gamma})-\ell_{n, s}\left(\hat{\boldsymbol{\beta}}_{s}\right)\right)-n}{\sqrt{2 n}} \\
& =\frac{\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}^{\prime}}\left[\boldsymbol{d}_{s}\right]\right)^{\top} \boldsymbol{\Gamma}_{n, s}\left(\boldsymbol{d}_{s}-\mathbb{E}_{\boldsymbol{\gamma}^{\prime}}\left[\boldsymbol{d}_{s}\right]\right)-n}{\sqrt{2 n}}-\frac{\left(\boldsymbol{\gamma}^{\prime}-\boldsymbol{\gamma}\right)^{\top} \boldsymbol{\Sigma}_{n, s}\left(\boldsymbol{\gamma}^{\prime}-\boldsymbol{\gamma}\right)}{\sqrt{2 n}}+o_{P}(1) \\
& \xrightarrow{D} \mathcal{N}\left(-\frac{\eta}{\sqrt{2}}, 1\right) .
\end{aligned}
$$

This completes the proof of (3.7).

## Appendix E. Testing Lower Bounds

In this section we prove the lower bounds for the goodness-of-fit problem in the $L_{2}$ and $L_{\infty}$ norms, that is, Theorem 3.3 (b) and Theorem 3.4 (b), respectively. For this, suppose $\pi_{n}$ be a prior probability distribution on the alternative $H_{1}$ (as in (3.8) or (3.10)). Then the Bayes risk of a test function $\psi_{n}$ is defined as

$$
\begin{equation*}
\mathcal{R}\left(\psi_{n}, \boldsymbol{\gamma}, \pi_{n}\right)=\mathbb{P}_{H_{0}}\left(\psi_{n}=1\right)+\mathbb{E}_{\boldsymbol{\gamma}^{\prime} \sim \pi_{n}}\left[\mathbb{P}_{\gamma^{\prime}}\left(\psi_{n}=0\right)\right] . \tag{E.1}
\end{equation*}
$$

For any prior $\pi_{n}$ the worst-case risk of test function $\psi_{n}$, as defined in (3.9), can be bounded below as:

Lemma E.1. Let $\mathcal{H}_{n, s}$ denote the collection of s-uniform hypergraphs on $n$ vertices. Then

$$
\begin{equation*}
\mathcal{R}\left(\psi_{n}, \gamma\right) \geqslant \mathcal{R}\left(\psi_{n}, \gamma, \pi_{n}\right) \geqslant 1-\frac{1}{2} \sqrt{\mathbb{E}_{H_{0}}\left[L_{\pi_{n}}^{2}\right]-1} \tag{E.2}
\end{equation*}
$$

where $L_{\pi_{n}}=\frac{\mathbb{E}_{\gamma^{\prime} \sim \pi_{n}}\left[\mathbb{P}_{\gamma^{\prime}}(\omega)\right]}{\mathbb{P}_{H_{0}}(\omega)}, \omega \in \mathcal{H}_{n, s}$, is the $\pi_{n}$-integrated likelihood ratio.
Proof. Clearly, $\mathcal{R}\left(\psi_{n}, \boldsymbol{\gamma}\right) \geqslant \mathcal{R}\left(\psi_{n}, \boldsymbol{\gamma}, \pi_{n}\right)$. To show the second inequality in (E.2) observe that,

$$
\begin{aligned}
\mathcal{R}\left(\psi_{n}, \gamma, \pi_{n}\right) & \geqslant \inf _{\psi_{n}}\left\{\mathbb{P}_{H_{0}}\left(\psi_{n}=1\right)+\mathbb{E}_{\gamma^{\prime} \sim \pi_{n}}\left(\mathbb{P}_{\gamma^{\prime}}\left(\psi_{n}=0\right)\right)\right\} \\
& \geqslant 1-\sup _{\psi_{n}}\left|\mathbb{P}_{H_{0}}\left(\psi_{n}=1\right)-\mathbb{E}_{\gamma^{\prime} \sim \pi_{n}}\left(\mathbb{P}_{\gamma^{\prime}}\left(\psi_{n}=1\right)\right)\right| \\
& \geqslant 1-\sup _{\omega \in \mathcal{H}_{n, s}}\left|\mathbb{P}_{H_{0}}(\omega)-\mathbb{E}_{\boldsymbol{\gamma}^{\prime} \sim \pi_{n}}\left[\mathbb{P}_{\gamma^{\prime}}(\omega)\right]\right|
\end{aligned}
$$

$$
\begin{aligned}
& \geqslant 1-\frac{1}{2} \sum_{\omega \in \mathcal{H}_{n, s}}\left|\frac{\mathbb{E}_{\gamma^{\prime} \sim \pi_{n}}\left[\mathbb{P}_{\gamma^{\prime}}(\omega)\right]}{\mathbb{P}_{H_{0}}(\omega)}-1\right| \mathbb{P}_{H_{0}}(\omega) \\
& =1-\frac{1}{2} \mathbb{E}_{H_{0}}\left|L_{\pi_{n}}-1\right| \\
& \geqslant 1-\frac{1}{2} \sqrt{\mathbb{E}_{H_{0}}\left[L_{\pi_{n}}^{2}\right]-1},
\end{aligned}
$$

where the last step uses the Cauchy-Schwarz inequality.
Therefore, to show all tests are powerless it suffices to construct a prior $\pi_{n}$ on $H_{1}$ such that $\mathbb{E}_{H_{0}}\left[L_{\pi_{n}}^{2}\right] \rightarrow 1$. We show this for the $L_{2}$ norm in Appendix E. 1 and for the $L_{\infty}$ norm in Appendix E.2.
E.1. Testing Lower Bound in $L_{2}$ Norm: Proof of Theorem 3.3 (b). We choose $\boldsymbol{\gamma}=\mathbf{0}$, $\varepsilon \ll n^{-\frac{2 s-3}{4}}$, and construct a prior $\pi_{n}$ on $H_{1}$ as in (3.8) as follows: Suppose $\gamma^{\prime}=\left(\gamma_{1}^{\prime}, \gamma_{2}^{\prime}, \ldots, \gamma_{n}^{\prime}\right)^{\top} \in$ $\mathbb{R}^{n}$ with

$$
\gamma_{u}^{\prime}=\eta_{u} \cdot \frac{\varepsilon}{\sqrt{n}},
$$

for $u \in[n]$, where $\eta_{1}, \ldots, \eta_{n}$ are i.i.d Rademacher random variables, taking values $\{ \pm 1\}$ with probability $\frac{1}{2}$. Clearly, $\left\|\gamma-\gamma^{\prime}\right\|_{2}=\varepsilon$. Then, for $H \in \mathcal{H}_{n, s}$, the $\pi_{n}$ integrated likelihood ratio is given by

$$
L_{\pi_{n}}=\mathbb{E}_{\boldsymbol{\eta}}\left[\frac{\mathbb{P}_{\boldsymbol{\gamma}^{\prime}}(H)}{\mathbb{P}_{\mathbf{0}}(H)}\right]=\mathbb{E}_{\boldsymbol{\eta}}\left[\prod_{e \in\binom{[n]}{s}} \frac{2 e^{w_{\boldsymbol{\eta}}(e) X_{e}}}{1+e^{w_{\boldsymbol{\eta}}(e)}}\right]
$$

where $X_{\boldsymbol{e}}:=\mathbf{1}\{\boldsymbol{e} \in E(H)\}, \boldsymbol{\eta}:=\left(\eta_{1}, \ldots, \eta_{n}\right)$, and $w_{\boldsymbol{\eta}}(\boldsymbol{e}):=\frac{\varepsilon}{\sqrt{n}} \sum_{u \in \boldsymbol{e}} \eta_{u}$, for $\boldsymbol{e} \in\binom{[n]}{s}$. Then

$$
L_{\pi_{n}}^{2}=\mathbb{E}_{\boldsymbol{\eta}, \boldsymbol{\eta}^{\prime}}\left[\prod_{e \in\binom{[n]}{s}} \frac{4 e^{\left(w_{\boldsymbol{\eta}}(e)+w_{\boldsymbol{\eta}^{\prime}}(e)\right) X_{e}}}{\left(1+e^{w_{\boldsymbol{\eta}}(e)}\right)\left(1+e^{w_{\boldsymbol{\eta}^{\prime}}(e)}\right)}\right],
$$

where $\eta_{1}^{\prime}, \ldots, \eta_{n}^{\prime}$ are i.i.d Rademacher random variables which are independent of $\eta_{1}, \ldots, \eta_{n}$, $\boldsymbol{\eta}^{\prime}:=\left(\eta_{1}^{\prime}, \ldots, \eta_{n}^{\prime}\right)$, and $w_{\boldsymbol{\eta}^{\prime}}(\boldsymbol{e}):=\frac{\varepsilon}{\sqrt{n}} \sum_{u \in \boldsymbol{e}} \eta_{u}^{\prime}$, for $\boldsymbol{e} \in\binom{[n]}{s}$. Taking expectation with respect to $H_{0}$ gives,

$$
\begin{align*}
\mathbb{E}_{H_{0}}\left[L_{\pi_{n}}^{2}\right] & =\mathbb{E}_{\boldsymbol{\eta}, \boldsymbol{\eta}^{\prime}}\left[\prod_{e \in\binom{[n]}{s}} \frac{2\left(e^{\left(w_{\boldsymbol{\eta}}(\boldsymbol{e})+w_{\boldsymbol{\eta}^{\prime}}(\boldsymbol{e})\right)}+1\right)}{\left(1+e^{w_{\boldsymbol{\eta}}(\boldsymbol{e})}\right)\left(1+e^{w_{\boldsymbol{\eta}^{\prime}}(\boldsymbol{e})}\right)}\right] \\
& =\mathbb{E}_{\boldsymbol{\eta}, \boldsymbol{\eta}^{\prime}}\left[\prod_{\boldsymbol{e} \in\left(\left[\begin{array}{c}
{[n]} \\
s
\end{array}\right)\right.} 2\left\{\psi\left(w_{\boldsymbol{\eta}}(\boldsymbol{e})\right) \psi\left(w_{\boldsymbol{\eta}^{\prime}}(\boldsymbol{e})\right)+\left(1-\psi\left(w_{\boldsymbol{\eta}}(\boldsymbol{e})\right)\right)\left(1-\psi\left(w_{\boldsymbol{\eta}^{\prime}}(\boldsymbol{e})\right)\right)\right\},\right. \tag{E.3}
\end{align*}
$$

where $\psi(x)$ is the logistic function as defined in Lemma A.4. Using the Taylor expansions of $\psi(x)$ and $1-\psi(x)$ around 0 , we can show that for all $x \in \mathbb{R}$,

$$
\psi(x) \leqslant \frac{1}{2}+\frac{x}{4}+\frac{x^{3}}{48} \text { and } 1-\psi(x) \leqslant \frac{1}{2}-\frac{x}{4}+\frac{x^{3}}{48} .
$$

As a consequence, for $\boldsymbol{e} \in\binom{[n]}{s}$,

$$
2\left\{\psi\left(w_{\boldsymbol{\eta}}(\boldsymbol{e})\right) \psi\left(w_{\boldsymbol{\eta}^{\prime}}(\boldsymbol{e})\right)+\left(1-\psi\left(w_{\boldsymbol{\eta}}(\boldsymbol{e})\right)\right)\left(1-\psi\left(w_{\boldsymbol{\eta}^{\prime}}(\boldsymbol{e})\right)\right)\right\}
$$

$$
\leqslant 1+\frac{1}{4} w_{\boldsymbol{\eta}}(\boldsymbol{e}) w_{\boldsymbol{\eta}^{\prime}}(\boldsymbol{e})+\frac{1}{24}\left(w_{\boldsymbol{\eta}}(\boldsymbol{e})^{3}+w_{\boldsymbol{\eta}^{\prime}}(\boldsymbol{e})^{3}\right)+\frac{1}{24^{2}} w_{\boldsymbol{\eta}}(\boldsymbol{e})^{3} w_{\boldsymbol{\eta}^{\prime}}(\boldsymbol{e})^{3}
$$

Using this bound in (E.3) gives,

$$
\begin{align*}
& \mathbb{E}_{H_{0}}\left[L_{\pi_{\boldsymbol{n}}}^{2}\right] \\
& \leqslant \mathbb{E}_{\boldsymbol{\eta}, \boldsymbol{\eta}^{\prime}}\left[\prod_{\boldsymbol{e \in ( [ \begin{array} { l } 
{ [ n ] } \\
{ s }
\end{array} )}}\left(1+\frac{1}{4} w_{\boldsymbol{\eta}}(\boldsymbol{e}) w_{\boldsymbol{\eta}^{\prime}}(\boldsymbol{e})+\frac{1}{24}\left(w_{\boldsymbol{\eta}}(\boldsymbol{e})^{3}+w_{\boldsymbol{\eta}^{\prime}}(\boldsymbol{e})^{3}\right)+\frac{1}{24^{2}} w_{\boldsymbol{\eta}}(\boldsymbol{e})^{3} w_{\boldsymbol{\eta}^{\prime}}(\boldsymbol{e})^{3}\right)\right] \\
& \leqslant \mathbb{E}_{\boldsymbol{\eta}, \boldsymbol{\eta}^{\prime}}\left[e^{\sum_{\boldsymbol{e} \in\binom{[n]}{s}}\left(\left\{\frac{1}{4} w_{\boldsymbol{\eta}}(\boldsymbol{e}) w_{\boldsymbol{\eta}^{\prime}}(\boldsymbol{e})+\frac{1}{24}\left(w_{\boldsymbol{\eta}}(\boldsymbol{e})^{3}+w_{\boldsymbol{\eta}^{\prime}}(\boldsymbol{e})^{3}\right)+\frac{1}{24^{2}} w_{\boldsymbol{\eta}}(\boldsymbol{e})^{3} w_{\boldsymbol{\eta}^{\prime}}(\boldsymbol{e})^{3}\right\}\right.}\right], \tag{E.4}
\end{align*}
$$

since $1+x \leqslant e^{x}$.
Recalling the definition of $w_{\boldsymbol{\eta}}(\boldsymbol{e})$ observe that

$$
\left|\sum_{\boldsymbol{e} \in\binom{[n]}{s}} w_{\boldsymbol{\eta}}(\boldsymbol{e})^{3}\right| \leqslant \frac{\varepsilon^{3}}{n^{\frac{3}{2}}} \sum_{\boldsymbol{e} \in\binom{[n]}{s}}\left(\sum_{u \in \boldsymbol{e}}\left|\eta_{u}\right|\right)^{3} \leqslant \varepsilon^{3} n^{s-\frac{3}{2}}
$$

Hence,

$$
\begin{equation*}
\mathbb{E}\left[e^{2 \sum_{\boldsymbol{e} \in\binom{[n]}{s}} w_{\boldsymbol{\eta}}(\boldsymbol{e})^{3}}\right] \leqslant e^{2 \varepsilon^{3} n^{s-\frac{3}{2}}} \rightarrow 1 \tag{E.5}
\end{equation*}
$$

since $\varepsilon \ll n^{-\frac{2 s-3}{4}}$ and, for $s \geqslant 2,-\frac{s}{2}+\frac{3}{4}>0$. Similarly, it can be shown that

$$
\lim _{n \rightarrow \infty} \mathbb{E}\left[e^{2 \sum_{\boldsymbol{e} \in\left(\left[\begin{array}{c}
{[n]}  \tag{E.6}\\
s
\end{array}\right)\right.} w_{\boldsymbol{\eta}}(\boldsymbol{e})^{3} w_{\boldsymbol{\eta}^{\prime}}(\boldsymbol{e})^{3}}\right]=1
$$

Then Hölder's inequality applied to (E.4) followed by (E.5) and (E.6) gives

$$
\begin{equation*}
\mathbb{E}_{H_{0}}\left[L_{\pi}^{2}\right] \leqslant\left\{\mathbb { E } _ { \boldsymbol { \eta } , \boldsymbol { \eta } ^ { \prime } } \left[e^{\left.\left.\left.\frac{3}{4} \sum_{e \in([n]}^{s}\right)^{w_{\boldsymbol{\eta}}(\boldsymbol{e}) w_{\boldsymbol{\eta}^{\prime}}(\boldsymbol{e})}\right]\right\}^{1 / 3}(1+o(1)) . . . ~ . ~}\right.\right. \tag{E.7}
\end{equation*}
$$

Next, observe that

$$
\begin{align*}
\sum_{\boldsymbol{e} \in\binom{[n]}{s}} w_{\boldsymbol{\eta}}(\boldsymbol{e}) w_{\boldsymbol{\eta}^{\prime}}(\boldsymbol{e}) & =\frac{\varepsilon^{2}}{n}\left\{\sum_{\boldsymbol{e} \in\binom{[n]}{s}}\left(\sum_{u \in \boldsymbol{e}} \eta_{u}\right)\left(\sum_{v \in \boldsymbol{e}} \eta_{v}^{\prime}\right)\right\} \\
& =\frac{\varepsilon^{2}}{n}\left\{\binom{n-1}{s-1} \sum_{u=1}^{n} \eta_{u} \eta_{u}^{\prime}+\binom{n-2}{s-2} \sum_{1 \leqslant u \neq v \leqslant n} \eta_{u} \eta_{v}^{\prime}\right\} \\
& \leqslant \varepsilon^{2} n^{s-2} \sum_{u=1}^{n} \eta_{u} \eta_{u}^{\prime}+\varepsilon^{2} n^{s-3} \sum_{1 \leqslant u \neq v \leqslant n} \eta_{u} \eta_{v}^{\prime} \\
& =\varepsilon^{2} n^{s-2} \sum_{u=1}^{n} \eta_{u} \eta_{u}^{\prime}+\varepsilon^{2} n^{s-3}\left\{\left(\sum_{u=1}^{n} \eta_{u}\right)\left(\sum_{v=1}^{n} \eta_{v}^{\prime}\right)-\sum_{u=1}^{n} \eta_{u} \eta_{u}^{\prime}\right\} \tag{E.8}
\end{align*}
$$

Note that $\varepsilon^{2} n^{s-3}\left|\sum_{u=1}^{n} \eta_{u} \eta_{u}^{\prime}\right| \leqslant \varepsilon^{2} n^{s-2}$. Hence,

$$
\begin{equation*}
\mathbb{E}\left[e^{\frac{9}{4} \varepsilon^{2} n^{s-3} \sum_{u=1}^{n} \eta_{u} \eta_{u}^{\prime}}\right] \lesssim e^{\varepsilon^{2} n^{s-2}} \rightarrow 1 \tag{E.9}
\end{equation*}
$$

since $\varepsilon \ll n^{-\frac{2 s-3}{4}}$. From (E.7), by Hölder's inequality followed by (E.8) and (E.9) gives

$$
\begin{equation*}
\mathbb{E}_{H_{0}}\left[L_{\pi}^{2}\right] \lesssim s\left\{\mathbb{E}_{\boldsymbol{\eta}, \boldsymbol{\eta}^{\prime}}\left[e^{\frac{9}{4} \varepsilon^{2} n^{s-2} \sum_{u=1}^{n} \eta_{u} \eta_{u}^{\prime}}\right]\right\}^{1 / 9}\left\{\mathbb{E}_{\boldsymbol{\eta}, \boldsymbol{\eta}^{\prime}}\left[e^{\frac{9}{4} \varepsilon^{2} n^{s-3}\left(\sum_{u=1}^{n} \eta_{u}\right)\left(\sum_{v=1}^{n} \eta_{v}^{\prime}\right)}\right]\right\}^{1 / 9}(1+o(1)) . \tag{E.10}
\end{equation*}
$$

Denote $X_{n}:=\sum_{u=1}^{n} \eta_{u}$ and $Y_{n}:=\sum_{v=1}^{n} \eta_{u}^{\prime}$. Since $X_{n}$ and $Y_{n}$ are independent and each of them is a sum of i.i.d. Rademacher random variables,

$$
\begin{aligned}
\mathbb{E}_{\boldsymbol{\eta}, \boldsymbol{\eta}^{\prime}}\left[e^{\frac{9}{4} \varepsilon^{2} n^{s-3} X_{n} Y_{n}}\right]=\mathbb{E}\left[\mathbb{E}\left[\left.e^{\frac{9}{4} \varepsilon^{2} n^{s-3} X_{n} Y_{n}} \right\rvert\, Y_{n}\right]\right] & =\mathbb{E}\left[\left(\cosh \left(\frac{9}{4} \varepsilon^{2} n^{s-3} Y_{n}\right)\right)^{n}\right] \\
& \leqslant \mathbb{E}\left[e^{\frac{81}{16} \varepsilon^{4} n^{2 s-5} Y_{n}^{2}}\right],
\end{aligned}
$$

where last step uses $\cosh (x) \leqslant e^{x^{2}}$, for all $x \in \mathbb{R}$. Since $\left|Y_{n}\right| \leqslant n$, this implies,

$$
\begin{equation*}
\mathbb{E}_{\boldsymbol{\eta}, \boldsymbol{\eta}^{\prime}}\left[e^{\frac{9}{4} \varepsilon^{2} n^{s-3} X_{n} Y_{n}}\right] \leqslant e^{\frac{81}{16} \varepsilon^{4} n^{2 s-5} Y_{n}^{2}} \leqslant e^{\frac{81}{16} \varepsilon^{4} n^{2 s-3}} \rightarrow 1 \tag{E.11}
\end{equation*}
$$

since $\varepsilon \ll n^{-\frac{2 s-3}{4}}$. Next, observe that $\eta_{u} \eta_{u}^{\prime}$, for $u=1, \cdots, n$, are i.i.d. Rademacher random variables. Again using $\cosh (x) \leqslant e^{x^{2}}$ for all $x \in \mathbb{R}$, we can show that

$$
\begin{equation*}
\mathbb{E}_{\boldsymbol{\eta}, \boldsymbol{\eta}^{\prime}}\left[e^{\frac{9}{4} \varepsilon^{2} n^{s-2} \sum_{u=1}^{n} \eta_{u} \eta_{u}^{\prime}}\right]=\left(\cosh \left(\frac{9}{4} \varepsilon^{2} n^{s-2}\right)\right)^{n} \leqslant e^{\frac{81}{16} \varepsilon^{4} n^{2 s-3}} \rightarrow 1 \tag{E.12}
\end{equation*}
$$

since $\varepsilon \ll n^{-\frac{2 s-3}{4}}$. Hence, using (E.11) and (E.12) in (E.10) gives,

$$
\lim _{n \rightarrow \infty} E_{H_{0}}\left[L_{\pi}^{2}\right]=1
$$

By Lemma E.1, this completes the proof of Theorem 3.3 (b).
E.2. Testing Lower Bound in $L_{\infty}$ Norm: Proof of Theorem 3.4 (b). We choose $\boldsymbol{\gamma}=\mathbf{0}$, $\varepsilon \ll n^{-\frac{s-1}{2}}$ and define $\gamma^{\prime}=\left(\gamma_{1}^{\prime}, \gamma_{2}^{\prime}, \ldots, \gamma_{n}^{\prime}\right)^{\top} \in \mathbb{R}^{n}$, where $\gamma_{1}^{\prime}=\varepsilon$ and $\gamma_{u}^{\prime}=0$, for $u \geqslant 2$. Clearly, $\left\|\gamma-\gamma^{\prime}\right\|_{\infty}=\varepsilon$. Then, for $H \in \mathcal{H}_{n, s}$, the likelihood ratio is given by

$$
L_{n}=\frac{\mathbb{P}_{\gamma^{\prime}}(H)}{\mathbb{P}_{\mathbf{0}}(H)}=\prod_{e \in\binom{[n]}{s}: 1 \epsilon e} \frac{2 e^{\varepsilon X_{e}}}{1+e^{\varepsilon}},
$$

where $X_{e}:=\mathbf{1}\{\boldsymbol{e} \in E(H)\}$. Observe that

$$
\begin{equation*}
\mathbb{E}_{H_{0}}\left[L_{n}^{2}\right]=\mathbb{E}_{H_{0}}\left[\prod_{e \in\binom{[n]}{s}: 1 \in e} \frac{4 e^{2 \varepsilon X_{e}}}{\left(1+e^{\varepsilon}\right)^{2}}\right]=\left(2 \psi(\varepsilon)^{2}+2(1-\psi(\varepsilon))^{2}\right)^{\binom{n}{s-1}}, \tag{E.13}
\end{equation*}
$$

where $\psi(x)=\frac{e^{x}}{1+e^{x}}$. Since $\varepsilon \ll n^{-\frac{s-1}{2}}$, a Taylor expansion around zero gives $\psi(\varepsilon)=\frac{1}{2}+\frac{1}{4} \varepsilon+O\left(\varepsilon^{2}\right)$. Hence,

$$
2 \psi(\varepsilon)^{2}+2(1-\psi(\varepsilon))^{2}=1+O\left(\varepsilon^{2}\right)
$$

Therefore, by (E.13) and using $1+x \leqslant e^{x}$ gives,

$$
\mathbb{E}_{H_{0}}\left[L_{n}^{2}\right] \leqslant e^{O\left(\varepsilon^{2} n^{s-1}\right)} \rightarrow 1,
$$

since $\varepsilon \ll n^{-\frac{s-1}{2}}$. By Lemma E.1, this completes the proof of Theorem 3.4 (b).

## Appendix F. Proof of Proposition A. 1

Define $g=\left(g_{1}, g_{2}, \ldots, g_{n}\right): \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ where $g_{u}: \mathbb{R}^{n} \rightarrow \mathbb{R}$, for $u \in[n]$, as follows:

$$
g_{u}(\boldsymbol{x})=\sum_{e \in\binom{[n]]}{s}: u \in \boldsymbol{e}} \frac{e^{\boldsymbol{x}_{e}^{\top} \boldsymbol{1}}}{1+e^{\boldsymbol{x}_{e}^{\top} \boldsymbol{1}}},
$$

where $\boldsymbol{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{\top}$ and $\boldsymbol{x}_{\boldsymbol{e}}=\left(x_{u_{1}}, x_{u_{2}}, \ldots, x_{u_{s}}\right)^{\top}$ for $\boldsymbol{e}=\left(u_{1}, u_{2}, \ldots, u_{s}\right)$. Observe that $\mathcal{R}_{s}$ is the range of $g$. Since the expected degree of a vertex is a weighted combination of all the possible degrees in $s$-uniform hypergraphs on $n$ vertices, this implies $\overline{\mathcal{R}}_{s} \subseteq \operatorname{conv}\left(\mathcal{D}_{s}\right)$.

To show the other side, for every $\boldsymbol{y} \in \mathbb{R}^{n}$ we define,

$$
f_{\boldsymbol{y}}(\boldsymbol{x})=\sum_{i=1}^{n} x_{i} y_{i}-\sum_{\left\{v_{1}, v_{2}, \ldots, v_{s}\right\} \in\binom{[n]}{s}} \log \left(1+e^{x_{v_{1}}+\ldots+x_{v_{s}}}\right) .
$$

Since the probability of observing an $s$-uniform hypergraph with parameter $\boldsymbol{x}$ and $s$-degree sequence $\boldsymbol{d}_{s}=\left(d_{s}(1), \ldots, d_{s}(n)\right)$ is

$$
\frac{e^{\sum_{v=1}^{n} d_{s}(v) x_{v}}}{\prod_{\left\{v_{1}, v_{2}, \ldots, v_{s}\right\} \in\binom{[n]}{s}}\left(1+e^{x_{v_{1}}+\ldots+x_{v_{s}}}\right)} .
$$

and is less than 1 , taking logarithm on both sides we get $f_{\boldsymbol{d}_{s}}(\boldsymbol{x}) \leqslant 0$. Further as $f_{\boldsymbol{y}}(\boldsymbol{x})$ depends linearly on $\boldsymbol{y}$, we have $f_{\boldsymbol{y}}(\boldsymbol{x}) \leqslant 0$ for all $\boldsymbol{y} \in \operatorname{conv}\left(\mathcal{D}_{s}\right)$ and $\boldsymbol{x} \in \mathbb{R}^{n}$. Now, let us fix $\boldsymbol{y} \in \operatorname{conv}\left(\mathcal{D}_{s}\right)$. It can be shown that the Hessian $\nabla^{2} f_{\boldsymbol{y}}(\boldsymbol{x})$ is uniformly bounded, hence, by [10, Lemma 3.1] there exists a sequence $\left\{\boldsymbol{x}_{k}\right\}_{k \geqslant 1}$ such that $\nabla f_{\boldsymbol{y}}\left(\boldsymbol{x}_{k}\right) \rightarrow 0$. Observing that $\nabla f_{\boldsymbol{y}}\left(\boldsymbol{x}_{k}\right)=\boldsymbol{y}-g(\boldsymbol{x})$, we get $g\left(\boldsymbol{x}_{k}\right) \rightarrow \boldsymbol{y}$. As $\boldsymbol{y} \in \operatorname{conv}\left(\mathcal{D}_{s}\right)$ is arbitrary, this implies $\operatorname{conv}\left(\mathcal{D}_{s}\right) \subseteq \overline{\mathcal{R}}_{s}$.
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