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Is Kaniadakis x-generalized statistical mechanics general?
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Abstract

In this Letter we introduce some field-theoretic approach for computing the critical properties of
systems undergoing continuous phase transitions governed by the k-generalized statistics, namely
k-generalized statistical field theory. In particular, we show, by computations through analytic and
simulation results, that the x-generalized Ising-like systems are not capable of describing the non-
conventional critical properties of real imperfect crystals, e. ¢g. of manganites, as some alternative
generalized theory is, namely nonextensive statistical field theory, as shown recently in literature.
Although k-Ising-like systems do not depend on k, we show that a few distinct systems do. Thus
the xk-generalized statistical field theory is not general, i. e. it fails to generalize Ising-like systems
for describing the critical behavior of imperfect crystals, and must be discarded as one generalizing
statistical mechanics. For the latter systems we present the physical interpretation of the theory

by furnishing the general physical interpretation of the deformation x-parameter.
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I. INTRODUCTION

Motivated by the incapacity of describing some physical phenomena [IH6] through
Boltzmann-Gibbs (BG) statistics, some attempts for generalizing that statistics were made.
In fact, some generalized statistics were proposed [7HIT]. In the generalization process, only
that statistics satisfying a set of consistency conditions will survive. Among these conditions,
the consistent statistics have to be obtained from a maximum principle and a trace-form
entropy. Other consistency requirements are positivity, continuity, symmetry, expansibility,
decisivity, maximality, concavity and Lesche stability. Another reasonable condition is its
applicability to all problems to be generalized. Suppose that there is only and only one
experimental situation in which for being described we need a generalized statistics and this
statistics is not capable of describing such a situation. Then that statistics is not general and
must be discarded as one trying to generalize statistical mechanics. In this direction, we can
desire to generalize one of the most fundamental applications of BG statistical mechanics,
that of the computation of the critical properties of continuous phase transitions [12]. For
obtaining some of these properties, e. g. critical exponents, Kenneth Wilson developed the
field-theoretic renormalization group [13], 14]. Such a mathematical tool was successfully
applied and furnished precise values for the critical indices that showed a satisfactory agree-
ment with experimental results [I5]. So, in the intention of obtaining a generalized theory
of phase transitions valid in a generalized realm, recently, some generalized field-theoretic
approach was designed [16], namely nonextensive statistical field theory (NSFT). In this
generalized approach, some new ¢-parameter is introduced in the generalization process and
the resulting theory is valid for |1 — g| < 1. It was physically interpreted as one encod-
ing some effective interaction, which can be turned off in the limit ¢ — 1 thus recovering
the BG results [I3, 14]. Then a new generalized universality class arose, the O(V), one,
from which emerged nonextensive Ising-like models as ¢-Ising (N = 1), ¢-XY (N = 2), ¢-
Heisenberg (N = 3), -self-avoiding random walk (N = 0) and g-spherical models (N — 00).
Some other g-generalized models are the g- percolation and Yang-Lee edge singularity, -¢°
theory, -long-range, -Gross-Neveu, -uniaxial systems with strong dipolar forces, -Lifshitz,
-long-range ¢* theory, -¢?* multicritical points of order k, -Gross-Neveu-Yukawa, -short-
and -long-range directed and dynamic isotropic percolations [16]. Now, the nonconventional

critical indices depend on the dimension d, N and symmetry of some N-component order



parameter and if the interactions present are of short- or long-range type and on ¢. It was
shown that nonextensivity was associated only to small length scales fluctuations and its
effects emerged from radiative loop corrections. It does not manifest at large length scales,
once such large scales would be probed by a supposed nonextensive thermodynamics. But
a nonextensive thermodynamics does not exist, as it is shown in Ref [I7]. However, there
is a full set of thermodynamical properties valid for ¢ # 1: see, for instance [I8-20]. In
fact, through a transformation of variables [17], the supposed nonextensive thermodynamics
can be mapped into its extensive counterpart. Also, the predictions of NSFT, through
its Escort distribution version [2I], presented an excellent agreement with those obtained
from computer simulations, within the margin of error, for the static and dynamic critical
indices for the nonexetnsive version of the two-dimensional Ising model [22]. The aim of this
Letter is: 1) Introducing the k-generalized version of the Kenneth Wilson’s field-theoretic
renormalization group in momentum space [13], namely x-Statistical Field Theory (k-SFT)
and 2) Investigating what are the BG systems presenting the corresponding k-generalized

generalization, i. e., k-generalized systems whose critical exponents depend on k.

II. &-SFT

We introduce the x-SF'T by defining its Euclidean generating functional as

Z[J] =N texp, [— / Az L <%)} / exp E / dad®s J(2)Go(x — ) J(2))| , (1)

exp,(—x) = (\/m — /w)l/ﬁi (2)

is the r-generalized exponential function [§] and x € (—1,1) and Go(z — 2’) is the free
propagator of the theory. Analogously to the Ref. [21] (where the corresponding second
term is extensive, once it is associated to the free propagator, which can be defined only in
the extensive scenario, we make ¢ = 1 and obtain the conventional exponential), we make
tk = 0 in the second term of Eq. and obtain the conventional exponential once it is
associated to the free propagator, which can be defined only in the nongeneralized realm.

The constant N is determined from Z[J = 0] = 1. Now we study some x-generalized models.
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III. &-ISING-LIKE SYSTEMS

By applying perturbation theory for some O(N)-symmetric N-component self-interacting
A¢* scalar field theory, we obtain the x-generalized static, through six distinct and indepen-

dent methods in dimensions d = 4 — ¢, and dynamic critical exponents as
Nk =1, Vg =1, 2k = %, (3)

where n,, v, and z, are the corresponding nongeneralized critical exponents valid for all
loop levels. We observe that the aforementioned critical indices are the same as their non-
generalized counterparts [I5]. This shows that for the corresponding Ising-like systems as
r-generalized Ising, XY, Heinsenberg, self-avoiding random walk and spherical models, the
associated critical exponents do not depend on x. The same occurs for k-generalized ¢°
[23-25], long-range |26} 27], Gross-Neveu [28, 29], uniaxial strong dipolar forces [30], spher-
ical [I3] 131], Lifshitz [32-45] and multicritical points of order k [46]. Then, the x-SFT is
not suitable for describing the critical properties of nonconventional real imperfect crystals,
for example of manganites [47H60| presenting defects, impurities, inhomogeneities, size of
the clusters, random magnetic dilution, magnetocrystalline anisotropies etc. and the com-
petition among them, as the nonextensive statistical field theory is as shown recently in
literature [16].

Now, we compare the field-theoretic results of this section with the ones obtained by the
Monte-Carlo simulation of the 2D Ising Model. We consider a square lattice with L? nodes

and periodic boundary conditions, where we can assign a system state

0':(0'1,0'2,...,0']\[), (4)

where N = L? and each stochastic spin variable can have the values o; = +1. We can start
the dynamics with a random configuration, and at each step, we randomly choose one spin

to be updated. Then, we try a spin flip with the k-generalized Metropolis rate

exn, (~e/7)

expy, (—egl)/T>

(5)

w; (o) = Minimum |1,

where 7' is the temperature and egl) and 652) are the energies of the spin ¢ before and after the
¢9) )

spin-flip, respectively. The local spin energies e, and 652 are given by the Ising Hamiltonian
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L2
H = Z 0;0; (6)
(i.4)

where the index j runs on the first neighbors of node 7. The following Master equation

describes the Ising dynamics[67]

N
d i
%P‘T = ;wi(a VPyi — wi(o) Py, (7)
where P, is the occupation probability of one system state and
O'iI(01,02,...,—Ui,...,0N>, (8)

is the state after a spin-flip. The occupation probabilities should have a stationary solution
where the local spin energies obey the Kaniadakis distribution if one chooses the rates w; in
Eq. .

We define a Monte Carlo step as the sequential update of L? spins. We wait for the
system to reach the stationary state from an initial random state by updating the system
Nierm thermalization steps. When the system is in the stationary state, we begin to collect
a time series with N; elements of the thermodynamic parameters, for example, the mean

magnetization

% Z oi(ty)

and the mean internal energy

, (9)

my =

1

=13 (H) (te), (10)

where t, (¢ = 1,2, ..., N;) is the simulation time after the thermalization, which is a multi-
ple of the Monte Carlo step time because we also discard Monte-Carlo steps between two
elements of the time series to avoid data correlation and critical slowing down effects [67].

The observable moments are then given by

) =5 e (11)



And the following averages on the ensembles of m, and e, time series yield

U(T,L) =1 - ?f%

M(T, L) = <ﬂ;> :

X(T, 1) = = ((m?) = (m)?),
L2

o(T,L) = = (<62> — <e>2) , (12)
which are the Binder cumulant, the magnetization, the magnetic susceptibility, and the
specific heat, respectively. The Binder cumulant should not depend on the system size in
the critical temperature allowing for an estimate of the critical temperature where the curves
for different lattice sizes approximately cross [67]. In addition, from resampling the time
series, one can estimate error bars [67]. The above thermodynamic quantities in Eq.

should scale as the finite system size in two dimensions as

U o Fy [L7" (T — T.)]

X o L/ P [L7Y (T = T)]

(T, L)
M(T, L) oc L™P/" Fyp [V (T —T..)]
(T, L)
(T, L)

o L/, [L7Y" (T —T,)] (13)

close to the critical temperature 7T, in a continuous phase transition, respectively, where Fy,
Fyr, Fy, and F, are scaling functions.

We show simulation results of the 2D Ising model with the k-generalized Metropolis rate
in Eq.[f]in Figs. [T} and[2for k = 1. We also simulated x = 0.2, K = 0.4, k = 0.6, and x = 0.8
(figures not shown), and resume the critical temperatures in Tab. [l Negative values of x
reproduce the curves for respective positive values, the values of the k-generalized critical
exponents are some even function of k. This result is in agreement with that obtained though
k-SFT, within the margin of error displayed in Table [[Il We note T, eventually vanishes by
increasing the x parameter. In addition, in the limit x — 0, we obtain the exact T, of the
Ising model on the square lattice.

We can estimate the critical exponent ratio 1/v, from the dependence of dIn M (T, L)/dT
on the system size at T,. In addition, we can estimate [,/vy, Vx/Vi, and «, /v, from the
dependence of the magnetization, susceptibility and specific heat on the system size in the
critical temperature 7. In Fig. , we show results of d1n M /dT, M, x and c as functions of
the system size in panels (a), (b), (c), and (d), respectively.
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FIG. 1. We show simulation results of d (In M) /dT, M, x and c as functions of the system size
in panels (a), (b), (c), and (d), respectively, obtained from the Monte-Carlo simulation of the 2D
Ising model with the k-generalized Metropolis rate in Eq. close to the critical temperature
T. ~ 1.728(5). We note that panels (a), (b), and (c) are double log plots, and panel (d) is a semilog
plot. The data slopes in the double log plots at panels (a), (b), and (c) yield estimates of the
respective critical exponent ratios 1/vy, 8./, and 7y, /vy, respectively. In panel (d), we show that

the specific heat ¢ presents a logarithmic divergence with the system size, which yields a,, = 0.

TABLE I. Estimates of critical temperatures of 2D Ising model with the x-generalized Metropolis
rate in Eq. , for some values of k. Estimates of the critical temperature T, were obtained from

the crossings of Binder Cumulant, as seen in panel (a) of Fig. .

K T,

1.0 1.728(5)
0.8 1.894(5)
0.6 2.041(5)
0.4 2.161(5)
0.2 2.241(5)
0.001 2.269(5)

The linear regressions of data in the critical temperature 7T, as functions of the system
size furnish estimates of the exponent ratios, which we resume in Tab. [[I} In all results shown
in Tab. [[I, we used Nierm = 109, and N, = 107, where we discarded 10> Monte-Carlo steps
between two successive elements of the time series. All simulation results are close to the

exact 2D Ising model exponents, where we do not observed a strong dependence on k.
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TABLE II. Estimates of critical exponent ratios 1/vy, Bx/Vk, /v of 2D Ising model with the
r-generalized Metropolis rate in Eq. , for some values of k, obtained from linear regressions of
double log data of the derivative of In M (T, L), the magnetization M and the magnetic susceptibility
X in the critical temperature T,, respectively. All exponent ratios deviate less than 4% from the
respective exact values of the 2D Ising model. In all cases, we obtained a logarithmic divergence of

¢, yielding o, = 0.

K 1/vy BelVe  n/Ve

1.0 1.023(4)  0.1207(7) 1.744(5)
0.8 1.03(1)  0.130(1) 1.78(1)
0.6 1.03(1)  0.125(1) 1.754(4)
0.4 1.030(5) 0.1275(3) 1.764(4)
0.2 1.02(1)  0.128(1) 1.768(8)
0.0 (Exact) 1 0125  1.75

We also show data collapses to confirm the scaling dependence of the thermodynamic
properties given in Eq. [I3] with the exact critical exponents of the 2D Ising model. In
all results shown in Fig. 2| we used Ny = 10°, and N; = 107, where we discarded 10
Monte-Carlo steps between two successive elements of the time series. We note that the
data collapses are not compatible with a strong dependence of the critical exponents on k.
This deficiency of Kaniadakis statistics could be associated to the fact that it is trace-form
but is not composable. For some discussion on the relevance of an entropic functional being

simultaneously trace-form and composable, see Ref. [68].

Even if we would consider the just mentioned weak dependence on x, we also note that,
for some value of k, the correspondence between some x-generalized critical exponents and
the corresponding value of k is not one-two-one. The value of the critical exponents are not
uniquely determined for a given value of k, i. e., we have two values of k identifying the
same value of the critical indices. This is a consequence of the fact that the x-generalized
distribution is some even function of s, namely Eq. . In fact, the set of values of the
nonconventional critical exponents for real imperfect crystals, e. ¢g. of manganites, can be
described for some generalized statistical field theory only if this theory is general and thus

furnishes some set of higher and lower values of the critical exponents, when compared to



those for perfect crystals [16]. This task is attained only if the distribution is some injective
function, namely the case of Ref. [I6], not the present one since an even function is not
injective. Then the k-generalized statistical field theory is not general and must be discarded

as one generalizing statistical mechanics.
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FIG. 2. We show the Binder cumulant and its data collapse in panels (a) and (b), respectively.
The curves for different lattice sizes cross at T, ~ 1.728(5). In addition, we used the exact 2D Ising
exponent ¥ = 1 in the data collapse of the Binder cumulant. We show the magnetization and its
data collapse in panels (b) and (c). The data collapse of the magnetization is compatible with the
exact 2D Ising exponent 8 = 0.125. We show the magnetic susceptibility x and its data collapse in
panels (d) and (e). The magnetic susceptibility diverges with the system size at T, with the exact
2D ising exponent v = 1.75. We show the specific heat ¢ and its data collapse in panels (g) and
(h). We also note that the specific heat ¢ diverges as In L, which is compatible with a = 0. Error
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IV. SOME «-GENERALIZED MODELS

Although there are not k-dependent versions of nongeneralized Ising-like systems, some

other k-generalized systems exist. We have to present their critical exponents just below.

A. k-percolation and x-Yang-Lee edge singularity

The k-generalized versions, namely both k-generalized percolation [69] (o = —1 and
B = —2) and Yang-Lee edge singularity [69] (¢ = —1 and f = —1), now for dimensions

d = 6 — €, present the following k-generalized critical exponents

4o SK?
" B 4B~ 10— ] -
S 203K )
R = e -
Wy = W, (16)

where 7, and v, are the corresponding nongeneralized critical exponents up to all-loop order.
Asi. e. 1 < k < 1. For Yang-Lee edge singularity, 1, and v, are not independent [69], [70]
and they are related by v, ! = (d — 2+ n,)/2 [69,[70]. From 1, and o = —1 and 8 = —1 we
compute v,. We can evaluate the remaining k-generalized critical indices from the scaling

relations among them [71].

B. k-long-range \¢? theory

For the long-range A¢? theory [72] in d = 30 — ¢ the corresponding k-generalized critical
exponents can be written as

2

Mo,k = Mo Vo, = Vo _1_/{2%67

(17)

where o and [ assume the values —1, —1 and —1, —2 for the Yang-Lee edge singularity
problem and percolation cases [69], respectively. The nongeneralized value of 1, = 2 — o
is exact [72] and 7, . is exact within the approximation of this work. The nongeneralized

exponents values were obtained up to two-loop level in the earlier work [72].
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C. k-Gross-Neveu-Yukawa model

The k-generalized Gross-Neveu-Yukawa model [73] expresses interacting scalar field ¢ and
N massless Dirac fermions ¥ and 1 in d = 4—e dimensions. The corresponding x-generalized

critical indices are given by [74]

2

K
K — ) 1
Ton = T N T 3) 2N +3—21) (18)
4N K?
K — 5 19
lor =1l N T 3)(2N 13— 2n2) (19)
A
-1 -1 N,k
=yl = ’ 2
e TV T BN 132N +3-2:2)° (20)
where
AN = (2N +3)(Ry. /6 + 2N) — (2N + 3 — 2x*)(Rn /6 + 2N), (21)
Ry« =—(2N —3+26%) + /(2N — 3+ 2k2)2 + 144N (1 — 4k2), (22)
RN = lim RN,H' (23)
Kk—0

The nongeneralized critical exponents 7y, 74 and v were evaluated up to four-loop level in

Ref. [75].

D. k-short- and x-long-range directed percolation

For k-generalized short- and long-range directed percolation |76, [77] in d = 4 — € and

d = 20 — €, respectively, we obtain

2 2

KR € KR g
k=1 — e ok = Tlo — 3 24
K2 € K2 2
K — P o,k — Vo - 9 25
N PR T: Vo = Vot 1570 (25)
K2 € K2 ¢
K — & — T oK — o - 26
AT 212 fon = R T 27 (26)

The nongeneralized indices were computed up to two-loop level in [76].
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E. k-short- and k-short-range dynamic isotropic percolation

In the case of k-generalized short- and long-range dynamic isotropic percolation |76}, [77]

at d =6 — € and d = 30 — ¢, respectively, we have

K2 € K2 3e
k — 1] — P ok — llo — S 27
=TT 20 love =Tle = 1428 (27)
k2 Be K2 e
K = = o,k — Vo Y 28
v V+1—/£284 Yo, +1—/{2402 (28)
K2 € K2 3e
Kk — & — - ok — A0 Py 29
AT R0 Fo T T T 216 (29)

The nongeneralized critical indices were computed up to two-loop level in Ref. [76].

V. PHYSICAL INTERPRETATION OF THE RESULTS

The physical interpretation of the theory can be seen, e. g., from the results for the critical
indices for both r-percolation and k-Yang-Lee edge singularity shown in Tables just

below

TABLE III. Exact k-generalized critical exponents, for some values of k, to 2d k-generalized per-

colation, obtained from x-SFT.

K Br Ve

0.4 0.155 3.417
0.3 0.145 2.832
0.2 0.141 2.557
0.1 0.139 2.427
0.0 Exact|71] 0.139 2.389

We observe that the k-generalized critical indices numerical values turn out to be higher
than the nongeneralized one when k ranges away the nongeneralized value k = 0 (both for
k > 0 and kK < 0 due to the fact that the k-generalized exponential function is an even
function of k). Then now we present the physical interpretation of such results: from their

definitions, the critical exponents furnish a measure of how much a given physical quantity
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TABLE IV. Exact k-generalized critical exponents, for some values of k, to 2d k-generalized Yang-

Lee edge singularity, obtained from x-SF'T.

K Br Ve

0.8 1.001 -3.183
0.6 1.000 -5.306
0.4 1.000 -6.344
0.2 1.000 -6.848
0.0 Exact|71] 1.000 -7.000

diverges near the system critical point. In the case, for example, of the inverse susceptibility
of a given material, we can obtain information about how much the system is susceptible
to changes in the magnetic field. So the susceptibility diverges stronger (weaker) than in
the nongeneralized case when the corresponding critical index, namey ~, displays higher
(lower) numerical values. Then higher (lower) numerical values of the critical exponents
means more (less) susceptible systems to magnetic field changes and thus systems interacting
weakly (strongly) than the nongeneralized situation. Now the k-parameter can be physically
interpreted as one encoding some effective weaker interaction than in the nongeneralized
case. Alternatively, we can predict the behavior of the system (with the energy E < 0 in

units of kpT') from
1 1,25
e r~e® <1 - EKQE?’) ~ e (B-5eE), (30)

In the approximation aforementioned, we have the effective energy (E' < 0) E — %HQES It
increases or gets weaker (never decreases or gets stronger since the k-generalized exponential
function is an even function of k) for all values of x through its range. As the effective
energy or interaction always turn out to be weaker, the system must have k-generalized
critical indices higher than that in the nongeneralized situation as can be seen in Tables [[TT}
[Vl Furthermore, as the effective r-generalized energy never decreases or presents stronger
values, we can not never obtain k-generalized critical exponents with smaller numerical
values when compared with the nongeneralized one. As there are many real materials for
which the corresponding critical exponents values are smaller that the nongeneralized one,
the critical behavior of these materials can not be explained by applying the k-generalized

distribution, thus characterizing such a distribution as some incomplete one, as it was done
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by using the nonextensive one [16].

VI. CONCLUSIONS

We have introduced some general field-theoretic approach for studying the critical prop-
erties of systems undergoing continuous phase transitions in the k-generalized statistics
framework, namely x-generalized statistical field theory. We have showed that some sup-
posedly k-generalized systems, e. ¢. k- Ising, Heinsenberg, ¢° long-range, Gross-Neveu,
uniaxial strong dipolar forces, spherical, Lifshitz and multicritical models do not present the
same behavior as their nongeneralized counterparts. It it is not suitable for describing the
nonconventional critical properties of real imperfect crystals, e. g. of manganites, as some
alternative generalized theory is, namely nonextensive statistical field theory, as shown re-
cently in literature. This implies that the k-generalized statistical field theory is not general
and must be discarded as one generalizing statistical mechanics. Although k-generalized
versions of the systems aforementioned do not exist, we have displayed a few ones that de-
pend on &, for which we have presented the corresponding physical interpretation through

the general physical interpretation of the x-parameter.
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