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Abstract

Our understanding of regional seismicity from multi-station seismograms relies on the ability to
associate arrival phases with their originating earthquakes. Deep-learning-based phase detection now
detects small, high-rate arrivals from seismicity clouds, even at negative magnitudes. This new data
could give important insight into earthquake dynamics, but it is presents a challenging association task.
Existing techniques relying on coarsely approximated, fixed wave speed models fail in this unexplored
dense regime where the complexity of unknown wave speed cannot be ignored. We introduce Harpa, a
high-rate association framework built on deep generative modeling and neural fields. Harpa incorporates
wave physics by using optimal transport to compare arrival sequences. It is thus robust to unknown wave
speeds and estimates the wave speed model as a by-product of association. Experiments with realistic,
complex synthetic models show that Harpa is the first seismic phase association framework which is
accurate in the high-rate regime, paving the way for new avenues in exploratory Earth science and
improved understanding of seismicity.

1 Introduction

Seismic signals are a gateway to understanding the structure and dynamics of the Earth. Recent break-
throughs in deep-learning-based seismic processing enable reliable detection of very small, high-rate seismic
events [1, 2, 3] with potential to reveal unprecedented details about the variability of elastic material proper-
ties in the Earth’s crust and upper mantle. Progress is, however, stymied by the limitations of existing phase
association methodologies designed for larger events which are less frequent, following the Gutenberg–Richter
law. High arrival rates such as those associated with seismic clouds [4] pose unique challenges.

This highly-interleaved regime is illustrated in Fig. 1. When waves from many seismic events arrive
topsy-turvy at the stations at similar times, associating them to their originating events is challenging even
if the wave speed model is known or can be approximated by a simple model (constant or 1-d). In reality,
however, even the wave speed models are not known, certainly not so at the required resolution. This
uncertainty further exacerbates the difficulty of associating and locating earthquakes, making it essential to
develop methods which work in this challenging high-rate regime and handle unknown wave speeds.

To address this gap we propose Harpa—a method that can solve the high-rate association problem over
an unknown wave speed in settings considerably more complex than those addressed by existing methods.
Harpa first solves a seemingly harder problem: estimating locations and occurrence times of earthquakes
jointly with an (approximate) wave speed model. Only then does it assign earthquake phases, but with
the estimated earthquake and wave speed parameters the problem reduces to a simpler linear assignment
problem. This simplification is afforded by leveraging the physics of wave propagation and advances in gener-
ative modeling and optimal transport. Indeed, while the traditional localization methods rely on associated
phases, we sidestep this requirement by interpreting the arrival time data at each station as a probability
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Figure 1: Seismic events on different time scales and magnitudes: Panel a: seismic data from Ridgecrest
CA, recorded on July 6, 2019, between 04:10 and 04:30. It has both large, isolated events and small, clustered
ones. Triangle sizes represent earthquake magnitudes; color represents arrival times. The density distribution
of magnitudes illustrated in the inset plot signifies the Gutenberg-Richter law where the slope represents
the b value. Panel b: low-rate large magnitude events which are easy to associate. Each trace on the plot
corresponds to a recording from a station, which is positioned according to its respective latitude value on the
y-axis. The diameters of the disks are indicative of the peak ground velocity (PGV) [3]. Color represents the
association, that is, waveforms from a common seismic source. Gray disks in c, d indicate the unidentified
arrivals in [5]. Large magnitude arrivals in panel b are straightforwardedly linked. Panel c illustrates a time
interval, at finer scale, that is more challenging for association but nonetheless successful as the arrival time
fluctuations due to the henetrogeneity in wavespeed are still small compared to the intermittancy (rate) of
events. At yet a finer time scale and shorter interval in panel d identification and association becomes a
challenge and has, by traditional techniques, been unresolved. This intermittancy or rates originate from yet
smaller earthquakes in accordance with the Gutenberg-Richter law. On the one hand, the detection of ever
smaller events is challenging due to “background” noise; on the other hand, the implied increasing rate poses
the challenge of association due to wavespeed fluctuations. It is the latter that we address and illustrate
in panels e, f, and g. Here, we demonstrate this using a synthetic wave speed model, the SEG/EAGE 3-D
overthrust, with congruent spatial dimensions. Blue and orange triangles indicate two earthquakes occurring
20 seconds apart, with easily associated arrivals (panel g). The remaining four smaller triangles indicate
events which all occur within 2 seconds, presenting a significantly harder association challenge where the
ordinal number of arrival carries no significance (panel g). It is worthwhile noting that under stronger wave
speed fluctuations the association challenge addressed here appears at larger magnitude earthquakes.
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measure, and using optimal transport to quantify the discrepancy between the measures corresponding to
the observed data and to our estimates.

There are two major challenges in implementing this program. The first is to enable numerically efficient
differentiable optimization with respect to source locations and wave speed models which respects propa-
gation physics. This is difficult with traditional mesh-based eikonal solvers; scaling to 3D would result in
prohibitive computational complexity[6]. The second challenge lies in finding the globally optimal solution of
the associated non-convex optimization problem. While the problem of wave speed reconstruction from un-
known sources admits a unique solution under certain conditions [7], identifying this solution by optimizing
a non-convex objective is challenging due to the presence of poor local minima.

To resolve the first challenge, we first train a deep generative model to embed a family of complex wave
speeds in a low-dimensional latent space and optimize the latent code of the wave speed and the spatio-
temporal earthquake parameters simultaneously. But instead of directly addressing the formidable challenge
of optimizing these parameters through a numerical solver we train a deep neural field [8, 9, 10] to fit the
travel times between arbitrary interior points and a fixed set of receivers. An autoencoder structures the
latent space and provides a pairing between latent codes and wave speeds which is then used by the travel
time neural field. As we show in Section 3, fitting the best wave speed from the range of a sufficiently
diverse generative model makes the association highly robust, even when the test wave speed is far out of
the distribution used to train the model.

To resolve the second challenge, we leverage a combination of stochastic gradient-based methods and
sampling. Markov Chain Monte Carlo (MCMC) methods can in principle deal with the non-convexity but
they are ineffective in our setting because the search space is too large. We employ Stochastic Gradient
Langevin Dynamics (SGLD) [11] to ensure an adequate exploration of the loss landscape by the gradient
optimizer, ultimately leading to the identification of a (near-)global optimum.

We test Harpa on a suite of challenging computer experiments, on complex unknown wave speeds and
with extremely dense seismic events which arrive at different stations in completely different sequences.
We demonstrate for the first time accurate and robust phase association in this regime. We show that
Harpa remains robust in the face of realistic wave speed distortions and noisy or missing arrival picks at
the stations, suggesting exciting new avenues in exploratory Earth science. All results in this paper are fully
reproducible.1

1.1 Background and related work

If earthquake source locations, occurrence times, and wave speeds are all known, the phase association
problem can be formulated as a linear sum assignment problem (LSAP), which is effectively solved by the
Hungarian algorithm [12]. If only the occurrence times are unknown, the problem is related to a quadratic
assignment problem (QAP) [13, 14] which is NP-hard. While QAPs can be solved in certain practical cases
using heuristics and meta-heuristics [15, 16], there has been growing interest in leveraging machine learning
to solve similar combinatorial optimization problems [17, 18, 19]. The situation, however, is often even more
complex: neither the wave speed nor the spatiotemporal earthquake source locations are known, although
sometimes a rather coarse wave speed model is available. These unknown degrees of freedom result in a
mixed-integer programming problem which is harder than LSAP or QAP and challenging to solve even with
a small number of earthquakes and stations [20, 21, 22].

Although the joint localization–wave speed recovery problem has a unique solution under certain condi-
tions [7], there are no reliable algorithms that solve it provably and efficiently. Notwithstanding, there exist
algorithmic attempts to perform joint full waveform (or sometimes travel time) inversion and wave speed
model refinement but with temporally well-separated sources, thus implicitly avoiding the association prob-
lem (while still facing the ill-posedness) [23, 24, 25]. In the context of micro-seismicity, simple parametric
models [26] and Bayesian priors [27] were used for regularization. We mention that our strategy to convert
combinatorial data into measures in order to avoid combinatorial optimization is reminiscent of earlier work
on unassigned Euclidean distance data [28, 29] with applications in genomics and room acoustics.

1Code at https://github.com/DaDaCheng/phase association.
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Over the last decade there has been an increasing interest in the application of machine learning in
seismology, for example for phase picking [1, 2, 3, 30]. A multitude of studies addressing the phase association
problem have employed either probabilistic [31, 5, 32] or graph models [33, 34]. Some adopt a static or 1-D
wave speed model, while others incorporate wave speed information indirectly through supervised learning.
Since these approaches do not explicitly leverage the wave propagation physics they demand large quantities
of data for training. All phenomena in the association problem are governed by the wave equation which is
known, but is typically only leveraged for downstream analysis once the phases have been associated. We
show that rethinking the problem in measure-theoretic terms allows one to leverage the wave propagation
model from the outset.

2 Materials and Methods

2.1 Problem formulation

We consider an unknown wave speed c : Ω → R+ where Ω ⊂ R3 is the domain of interest that contains
sources and ray paths. For a given c, we use Tc(s; r) to represent the time it takes for a wave to travel from
source point s ∈ Ω to a boundary receiver point r ∈ ∂Ω. We assume there are N stations and M sources.
Each source generates one event, and we assume that each station receives K phases originating from the M
sources. (We first assume K = M and later discuss situations with noisy and missing picks where K ̸= M .)
We letR = {ri ∈ Ω | i ≤ N} be the set of the N stations locations. Arrival time data recorded at each station
is denoted by Di = {ti,k | k ≤M}, where ti,k represents the arrival time for each pick. For a given fixed time
window, we observe earthquakes with spatio-temporal locations E = {(sj , τj) | sj ∈ Ω, τj ∈ [0, τmax), j ≤M}.
If an earthquake with location and occurrence time ej = (sj , τj) is observed as the k-th arrival at station i
with arrival time ti,k, we have

ti,k = Tc(sj ; ri) + τj . (1)

The goal of the source–receiver association is to determine which picks correspond to which source. To model
this, we define the ground truth association as

α∗(k; ri) := j ≤M,

and its corresponding inverse assignment as

α∗−1(j; ri) := k ≤M.

2.2 A mixed-integer optimization problem

We aim to infer the assignment α∗ (up to a global permutation), the unknown wave speed c∗, and the
source locations and times E∗, from arrival time data. This can be formulated as the following mixed-integer
optimization problem,

minimize
α,c,E

L(α; c, E), (2)

where the loss function is defined using a suitable discrepancy metric ℓ(a, b) on the arrival times,

L(α; c, E) =
∑

j≤M,i≤N

ℓ
(
Tc (sj ; ri) + τj , ti,α−1(j;ri)

)
. (3)

We mention in the passing that some works deal with the unknown occurrence times by using time difference
of arrival (TDoA) data instead of including the takeoff times as optimization variables; this is achieved by
minimizing the mismatch loss

LM (α; c, E) =
∑

j≤M,ia<ib≤N

ℓ
(
Tc (sj ; ria)− Tc (sj ; rib) , tia,α−1(j;ria )

− tib,α−1(j;rib )

)
. (4)

Since we also recover the takeoff times we work directly with ToAs.
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2.3 Generative modeling of low-dimensional wave speed families

To build Harpa we assume that the wave speed models and consequently travel times exhibit a latent
low-dimensional structure. We thus model the wave speeds by an autoencoder-based generative model and
traveltimes by a matching continuous coordinate-based neural field [8, 9, 10]. The assumption of latent low-
dimensionality is consistent with geodynamical models which generate the distribution of the elastic material
properties in the interior; this has been explored for Earth’s mantle before [35, 36]. Geological random fields
have been used to in conjuction with accurate earthquake simulations to study the 2019 Le Teil earthquake
in a region where little geophysical data is available [37]. In fact, the wave speeds generated by our latent
model (RL ∋ z 7→ c(z)) are considerably more complex than the fixed models used for association in the
recent literature which only vary along the depth coordinate [38, 5, 32]. We thus define the associated travel
time function as T (s, z; r) = Tc(s; r). This enables us to rewrite the optimization problem involving c as one
involving the latent code z,

minimize
α,z,E

L(α; c(z), E). (5)

2.4 Association without association

For a known wave speed and spatio-temporal source locations, and in the absence of error in travel time
estimates, the optimal assignment α∗ yields L(α∗) = 0 in (2). This assignment can thus be obtained simply
as

α(j, ri) = argmin
k

ℓ(Tc(sj ; ri) + τj , ti,k). (6)

Instead of directly addressing phase association, we first solve a seemingly harder (approximate) joint
recovery problem. We map the arrival times Di to a discrete probability measure

ρi =
1

M

M∑
k=1

1{ti,k} (7)

which we regard as the ground truth probability measure. By “passing through the wave equation” we can
similarly construct a discrete probability measure for any wave speed latent code z and earthquake sources
with parameters E ,

ρE,zi =
1

M

∑
ej∈E

1{T (sj ,ri,z)+τj}, (8)

We aim to align these two measures by minimizing their Wasserstein distance defined for p ≥ 1 as

wp(ρ1, ρ2) =

(
inf

γ∈C(ρ1,ρ2)

∫
|θ1 − θ2|pγ (dθ1, dθ2)

)1/p

. (9)

In the case where some phase picks are missing or spurious picks are present, we define a loss for matching
unbalanced arrivals based on sparsity-constrained optimal transport; a detailed description is given in Section
2 and results in Fig. 9c. In the 1-dimensional discrete case this loss coincides with the Wasserstein loss of
the unbalanced linear assignment.

The source locations and times can finally be estimated by optimizing the following loss (cf. Fig. 2),

minimize
E,z

W (E , z)

where

N∑
i=1

wp(ρ
E,z
i , ρi) and ρE,zi =

1

M

∑
ej∈E

1{T (sj ,z;ri)+τj}.
(10)

What this passing to measures affords us is invariance to permutations of arrivals. In other words, it
removes the need for association. We can relate (10) to (2) where we explicitly sought the optimal assignment
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α∗ as follows. In the noiseless setting, we have

ρE
∗,z∗

i =
1

M

∑
k

1{Tc∗ (s
∗
(α∗)−1(k;ri)

;ri)+τ∗
(α∗)−1(k;ri)

},

where E∗, z∗ on the left hand side are the solution of (10) while c∗, α∗, (s∗, τ∗) on the right hand side are
the solution of (2). After obtaining E∗ = (s∗, τ∗) from (10), we can find α∗ by solving LSAP directly, or by
using only s∗ without τ∗ by solving the TDoA problem as in (4)).

We assume that earthquakes are well-approximated by point sources which are distributed volumetrically
so that we obtain sufficiently rich data. These conditions are satisfied in reality with events occurring close
to ensembles of faults (or fractures) at varying orientations, or in “clouds” [39, 40].

…
…

…

+

QAP (or LASP)

Discrete measure

Discrete measure

Wasserstein metric

Seismic data

Latent code:

Occurrence time:

Earthquake location:

Optimal

St
at

io
n 

St
at

io
n

… …
Update               by SGLD

Wave speed
reconstruction

Decoder

Optimal

Travel time neural �elds

Travel time neural �elds

Figure 2: Diagram of Harpa’s association pipeline.

2.5 Generative travel time neural fields

The complexity of solving (10) strongly depends on the complexity of computing the travel time function
T (s, z; r). For a given wave speed (or its latent code z) we can use a standard numerical solver to obtain the
value of T at a desired set of points.

This, however, poses major challenges: numerical solvers work on grids or meshes; we would like to use
continuous optimization to optimize source locations which is far from straightforward with a fixed discrete
grid. Even if we circumvent the grid issue, taking gradients to use differentiable optimization would require us
to differentiate T both with respect to the source location and with respect to the latent code z. In that case,
the computational complexity of differentiating through an iterative solver would result in a prohibitively
complex method.

The way we resolve this conundrum in Harpa is as follows: We first use a deep autoencoder to build a
low-dimensional latent representation of a set of complex wave speeds; see Section 3 and Fig. 3. Next, we
use the fast marching method as implemented in scikit-fmm to compute the travel times between a fixed
set of receivers and sources at each possible mesh node. The final and key step is then to fit a neural field
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Figure 3: Diagram of the wave speed autoencoder and the travel time neural field.

(also known as an implicit neural representation) to the travel time data [9, 8]. We use a neural network
Tθ with weights θ and periodic activation functions [8] which ensures that travel times and their derivatives
with respect to source locations and wave speed latent codes can be efficiently evaluated at continuous
coordinates. We train Tθ so that Tθ∗(s, z; r) ≈ T (s, z; r) fits the travel time at a discrete set of grid points
in space,

θ∗ = argmin
θ

∑
z∈Z,s∈S,r∈R

(T (s, z; r)− Tθ(s, z; r))
2, (11)

where Z denotes the set of sampled wave speeds (that is to say, their corresponding latent codes), S represents
the set of coordinates in the spatial domain (typically chosen as a grid), and T (s, z; r) is pre-computed using
a numerical solver. The latent travel time neural field, which mimics the real travel time function, provides
a continuous representation of the travel time which is differentiable with respect to both s and z, thus
enabling gradient-based optimization. The Wasserstein loss in (10) is differentiable with respect to both z
and E but it is not convex in these parameters which means that local gradient-based optimization may
converge to local minima. The total number of parameters, (3+1)×N +L, is small compared with common
deep neural networks so there is no reason to expect that these local minima are benign. Indeed, as shown
in Section 2, we observe empirically that stochastic gradient descent (SGD) often converges to poor local
minima in this setting. Monte Carlo as an alternative would be prohibitively slow.

There exist modern iterative optimizers which combine the favorable aspects of sampling methods and
SGD. A notable example is stochastic gradient Langevin dynamics (SGLD) [11], which can be viewed either
as a mini-batch variant of Langevin dynamics or as a noisy SGD. The global convergence of Langevin
dynamics can be leveraged to locate the globally-optimal earthquake and wave speed parameters which
approximate their corresponding ground truth values, while benefiting from fast convergence rates [41, 42];
here the (relatively) small number of parameters helps. A SGLD iterate is computed as

z ← z − η∇̂zW +
√
2ηϵξz,

s← s− η∇̂sW +
√
2ηϵξs,

τ ← τ − η∇̂τW +
√
2ηϵξτ ,

(12)

where η is the step size, and ∇̂W is a mini-batch sum in (10) which is an unbiased estimator of the gradient
∇W . The parameter ϵ modulates the amplitude of noise; ξz, ξs, and ξτ are standard normal vectors
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independently drawn across different iterations from a Gaussian distribution with mean zero and variance
one.

3 Experiments results

We now showcase the performance of Harpa on a suite of computer experiments; we work with both known
and unknown wave speeds. In Section 3.2 we first test the limits of Harpa on a challenging set of unknown
wave speeds in terms of the numbers of sources and receivers and show successful association in a variety
of settings which were heretofore inaccessible for association. In Section 3.3 we apply Harpa to realistic
wave speed models derived from the SEG / EAGE 3-D overthrust model [43] which come from a different
distribution than the one used to train the latent wave speed model and show that the proposed method
is robust to such perturbations. Finally, in Section 3.4 we demonstrate robustness to spurious and missing
phase picks.

3.1 Confusion factor and association evaluation

Figure 4: Phase association for different arrival rates / confusion factors. Each colored frame contains 8
sources recorded by 20 stations. Each horizontal line represents a stations, with colored circles representing
arrivals. The inner circle color encodes the ground truth association; the outer circle color encodes association
computed by Harpa. Green: CF = 0.88, ACC = 97.5%, el = 0.04 s; yellow: CF = 0.42, ACC = 98.8%,
el = 0.03 s; navy blue: CF = 0.05, ACC = 100%, el = 0.02 s; red: CF = 0.02, ACC = 100%, el = 0.03 s.

To quantify the level of disorder in seismic event arrivals, and to compare the difficulty of joint inference
and association problems, we define the confusion factor (CF) which ranges from 0 to 1. A value close to 0
indicates that the picks arrive in a similar order across stations and is easy for association (e.g., red box in
Fig. 4). Conversely, a value close to 1 indicates that the picks arrive in a confused manner (e.g., green box
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in Fig. 4). The CF is mathematically defined as follows:

CF = 1−max

{
1

N

N∑
i=1

T
[
{(Tc(sj ; ri) + τj , τj)}Mj=1

]
, 0

}

= 1−max

{
1

N

N∑
i=1

T
[
{(ti,α∗(j;ri), τj)}

M
j=1

]
, 0

}
,

(13)

where

T
[
{(aj , bj)}j

]
=

number of concordant pairs− number of discordant pairs

number of pairs

calculates Kendall’s τ rank correlation coefficient [44]. Succinctly, when the order of the arrivals at a station
matches the order of earthquake occurrences, T yields a value of 1 and CF = 0. This typically occurs during
low-rate earthquakes, where the travel time is shorter than the time between the different events. Conversely,
when all earthquakes occur almost simultaneously, the order of earthquake occurrence bears no correlation
with the order of the phases/picks arriving at the stations. This reduces T closer to 0, and pushes CF closer
to 1, implying a higher level of confusion (the CF is always between 0 and 1). When studying regions such
as Ridgecrest around the time of the 2019 earthquake, the magnitude cutoff is usually chosen so that the
resulting CF is below 0.1 [45, 5, 32]. Fig. 4 shows representative arrival configurations for different values of
CF; Fig. 9 shows results of an exhaustive test of the proposed method at different CF.

The difficulty of association is not solely determined by CF; it also depends on the number of stations
N and the number of sources M being simultaneously associated. Many algorithms initially partition the
data into shorter temporal windows, usually between 5 and 20 seconds in length, with approximately 5 to
20 events in each window [3, 5]. In this proof of concept work we focus on a single window.

To characterize performance we also record the phase association accuracy defined as

ACC =
1

NM

N∑
i=1

M∑
j=1

δ (α(j; ri), α
∗(j; ri)) (14)

where δ is the Kronecker delta. When the squared difference metric ℓ(a, b) = (a− b)2 is used in (3), we use
el =

√
L(α; c(z), E)/(MN) to characterize the error in arrival time as a consequence of misassociation.

3.2 Association via joint recovery

We simulate wave propagation in a region of size 100 km × 100 km × 100 km, with wave speeds ranging
from 5km/s to 25km/s. We assume that the distribution of earthquake locations is uniformly random inside
this volume and that the stations are uniformly distributed on the surface at z = 0. Occurrence times
of earthquakes, τj , are uniformly distributed on the interval [0, τmax). The confusion factor CF can be
modulated by changing τmax; a larger τmax makes the association easier for a fixed number of sources and
stations. Fig. 4 illustrates the varying levels of difficulty in association for different CF.

In the known wave speed experiment, we used the SEG/EAGE 3-D overthrust model [43] (left plot in
Fig. 1), rescaled to our experimental volume. It is remarkable that despite the complexity of the wave
speed Harpa achieves near 100% association accuracy, even in the most challenging cases with many over-
lapping arrivals (green window in Fig. 4) where the ordinal number of arrivals is completely different from
station to station. Another experiment with a known wave speed experiment is shown in Supplementary
information.

We constructed a dataset of synthetic wave speeds by superimposing realizations of a Gaussian random
field onto a vertical gradient wave speed (details in Section 2). This is a challenging setting for association
which exhibits strong spatial variation and a large five-fold dynamic range of wave speeds, typically between
5 km/s and 25 km/s. The test wave speed in this experiment comes from the same distribution (it is not
included in the training set). In Section 2 we also report results for a different distribution of wave speeds
obtained as random Gaussian perturbations.
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Figure 5: Association results for 8 sources, 20 stations and CF = 0.93 with SEG/EAGE 3-D overthrust
model as the known wave speed. Harpa achieves ACC = 95.0% and el = 0.03 s. Left: each horizontal line
represents the arrivals at one station. Inner circles show the correct association, and the outer circles show the
association results of Harpa. Middle: color corresponds to the wave speed; green diamonds, black crosses,
and black circles represent station locations, predicted earthquake locations, and ground truth earthquake
locations, respectively. Right: source trajectories during SGLD-based learning; diamond markers are initial
locations, cross markers are stopping points after 100 epochs.

Figure 6: Association results for 8 sources, 20 stations and CF = 0.94 with unknown wave speed.
Harpa achieves ACC = 91.3% and el = 0.07 s. Left: each horizontal line represents the arrivals at
one station. Inner circles show the correct association, and the outer circles show the association results of
Harpa. Middle: wave speed recovered by Harpa. Right: difference between the recovered and ground
truth wave speed. Definitions of symbols are as in Fig. 5.

Fig. 6 shows results for a setting with CF = 0.94. The root-mean-squared error (RMSE) between the
true and recovered wave speeds is is 0.78 km/s; the pointwise error is everywhere below 2 km/s; the RMSE
in earthquake spatial locations is 3.48 km. This is achieved with wave speeds ranging from 5 km/s to 25
km/s within a 100 km × 100 km × 100 km volume. As a result of this accurate recovery, the accuracy of
the subsequent association is 91.3%. As we can see from the left panel in Fig. 6, Harpa achieves this high
association accuracy in spite of the fact that the waves arrive at the different stations in completely different
sequences and are packed close together in time; existing methods simply do not work in this regime. The
only association errors made by Harpa are for the picks which are almost entirely overlapped and which are
confused with their neighbors.

In Fig. 7 we test the performance of Harpa in handling a high number of simultaneous earthquake
events. We perform association for 16 arrivals occurring in less than half the time in Fig. 6. We see that
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Figure 7: Association results for 16 sources with 20 and 50 stations. Top row (50 stations): ACC = 72.0%,
el = 0.10 s, CF = 0.98 ). Bottom row (20 stations): ACC = 28.4%, el = 0.29 s CF = 0.90. Symbols and
encoding are as in Fig. 6.

Figure 8: Evaluation of Harpa with varying number of stations (N) and sources (M). Left to right, the four
panels illustrate the impact on (a) association accuracy, (b) relative wave speed error, (c) relative earthquake
location error, and (d) relative earthquake occurrence time error. Bars show the mean of 10 independent
runs; error bars indicate standard deviation. For efficiency we used a smaller and simpler dataset, with up
to 2 random fields compared to 3 in other experiments and the latent dimension L = 4 instead of L = 6 (See
Section 2 for the data generation protocol). The mean CF is 0.80.

with 50 stations we can nonetheless obtain an accurate association, again with most of the confused arrivals
being close in time. When the number of stations decreases to 20 the association accuracy deteriorates.

Interestingly, while additional stations and sources might initially cause confusion in arrival times and
contribute to erroneous association, they enhance wave speed reconstruction. For example, in the top row in
Fig. 7, even though the earthquake locations and wave speed are accurately recovered (with mean errors of
3.18 km and 1.94 km/s), the misassociations are inevitable due to completely overlapping arrivals. Increasing
the number of stations and sources provides additional travel time information, ultimately benefitting wave
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speed reconstruction. More results for different numbers of stations and events are shown in Fig. 8.

3.3 Distorted and out-of-distribution wave speeds

Next, we study the robustness of the proposed method in situations where the true wave speed comes from a
different distribution than the one used to train Harpa’s travel time neural field. In other words, the ground
truth wave speed is markedly different from any wave speed seen by the autoencoder, both qualitatively and
quantitatively.

In the “distortion” experiment (Fig. 9a), we use the same fixed wave speed c0 used in the previous
known wave speed experiment to learn travel time neural fields, while the true (test) wave speed is a linear
interpolation between c0 and another fixed wave speed c1, c

∗ = (1 − pd)c0 + pdc1; when pd = 0, there is
no model distortion between training and deployment. In the “out of distribution” experiment (Fig. 9b),
we use the travel time neural field for a wave speed distribution described in the previous unknown wave
speed experiment. The true (test) wave speed is generated according to c∗ = (1 − po)c2 + poc0, where c2
is a wave speed randomly sampled in-distribution and c0 is the out-of-distribution perturbation. A large po
means that c∗ is far from the training wave speed distribution In either case we let c0 be the SEG/EAGE
3-D overthrust model, qualitatively rather different from Gaussian random field samples c1 and c2.

We highlight that, compared with the fixed wave speed experiment in Fig. 9a, the generative model in
Harpa makes the recovery much more robust. For small CF, the association accuracy (orange heatmap) is
still very high even though the test wave speed is far out of distribution. It is further worth noting that
in cases where the arrival sequence from different events is similar at all stations (small CF), accurate wave
speed recovery and source localization are not necessary for a good association. This observation aligns
with previous studies on the low-rate regime where fixed wave speed models which only vary in the depth
coordinate yield good association performance.

3.4 Spurious and missing picks

When working with real seismograms it may happen that some picks are missing, for example because a
station is too far from the source. On the contrary, the peak picking algorithm may make spurious detections.
We test the robustness of Harpa to these types of errors. In Fig. 9c, we arbitrarily eliminate a pm fraction
of arrivals at each station and introduce an additional fraction pn of random picks. When pn > pm, the
number of picks at each station is typically larger than the number of events we are searching for. On the
contrary, when pn < pm, the number of picks at each station is typically smaller than the number of events
we are searching for. We see in the figure that small-to-moderate ratios of noisy and missing picks do not
significantly hurt the association accuracy (orange heat map in Fig. 9c) even when CF = 0.80.

4 Discussion

Existing association algorithms operate under the assumption that the wave speed is approximately known
and are applied in low-rate settings where the order of arrivals of waves from the different events coincides at
all stations [5]. A major challenge addressed by these methods is to sieve out spurious and missing arrivals
which hamper association.

We explore a different regime where the arrivals are extremely dense in occurrence time, the ordinal
number of arrivals at a station is a priori meaningless, and the wave speed is unknown. This regime is of
great interest for earthquake monitoring but inaccessible to existing methods; see, for example, the density
and mixing-up of arrivals that we successfully associate in Fig. 8, notwithstanding the unknown wave
speed. The fact that we can still obtain accurate associations in situations of this complexity opens up new
domains of application. Quoting from [46], “a comprehensive study of microseismicity can provide a valuable
description of the geological medium properties and earthquake related processes in the investigated crustal
volumes, such as, for instance, the identification and geometrical characterization of active fault structures.”.
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Figure 9: Robustness of Harpa under distortion and noise quantified by association accuracy ACC (orange),
signal matching error el in seconds (blue), earthquake location error in km (green) and mean wave speed
reconstruction error in km/s (grey), as a function of (a) wave speed distortion (pd) and the confusion factor
CF; (b) excursion from training distribution (po) and confusion factor CF; (c) fraction of noisy (pn) and
missing (pm) picks. All values are averages of 20 trials. In (c), the ACC and el are determined by comparison
with the original noiseless picks and the average CF is 0.80; the setting in other panels is as in Fig. 8.

Indeed, taming microseismicity would allow us to monitor the changes in time of the elastic material prop-
erties. One case in point is monitoring sustainable energy production facilities [47]; another is understanding
fault activity in earthquakes caused by “unconventional hydrocarbon development” (fracking); as Park and
coauthors write [48], “Microearthquake activity can illuminate otherwise unknown faults, particularly when
events are detected down to low magnitudes and are located precisely.”

From a high-level perspective, there are two reasons that make our proof of concept, Harpa, work.
The first is that we take an inverse problems perspective and approximately recover continuous unknowns
by interpreting the observed data as a probability measure. Indeed, in situations of such complexity, it
is unlikely that statistical filtering methods can work well without explicitly using some model of wave
propagation. Since we still only obtain (coarse) approximations of the relevant parameters, we cannot claim
to solve the full travel time tomography problem, but it is conceivable that the resulting association and the
approximate locations and wave speeds could be used as a warm start for a linearized or iterative method [49].

The second reason is that we leverage a body of theoretical and engineering developments from deep
learning: efficient optimal transport routines, neural fields, automatic differentiation, generative models,
stochastic optimization and sampling, are all essential components of Harpa.

Computer experiments show that Harpa is robust to deviations of wave speed models from the dis-
tribution used in training and to noisy arrival picks. A fully practical field deployment, however, requires
additional work on robustness to spurious and missing picks which may be achieved through a judicious use
of sparse unbalanced optimal transport. Another exciting possibility is to use multiple temporal windows
instead of a single one and thus effectively work with a very large number of events. This is straightforward
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in principle but the current bottleneck is computational efficiency. Faster optimization algorithms would
open up the possibility to work with general rather than low-dimensional wave speed models and ultimately
perform ab initio nonlinear travel time tomography with unknown sources.
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Supplementary information

Figure 10: Association results for 8 sources, 20 stations and CF = 0.85 with SEG/EAGE 3-D overthrust
model as the known wave speed. Top row (SGLD): ACC = 92.5%, el = 0.02s. Bottom row (SGD):
ACC = 37.5%, el = 0.59s. Symbols and encoding are as in Fig. 5; the right plot illustrates the source
trajectories in the first 30 optimization epochs.

Figure 11: Background wave speed

18



Figure 12: Four samples of the 3D Gaussian random fields with α = 2.5.

Figure 13: A comparison between two test wave speeds unseen at training time and the corresponding
outputs from an auto-encoder with L = 6.

Figure 14: Four samples of wave speeds from the Gaussian perturbation dataset.

5 Model and training details

5.1 Wave speed autoencoders

We discretize the wave speed into a 32 × 32 × 32 cube, i.e., c ∈ R32×32×32, and use these cubic images
to train a standard CNN autoencoder in pytorch. Due to the low-dimensional structure of the dataset,
the autoencoder exhibits strong generalization when an appropriate dimension of the latent code z ∈ RL is
selected. A large L yields an autoencoder which accurately represents the wave speeds but also leads to slow
SGLD inference. In our experiments we tested values of L between 3 and 6. The generalization performance
of the autoencoder is illustrated in Fig. 13.

The encoder comprises three 3D convolutional layers with a kernel size of 33, a stride of 2, and padding of
1, each followed by a ReLU activation function. A subsequent linear layer generates the latent code z. Batch
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Figure 15: Association results for 8 sources, 20 stations and CF = 0.79 on Gaussian perturbation dataset.
Harpa achieves ACC = 96.3% and el = 0.02 s. Symbols and encoding are as in Fig. 6

normalization is implemented between each layer. The decoder’s architecture mirrors that of the encoder.

5.2 Training the travel time neural field

We compute the travel times from the receivers to to all 32 × 32 × 32 grid points for the aforementioned
10000 wave speeds using the fast marching method implemented in the scikit-fmm package.

We create a (L + 3)-dimensional feature vector for each grid point by concatenating its coordinate and
the corresponding wave speed latent code, which are all scaled in [0, 1] as the input to the neural field. We
use a SIREN implicit network, a multilayer perceptron (MLP) with periodic activation functions [8]. The
trained SIREN model not only provides accurate predictions of the travel time at the grid points but also
immediately yields an interpolation at arbitrary continuous coordinates. The scaling constant w0 in the
sinusoidal activation function is important and depends on the grid scaling; we used w0 = 15.

5.3 Optimization

We use the Python Optimal Transport (POT) package to compute the Wasserstein-2 distance, with p = 2.
We adopt the RMSProp-preconditioned version of the SGLD [50]. Both the learning rate (lr) and the
noise factor (ϵ) are selected from {10−2, 10−3, 5 × 10−3, 10−4}. The convergence speed depends on the
choice of hyperparameters. To manage the exploration-exploitation trade-off, we reduce the learning rate
(lr) to one-tenth of its original value once the loss decreases below a threshold l∗ which is selected from
{10−2, 10−3, 10−4, 10−6}. To speed up training, we implement an epoch threshold. If the loss fails to
decrease below l∗ before reaching this threshold, we reset all the parameters and restart the training process.
We set the maximum number of trials to 10. When τmax is very large or CF is close to 0, pre-training τ helps
achieve faster convergence.

5.4 Comparison between SGD and SGLD

Here we show that due to non-convexity naive (stochastic) gradient descent converges to poor local minima,
and that the issue is mitigated by SGLD. We compare SGD and SGLD on the fixed wave speed datasets
described in Section 3. To visualize the optimization trajectory, we set the learning rate to 0.005 and
ϵ = 0.0005 (cf. (12)) for all epochs. Setting ϵ = 0 reduces SGLD to SGD; the corresponding performance is
reported in the second row in Fig. 10. A visual comparison of the trajectories of the source estimates during
optimization (Fig. 10, right) clearly shows that unlike SGD, SGLD easily escapes bad local minima.
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5.5 Gaussian random field dataset

In Figures 6, 7, and 8, the wave speeds are samples from the Gaussian random field dataset. To generate this
low-dimensional wave speed dataset, we first created 20 three-dimensional Gaussian random fields as basis
patterns in which the correlation is determined by the scale-invariant power spectrum P (k) ∼ k−α/2 [51, 52].
We use α = 2.5 in our experiments and rescale the pattern amplitudes to lie between 0 km/s and 15 km/s;
representative samples are shown in Fig. 12. For each sample, we randomly select up to 3 patterns and then
add the selected patterns to a background wave speed (Fig. 11) with weights drawn uniform at random in
[−1, 1]. All wave speeds are clipped between 5 km/s and 25 km/s. In Fig. 13 we show that this dataset is
effectively modeled by a 3D convolutional autoencoder.

5.6 Gaussian random perturbation dataset

In Fig. 15 we report results for a different dataset in which we add between one and three random Gaussian
perturbations to the background wave speed. These perturbations are defined as

∆c(x, y, z) = A exp

(
− 1

2σ2
x

(x− x0)
2 − 1

2σ2
y

(y − y0)
2 − 1

2σ2
z

(z − z0)
2

)
,

where A is drawn uniformly at random from [−25, 25], x0, y0, z0 uniformly at random from [0, 100] and
σx, σy, σz uniformly at random from [10, 50]; samples are shown Fig. 14.

5.7 A Wasserstein misfit for unbalanced arrivals matching

We denote the cardinality of a finite set S by |S| and let ρS be the uniform probability measure over its
elements,

ρS =
1

|S|
∑
s∈S

1s.

We now consider two sets (of arrival times) A and B of possibly different cardinality. Without loss of
generality, we assume |A| ≤ |B|. We define a Wasserstein-like mismatch between these arrival sets as

ŵp(A,B) = min
B̃⊆B, |B̃|=|A|

wp(ρA, ρB̃)

with wp defined in Equation (9). This mismatch can be optimized by sparsity-constrained optimal trans-
port [53]. In fact, in the 1D case it coincides with the loss of the unbalanced linear assignment problem

wp(A,B) = min
T∈T|A|,|B|

1
|A| ⟨T,C⟩,

where (arbitrarily vectorizing the elements of A and B as a = (a1, . . . , a|A|) and b = (b1, . . . , b|B|)) we used

T|A|,|B| :=
{
T ∈ {0, 1}|A|×|B| : T1|B| = 1|A|, T⊤1|B| ≤ 1|A|

}
,

Cij := |ai − bj |p.
(15)

Here ⟨·, ·⟩ denotes the Frobenius inner product and T the discrete transportation matrix. The all-ones vector
of length K is denoted 1K . For vectors x, y ∈ RK , the notation x ≤ y indicates that the inequality holds for
all entries.
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