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Advanced tensor network numerical methods are used to explore the fidelity of repeated SWAP
operations on a system comprising 20 to 100 quantum dot spin qubits in the presence of valley
leakage and electrostatic crosstalk. The fidelity of SWAP gates is largely unaffected by Zeeman
splitting and valley splitting, except when these parameters come into resonance. The fidelity
remains independent of the overall valley phase for valley eigenstates, while for generic valley states,
some minor corrections arise. We analyze the fidelity scaling for long qubit chains without valley
effects, where crosstalk represents the only error source.

I. INTRODUCTION

A standard operation in quantum computing is the
SWAP gate, which allows for the exchange (or “swap-
ping”) of the quantum states between two qubits. The
SWAP gate has important applications in quantum com-
puting, such as in quantum error correction [1], mea-
surement schemes [2], and quantum state engineering [3].
The root

√
SWAP is entangling and thus, in combina-

tion with arbitrary single-qubit gates, allows for the im-
plementation of general unitary operations, sufficient for
universal quantum computation [4]. This fact, combined
with the SWAP gate’s ubiquity within quantum error
correction, makes the creation of high fidelity SWAP
gates essential for building a quantum computer on any
platform.

Si-based quantum dot spin qubits have emerged as
a promising candidate for realizing quantum computers
due to their long coherence times [5, 6]. Both 28Si and
30Si are common spin-0 isotopes, and thus it is possi-
ble to remove the decoherence arising from nuclear spin
noise by isotopic purification [7]. In addition, electrical
gate operations implemented directly from the Heisen-
berg interaction between different qubits, such as SWAP
gates, have durations on the order of 1 ns [8]. These
long coherence times arising from such isotopic purifica-
tion, combined with the available short gate operation
times, make Si especially well-suited for hosting qubits.
Most importantly, silicon-based qubits can be easily in-
tegrated into the existing semiconductor industry, allow-
ing for more straightforward scalability. A silicon-based
quantum computer platform could potentially host mil-
lions of qubits in a small chip similar to existing CMOS-
based integrated circuits, and there has been spectacu-
lar recent progress in producing scalable multiqubit Si
circuits, with the largest devices—currently fabricated
in commercial foundries—now at twelve qubits [9, 10].
Based on this trajectory, it seems that devices of twenty
or more dots are in the not so distant future. It is there-
fore both timely and important to consider SWAP gates
in large spin qubit systems. Standard theoretical and
computational techniques, such as exact diagonalization,
cannot handle the simulation of large numbers of qubits
since the Hilbert space size grows exponentially with the

number of qubits. The goal of the current work is to in-
troduce the powerful tensor network techniques to study
systems of many entangled spin qubits in order to estab-
lish the tensor network method as a viable theoretical
tool in the modeling of spin qubit arrays.

Tensor networks provide a framework for representing
many-body quantum states and operators in a compu-
tationally compact and efficient way, allowing for accu-
rate simulations of large quantum systems which are in-
tractable with direct methods [11]. Acting on matrix
product states (MPS) with tensor network time evolu-
tion methods such as TEBD [12] or TDVP [13] provides
a technique to accurately approximate the time evolu-
tion of interacting quantum systems and can be used
to investigate model-intrinsic sources of error. Systems
of hundreds of qubits that would be utterly intractable
through direct simulation can often be represented ef-
ficiently by restricting one’s system to an approximate
low-entanglement subspace using tensor networks. This
is what we do in the current work by studying spin qubit
arrays up to 100 qubits using the tensor network tech-
nique, establishing the feasibility of tensor networks as
an effective tool for spin qubit theories and analyses.

The valley degeneracy in Si introduces additional
states to the qubit manifold and possible avenues for leak-
age and relaxation [6, 14–16]. Here we seek to expand
previous work into the effects of valley states on spin
qubit devices by directly including the additional valley
states within our simulation and quantifying the effects of
valley leakage. We also include the effects of crosstalk in
the theory as explained later in the text. Previous work
into the fidelity of sequences of SWAP gates on a spin
qubit chain has looked into the effects of charge noise
and dissipation on the fidelity of SWAP gates [17, 18].
Such work did not include dynamical valley states or
their interactions and was done only on small-scale sys-
tems due to computational constraints in exact diago-
nalization. Our work can address tens to hundreds of
spin qubits in contrast to all earlier works on the subject
by using state-of-the-art methods within tensor networks
to accurately model the effect of the initial valley state
and different experimentally relevant parameters on the
fidelity of a sequence of chained SWAP gates.

We first introduce our spin qubit model and describe
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the tensor network based numerical methods used to per-
form the calculations. We then present the results of
those numerical calculations, demonstrating the effect of
valley splitting, Zeeman splitting, and SWAP exchange
strength on the fidelity of SWAP operations. Of particu-
lar interest are the effects of the spin-valley coupling and
its phase on different initial valley states. We conclude
with an investigation into the single gate fidelity scaling
up to 100 spin qubits, isolating the influence of crosstalk.

II. MODEL

In exchange-coupled spin qubits [4], the spin states
of individual electrons serve as the computational basis.
The basis states of our model are labeled by the valley
and spin degrees of freedom. The Hilbert space of each
electron includes the lowest two valley states |±⟩ of each
dot, corresponding to k = ±z, along with, within each
valley, the spin states |↑⟩ and |↓⟩. It is reasonable to
focus on the spin-valley mixing and not consider orbital
and valley effects separately since the states |±⟩ are, in
actuality, valley-orbit states. This is because of large
valley-orbit couplings in Si/SiGe quantum dots which
make the valley index in general not a good quantum
number [15]. Nonetheless, the energy gap between the
two lowest energy eigenstates is always referred to as the
“valley splitting”. Our work focuses on the effects of spin-
valley mixing specifically and the associated leakage.

Our model is a one-dimensional (1D) spin chain with
both valley and spin degree of freedom using the following
Hamiltonian:

H =

L−1∑
n=1

Jn (σn · σn+1 + 1) (τn · τn+1 + 1)+

h

L∑
n

σz
n +∆

L∑
n

τzn+

γ1
2

L∑
n

(τxnσ
x
n + τynσ

y
n) +

γ2
2

L∑
n

(τynσ
x
n − τxnσ

y
n) (1)

where L is the number of qubits in the spin chain, h is
the spin Zeeman splitting, ∆ is the valley splitting and
γ1,γ2 are the real and imaginary parts of the spin-valley
coupling γ = γ1 + iγ2. σn = (σx

n, σ
y
n, σ

z
n) is the nth site

Pauli vector in the spin basis, while τn is the same but in
the valley basis. The Hamiltonian defined by Eq. 1 should
be thought of as the minimal model for a spin qubit array
including spin-valley coupling, which is sufficient for our
purpose of establishing the power of the tensor network
techniques in studying systems of spin qubits. Experi-
mental spin qubit systems are likely to have additional
nonessential complications, which would vary from sam-
ple to sample, which cannot be captured in a universal
theoretical description. These sample-dependent compli-
cations must necessarily focus on specific samples, thus

losing the generality and the universality of the minimal
theory which must be developed first.

The role of the spin-valley coupling becomes clear in
the matrix representation of the single-site Hamiltonian,

Hn =

h+∆ 0 0 0
0 h−∆ γ 0
0 γ∗ ∆− h 0
0 0 0 −∆− h

 . (2)

The valley splitting is material-specific and cannot be
controlled. In the case of zero magnetic field, the two
lowest states are the |−s⟩, where s =↑ or ↓. As the
magnetic field strength increases, the electron forms a
spin qubit two-level system, but this becomes entangled
by spin-valley mixing as h → ∆. But this spin-valley
mixing is only relevant between |− ↑⟩ and |+ ↓⟩ since the
gap between these states shrinks as the magnetic field
is increased. The gap between the |− ↓⟩ and |+ ↑⟩ is
at a minimum at zero magnetic field and only grows in
the spin qubit regime (h > 0). Therefore, the coupling
between these states is negligible. The main concern of
this work is the effect of spin-valley leakage, which is the
loss of spin fidelity as a result of coherent evolution into
a nearby valley state of a different spin, as the spin and
valley eigenstates get entangled by the last two terms in
Eq. 1. Therefore, the other couplings can be set to zero,
as transitions between different valley states of the same
spin do not impact our computational state, and intra-
valley spin relaxation is beyond the scope of this work
(and is very weak in Si anyway).

The spin-valley coupling originates in both Rashba and
Dresselhaus spin-orbit coupling of the host material [19].
When the external magnetic field is aligned in the [110]
direction, the relevant spin-valley matrix element simpli-
fies [20] to

γ =
2m∗(αR + αD)r−+

x

h̄
∆, (3)

where r−+
x is the electric dipole matrix element between

valley states, m∗ is the effective electron mass, and αR

and αD are the Rashba and Dresselhaus spin-orbit in-
teraction constants, respectively. Reasonable estimates
of these parameters for silicon quantum dots lead to an
order-of-magnitude estimate of |γ|

∆ ∼ 1/500. The precise
number for this coupling is not important for our consid-
erations in this work, where the goal is to establish the
efficacy of the tensor network techniques.

The SWAP operation is performed using a π
4 pulse

Heisenberg interaction between the swapping sites. Ide-
ally, the exchange coefficient should be zero for non-
swapping sites. In reality, this is never true [21–24]. The
exchange coefficient Jn is set as follows:

Jn =

{
J0, if n ̸= l
JSWAP, if n = l

}
, (4)

where the SWAP gate is between sites l and l+1. For
simplicity, J0, γ, ∆ and h are all taken to be site indepen-
dent. These nonessential assumptions are easy to relax
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in our method; they have little impact on the simulation
runtimes. Since these parameters would vary among ex-
perimental samples, it makes little sense to include them
as site-dependent in our work although it is straightfor-
ward to do so at the cost of having a large number of
unknown qubit-dependent parameters in the theory.

The initial state is a product state between an initial
spin state |ψi⟩s and the valley state |ψi⟩v up to a nor-
malization factor,

|ψi⟩v ∝ (1− α)|−...−⟩+ α|−x...−x⟩, (5)

where

|−x⟩ =
1√
2
(|+⟩ − |−⟩) .

When α > 0, this simply represents the deviation from
the ideal case, which is when each electron is initialized
in the valley down state.

The total fidelity for our sequence of SWAP gates is
defined as:

Ftot = Trs
[
Trv[UρiU†]Trv[RρiR†]

]
, (6)

where R is an operator which performs the SWAP gate
sequence with perfect fidelity, U represents the actual
SWAP gate sequence with errors, and ρi = |ψi⟩⟨ψi| is the
initial state of the system. Trs[...] and Trv[...] are the
partial trace operators over spin and valley degrees of
freedom, respectively. In our case, the SWAP sequence
transports a spin state from one side of the spin chain
to the other. The transport is performed by swapping
sites 1 ↔ 2, then 2 ↔ 3, and so forth until the first spin
state is transported to the end of the chain. The effective
single gate fidelity F = (Ftot)

1/(L−1) is used to be able
to compare gate sequences of different lengths.

Our absolute fidelities are not relevant from an experi-
mental perspective. The calculations here obviously can-
not be used to predict fidelities of actual physical devices,
since those values will depend on a plethora of unknown
variables that are unique to each experimental setup, not
to mention the many error mechanisms that are not in-
cluded in our simulations. The calculated fidelities are
only useful in a relative sense and can only give informa-
tion about the general model of interacting spin qubits,
which is universal to all spin qubit samples. If system
dependent parameters are available, our technique can
easily be used to predict the behavior of individual sam-
ples. For example, one can compare the infidelities of our
model from spin-valley mixing relative to the infidelities
caused by residual exchange. But the exact value of in-
fidelity for a single calculation has limited experimental
application.

Since each physical spin qubit consists of spin and val-
ley states, each can be split into two separate two-level
sites in the tensor network representation. The two-level
tensors are arranged in two rows, with the top row rep-
resenting the spin states and the bottom row represent-
ing the valley states. To construct the tensor network

Hilbert space, the sites are ordered such that the 2j − 1
and 2j MPS sites map to the jth physical qubit’s spin
and valley states, respectively. The coupling between
those sites 2j − 1 and 2j corresponds to the spin-valley
coupling γ. The interweaving of the two states is ideal
because it minimizes the number of long-range interac-
tions necessary within the Hamiltonian, thus improving
the efficiency of the MPS algorithm.

FIG. 1: Tensor network diagram for the MPS of the spin
chain. The blue and red sites represent the spin (|ψs⟩)
and valley (|ψv⟩) degrees of freedom respectively. The
tensors are ordered so they snake between the spin and
valley degrees of freedom to minimize long-range inter-
actions.

The system is initialized by constructing the spin state
MPS and the valley state MPS independently and then
interspersing them with standard tensor network opera-
tions to build a single total MPS for the entire system.
In the case of the random spin state MPS, an initial
MPS of bond dimension M = 10 with complex matrix
elements is generated. The time evolution of the total
MPS is performed using Time Evolving Block Decima-
tion (TEBD) [12] with SWAP gate time T = π/4

JSWAP
.

The state is mapped to a rotating reference frame to
correct for the background rotation caused by the ex-
ternal magnetic fields. This simple mapping is achieved
by applying a set of local unitary operations to all sites
Ur = ΠL

n=1 exp(ihσ
z
nT ) when computing the fidelity. The

resulting MPS is then converted into a projector matrix
product operator (MPO), used in Eq. 6. For each of
our results using tensor network methods, the calcula-
tions were repeated for smaller chain lengths (L < 15),
and independently confirmed using exact diagonaliza-
tion. There was no significant discrepancy between cal-
culated fidelities, both in a qualitative and quantitative
sense. This gives us confidence that our calculations for
longer chain lengths are well-grounded in reality and pro-
vides a clear success story for the use of tensor networks
in spin qubit systems.
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III. CALCULATIONS

As discussed before, our gate sequence consists of inter-
leaved SWAP gates on a Heisenberg-coupled spin chain.
The sequence swaps the first and second spins, then the
second and third spins, iterating through the entire chain.

To assess the effects of different parameters on the fi-
delity of SWAP gates, it is reasonable to first consider
the impact of the SWAP gate exchange coupling JSWAP.
The larger JSWAP is relative to the residual exchange J0,
the larger the fidelities of the SWAP gate will be since
this would trivially make the SWAP gates faster. Our
results, as illustrated in Fig. 2, affirm this expectation.
This observation is consistent across different initial spin
basis states, underscoring the robustness of the relation-
ship.

It is also apparent that the choice of initial spin state
is crucial. Being able to represent and manipulate en-
tangled states is a critical quality of a successful quan-
tum computer, and in this case, our results suggest that
anything short of a product state leads to dramatically
higher infidelities. It is worth noting that the only sources
of error present in this calculation are crosstalk and spin-
valley coupling. Crosstalk arises from the unintended
coupling among different spin qubits because of the elec-
trostatic control used in gate operations [18, 25]. Even
increasing JSWAP to relatively large values cannot com-
pensate for the errors resulting from crosstalk and valley
degeneracy.

It is worth noting that in all results, the relevant pa-
rameters ∆, h, JSWAP, γ1 and γ2 are in units of J0, the
residual exchange. In a recent experiment, the resid-
ual exchange was measured on the average to be about
J0 ≈ 40 kHz [24].

FIG. 2: Single gate infidelity (1 − F ) of a L = 50 spin
chain initialized with |↑x↓x↓x ... ↓x⟩, |↑↓↓ ... ↓⟩ and a
random spin state for α = 0, h = 750, ∆ = 500, γ1 = 1
and γ2 = 0.

We next consider the effects of the spin splitting h,
valley splitting ∆, and spin-valley coupling γ = γ1 + iγ2.

In Fig. 3, there is a significant impact on the fidelity of
the SWAP sequence when the spin and valley splittings
come into resonance (h ≈ ∆). Large values of JSWAP
broaden the h ≈ ∆ resonance regime, though they also
suppress the infidelity peak in that regime. For example,
in Fig. 3a, the error attributable to spin-valley coupling
makes up about 40% of the total error. However, for a
larger value of JSWAP in Fig. 3b, the spin-valley mixing
makes up about 30% of the error.

The magnitude |γ| =
√
γ21 + γ22 of the spin valley cou-

pling significantly impacts the fidelity of the SWAP gate.
A larger γ is detrimental to the SWAP gates’ reliability
due to local spin-valley state mixing. This can be seen in
Fig. 3, and our results suggest that the magnitude of γ
dominates over its phase in the case of repeated SWAP
gates. This is a non-obvious finding of our calculations.

The implication that the valley phase is unimportant
for spin qubit SWAPs is surprising and important for
experimental systems. To highlight this phenomenon,
the fidelities of the SWAPs are examined as a function
of only the spin valley coupling phase θ = arg(γ). The
SWAP fidelity is shown for six random initial spin states
at α = 0 and α = 1 in Fig. 4. For the |− . . .−⟩ initial
valley state (α = 0), there is absolutely no valley phase
dependence on fidelity, and only |γ| has any effect. The
irrelevance of the valley phase is confirmed numerically
up to machine precision. Analytically, if either of the
spin or valley states is initialized to a z basis state, the
effect of arg(γ) reduces to a global phase, which does not
enter into the fidelity.

However, there is an obvious phase dependence when
the valley state is initially |−x . . .−x⟩ (α = 1). Inter-
estingly, each state’s fidelity curve as a function of the
valley phase varies in effect size and shape. Each curve
exhibits a wavelike shape, though each has its own ampli-
tude and period. Several curves are composed of several
frequencies. It is outside this paper’s scope to explain
what causes this variance, focusing instead on the fact
that the infidelity amplitude is generally small and can
be set to exactly zero by careful valley state preparation.

The crossover between these two behaviors can be in-
vestigated by tuning α from 0 to 1, which corresponds
to tuning between |− . . .−⟩ to |−x . . .−x⟩ (Eq. 5). The
results of this tuning are seen in Fig. 5. The crossover
between these behaviors is smooth, so that if a spin chain
suffers from imperfect initialization to a valley z eigen-
state, the resulting infidelity will be commensurate with
that valley initialization error.

The effects of electrostatic crosstalk can be isolated by
setting γ = 0. Crosstalk among the qubits (arising from
the electrostatic gate control) represents a significant hur-
dle for qubit devices, since it is impossible to eliminate
crosstalk altogether. Residual exchange between unin-
tended dots will always be present, despite the great
progress in fidelities made in recent years [21–23]. This
crosstalk can be calibrated out experimentally through
gate virtualization, but this process is done manually,
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(a) (b)

(c) (d)

FIG. 3: Single gate fidelity for variable h and ∆ for a L = 20, α = 0, random spin initial state with parameters
γ1 = ∆/500, γ2 = 0, (a) JSWAP = 100 and (b) JSWAP = 250. (c) Single gate fidelity for variable JSWAP and ∆ of a
L = 20, random spin, α = 0 initial state. The other parameters used were h = 750, γ1 = ∆/500, γ2 = 0. The small
deviation at h ≈ ∆ can be seen when ∆ and h are in resonance. (d) Single gate fidelity for variable γ1 and γ2 with
h = 750 and ∆ = 500, and a L = 20, α = 0, random initial spin state.

(a) (b)

FIG. 4: Single gate fidelity for six random L = 20 initial spin states. This was calculated for different phases of
γ = 10eiθ. The initial states had (a) α = 0 (b) α = 1. In both cases h = 30 and ∆ = 100.
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(a) (b)

FIG. 5: Average single gate fidelity of a spin SWAP gate across spin chains of (a) L = 20 and (b) L = 50. For each
plot, the valley z state projection α and valley phase arg(γ) are the variables of interest, and the initial spin state is
kept constant. Calculations were performed using |γ| = 10, h = 30, ∆ = 100 and JSWAP = 250.

and to do so for each pair of neighboring dots becomes
increasingly impractical as device sizes grow. Therefore,
understanding the errors that can arise from either mis-
calibration or the lack of calibration altogether is a cur-
rent research need. In Fig. 6, the effects of crosstalk for a
wide range of system sizes (L = [5, 100]) with a uniform
residual exchange J0 are shown. In actuality, this is a
generous assumption, as the residual exchange is not usu-
ally uniform, and a decreased barrier potential between
the two dots for SWAP also affects the exchange coupling
between the next nearest neighboring dots. Therefore,
our calculated fidelities are likely an overestimate. Again,
if the quantitative details underlying crosstalk are avail-
able for specific samples, our work can be easily adapted
to study specific systems of spin qubits.

It is apparent that single gate fidelities drop to criti-
cally low values even for relatively large values of JSWAP.
This is because the residual exchange J0 crosstalk has
more sites to entangle and more time overall to do so.
The compounded errors result in a significant amount of
information loss. Again, this is the best possible case
for electrostatic crosstalk even when valley effects are
entirely ignored. Reducing the strength of residual ex-
change relative to the energy scales of intended quantum
operations is likely necessary to perform any meaningful
quantum circuits on systems larger than ten quantum
dots. This is another important finding of our work

IV. CONCLUSION

In conclusion, we investigate the effects of valley leak-
age on the fidelity of SWAP gates in long quantum

FIG. 6: Single gate infidelities (1−F ) for chains of vary-
ing lengths with different values of JSWAP ∈ [150, 500].
This simulation was run using h = 750, ∆ = 500, α = 0,
and γ = 0, averaging over five random initial spin states.

spin qubit systems (20-100 qubits). Using state-of-the-
art tensor network methods, the large-scale behavior of
our model of a spin qubit chain can be simulated, in-
cluding both spin, valley, and their coupling as well as
crosstalk effects. We calculate how the fidelity of re-
peated SWAP gates is directly affected by factors such
as valley splitting, spin-valley coupling, Zeeman splitting,
and crosstalk.

Our findings are that the fidelity is only weakly af-
fected by Zeeman splitting and valley splitting except
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when brought into resonance. For z basis valley states
(or spin states), there is no dependence on the phase of
the spin-valley coupling. When not in the valley z basis
due to initialization errors, the effect on fidelity is state-
dependent. These findings further underscore the im-
portance of reliable valley state initialization. However,
valley phase effects remain a minor correction relative to
electrostatic crosstalk. This is seen in the scaling of the
SWAP fidelity as a function of chain length due to the
effects of crosstalk alone. Based on this scaling behav-
ior, electrostatic crosstalk alone seems a major problem
for quantum circuits consisting of more than ten spins,

even in the best-case scenario of uniform and constant
residual exchange. Our establishing the tensor network
technique as an effective method for studying large spin
qubit arrays should have significant future impact on the
fabrication and modeling of spin qubits as they scale up
to larger sizes.
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