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Abstract

Text-to-image person re-identification (TIReID) is a
compelling topic in the cross-modal community, which aims
to retrieve the target person based on a textual query. Al-
though numerous TIReID methods have been proposed and
achieved promising performance, they implicitly assume the
training image-text pairs are correctly aligned, which is not
always the case in real-world scenarios. In practice, the
image-text pairs inevitably exist under-correlated or even
false-correlated, a.k.a noisy correspondence (NC), due to
the low quality of the images and annotation errors. To ad-
dress this problem, we propose a novel Robust Dual Embed-
ding method (RDE) that can learn robust visual-semantic
associations even with NC. Specifically, RDE consists of
two main components: 1) A Confident Consensus Division
(CCD) module that leverages the dual-grained decisions of
dual embedding modules to obtain a consensus set of clean
training data, which enables the model to learn correct and
reliable visual-semantic associations. 2) A Triplet Align-
ment Loss (TAL) relaxes the conventional Triplet Ranking
loss with the hardest negative samples to a log-exponential
upper bound over all negative ones, thus preventing the
model collapse under NC and can also focus on hard-
negative samples for promising performance. We conduct
extensive experiments on three public benchmarks, namely
CUHK-PEDES, ICFG-PEDES, and RSTPReID, to evaluate
the performance and robustness of our RDE. Our method
achieves state-of-the-art results both with and without syn-
thetic noisy correspondences on all three datasets. Code is
available at https://github.com/QinYang79/RDE.

1. Introduction
Text-to-image person re-identification (TIReID) [24, 27,
45] aims to understand the natural language descriptions

*Corresponding author: Peng Hu (penghu.ml@gmail.com).

A man with black 
hair, dressed in a 
grey and black c-
oat, black trouse-
rs and  white  ca-
nvas  shoes,  was 
walking  happily 
with his hands in 
his pockets 

The man is w-
alking  with  a 
black bag. He 
wears  a  brig-
ht  jacket  and 
a pair of  blac-
k trousers. His 
shoes  is  dark 
tanned.

(a) Clean correspondence (b) Noisy correspondence

A man 
wearing a 
blue and 
white stripe 
tank top, a 
pair of green 
pants and a 
pair of pink 
shoes.

A man 
wearing a 
blue and 
white stripe 
tank top, a 
pair of green 
pants and a 
pair of pink 
shoes.

Figure 1. The illustration of noisy correspondence. The fig-
ure shows an example of the NC problem, which occurs when
the image-text pairs are wrongly aligned, i.e., false positive pairs
(FPPs). Since the model does not know which pairs are noisy in
practice, they will unavoidably degrade the performance by incor-
rect supervision information. As seen in the figure, (a) the clean
image-text pair is semantically matched, while (b) the noisy pair is
not, which would cause the cross-modal model to learn erroneous
visual-textual associations. Note that both examples in (a) and (b)
are from and actually exist in the RSTPReid dataset [62].

to retrieve the matched person image from a large gallery
set. This task has received increasing attention from
both academic and industrial communities recently, e.g.,
finding/tracking suspect/lost persons in a surveillance sys-
tem [11, 47]. However, TIReID remains a challenging
task due to the inherent heterogeneity gap across different
modalities and appearance attribute redundancy.

To tackle these challenges, most of the existing methods
explore global- and local-matching alignment to learn ac-
curate similarity measurements for person re-identification.
To be specific, some global-matching methods [45, 52, 60]
leverage vision/language backbones to extract modality-
specific features and employ contrastive learning to achieve
global visual-semantic alignments. To capture fine-grained
information, some local-matching methods [25, 34, 42, 46]
explicitly align local body regions to textually described en-
tities/objectives to improve the discriminability of pedes-
trian features. Recently, some works [19, 24, 53] pro-
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pose to exploit visual/semantic knowledge learned by the
pre-trained models, such as BERT [6], ViT [10], and
CLIP [40], and achieve explicit global alignments or dis-
cover more fine-grained local correspondence, thus boost-
ing the re-identification performance. Although these meth-
ods achieve remarkable progress, they implicitly assume
that all training image-text pairs are aligned correctly.

In reality, this assumption is hard or even impossible to
hold due to the person’s pose, camera angle, illumination,
and other inevitable factors in images, which may result
in some inaccurate/mismatched textual descriptions of im-
ages (see Figure 1), e.g., the RSTPReid dataset [62]. More-
over, we observe that excessive such imperfect/mismatched
image-text pairs would cause an overfitting problem and de-
grade the performance of existing TIReID methods shown
in Figure 5. Based on the observation, in this paper, we
reveal and study a new problem in TIReID, i.e., noisy cor-
respondence (NC). Different from noisy labels, NC refers
to the false correspondences of image-text pairs in TIReID,
i.e., False Positive Pairs (FPPs): some negative image-text
pairs are used as positive ones for cross-modal learning. In-
evitably, FPPs will misguide models to overfit noisy super-
vision and collapse to suboptimal solutions due to the mem-
orization effect [1] of Deep Neural Networks (DNNs).

To address the NC problem, we propose a Robust Dual
Embedding method (RDE) for TIReID in this paper, which
benefits from an effective Confident Consensus Division
mechanism (CCD) and a novel Triplet Alignment Loss
(TAL). Specifically, CCD fuses the dual-grained decisions
to consensually divide the training data into clean and noisy
sets, thus providing more reliable correspondences for ro-
bust learning. To diversify the model grain, the basic
global embeddings (BGE) and token selection embeddings
(TSE) are presented for coarse-grained and fine-grained
cross-modal interactions respectively, thus capturing visual-
semantic associations comprehensively. Different from the
widely-used Triplet Ranking loss with the hardest negatives,
our TAL relaxes the similarity learning from the hardest
negative samples to all negative ones by applying an up-
per bound, which brings a stable solution for the collapse
of training under NC while also benefiting from the hardest
negatives mining to achieve promising performance. As a
result, our RDE can achieve robustness against NC thanks
to the proposed reliable supervision and stable triplet loss.
The contributions and innovations of this paper are summa-
rized as follows:

• We reveal and study a new and ubiquitous problem in
TIReID, termed noisy correspondence (NC). Different
from class-level noisy labels, NC refers to erroneous cor-
respondences in the person-description pairs that can mis-
lead the model to learn incorrect visual-semantic associ-
ations. To the best of our knowledge, this paper could be
the first work to explore this problem in TIReID.

• We propose a robust method, termed RDE, to mitigate
the adverse impact of NC through the proposed Confi-
dent Consensus Division (CCD) and novel Triplet Align-
ment Loss (TAL). By using CCD and TAL, RDE can ob-
tain convincing consensus pairs and reduce the mislead-
ing risks in training, thus embracing robustness against
NC.

• Extensive experiments on three public image-text person
benchmarks demonstrate the robustness and superiority
of our method. Our method achieves the best perfor-
mance both with and without synthetic noisy correspon-
dence on all three datasets.

2. Related Work
2.1. Text-to-Image Person Re-identification

Text-to-image person re-identification (TIReID) is a novel
and challenging task that aims to match a person image with
a given natural language description [2–4, 27, 29, 33, 43,
44, 55, 60]. Existing TIReID methods could be roughly
classified into two groups according to their alignment lev-
els, i.e., global-matching methods [45, 61, 62] and local-
matching methods [16, 42, 46]. The former try to learn
cross-modal embeddings in a common latent space by em-
ploying textual and visual backbones with a matching loss
(e.g., CMPM/C loss [60] and Triplet Ranking loss [12]) for
TIReID. However, these methods mainly focus on global
features while ignoring the fine-grained interactions be-
tween local features, which limits their performance im-
provement. To achieve fine-grained interactions, some of
the latter methods explore explicit local alignments between
body regions and textual entities for more refined align-
ments. However, these methods require more computa-
tional resources due to the complex local-level associations.
Recently, inspired and benefited from vision-language pre-
training models [40], some methods [19, 24, 53] expect
to use the learned rich alignment knowledge of pre-trained
models for local- or global-alignments. Although these
methods achieve promising performance, almost all of them
implicitly assume that all input training pairs are correctly
aligned, which is hard to meet in practice due to the ubiq-
uitous noise. In this paper, we address the inevitable and
challenging noisy correspondence problem in TIReID.

2.2. Learning with Noisy Correspondence

As a special learning paradigm with noisy labels [14,
26, 32] in multi-modal/view community [21, 37, 37, 38,
57], the studies for noisy correspondence (NC) have re-
cently attracted more and more attention in various tasks,
e.g., video-text retrieval [59], visible-infrared person re-
identification [31, 56, 58], and image-text matching [23,
36], which means that the negative pairs are wrongly treated
as positive ones, i.e., false positive pairs (FPPs). To handle
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Figure 2. The overview of our RDE. (a) is the illustration of the cross-modal embedding model used in RDE, which consists of basical
global embedding (BGE) and token selection embedding (TSE) modules with different granularity. By integrating them, RDE can capture
coarse-grained cross-modal interactions while selecting informative local token features to encode more fine-grained representations for
a more accurate similarity. (b) shows the core of RDE to achieve robust similarity learning, which consists of Confident Consensus
Division (CCD) and Triplet Alignment Loss (TAL). CCD performs consensus division to obtain confident clean training data, thus avoiding
misleading from noisy pairs. Unlike traditional Triplet Ranking Loss (TRL) [12], TAL exploits an upper bound to consider all negative
pairs, thus embracing more stable learning.

this problem, numerous methods are proposed to learn with
NC, which can be broadly categorized into sample selec-
tion [18, 23, 59] and robust loss functions [22, 36, 39, 56].
The former commonly leverage the memorization effect of
DNNs [1] to gradually distinguish the noisy data, thus pay-
ing more attention to clean data while less attention to noisy
data. Differently, the latter methods aim to develop noise-
tolerance loss functions to improve the robustness of model
training against NC. Although the aforementioned methods
achieve promising performance in various tasks, they are
not specifically designed for TIReID and may be inefficient
or ineffective in person re-identification. In this paper, we
propose a well-designed method to tackle the NC problem
in TIReID, which not only performs superior in noisy sce-
narios but also achieves promising performance in ordinary
scenarios.

3. Methodology
3.1. Problem Statement

The purpose of TIReID is to retrieve a pedestrian im-
age from the gallery set that matches the given textual
description. For clarity, we represent the gallery set as
V = {Ii, ypi , yvi }Nv

i=1 and the corresponding text set as
T = {Ti, y

v
i }Nt

i=1, where Nv is the number of images,
Nt is the number of texts, ypi ∈ Yp = {1, · · · , C} is
the class label (person identify), C is the number of iden-
tifies, and yvi ∈ Yv = {1, · · · , Nv} is the image label.
The image-text pair set used in TIPeID can be defined as

P = {(Ii, Ti), y
v
i , y

p
i }Ni=1, where the cross-modal samples

of each pair have the same image label yvi and class label ypi .
We define a binary correspondence label lij ∈ {0, 1} to in-
dicate the matched degree of any image-text pair. If lij = 1,
the pair (Ii, Tj) is matched (positive pair), otherwise it is
not (negative pair). In practice, due to ubiquitous annota-
tion noise, some unmatched pairs (lij = 0) are wrongly
labeled as matched (lij = 1), resulting in noisy correspon-
dences (NCs) and performance degradation. To handle NC
for robust TIReID, we present an RDE that leverages the
Confident Consensus Division (CCD) and Triplet Align-
ment Loss (TAL) to mitigate the negative impact of label
noise.

3.2. Cross-modal Embedding Model

In this section, we describe the cross-modal model used
in our RDE. Following previous work [24], we utilize
the visual encoder fv and textual encoder f t of the pre-
trained model CLIP as modality-specific encoders to obtain
token representations and implement cross-modal interac-
tions through two embedding modules.

3.2.1 Token Representations

Give an input image Ii ∈ V , we use the visual encoder fv

of CLIP to tokenize the image into a discrete token rep-
resentation sequence with a length of N◦ + 1, i.e., V i =
fv(Ii) = {vi

g,v
i
1,v

i
2, · · · ,vi

N◦
}⊤ ∈ R(N◦+1)×d, where d

is the dimensionality of the shared latent space. These fea-



tures include an encoded feature vi
g of the [CLS] token and

patch-level local features {vi
j}N◦

j=1 of N◦ fixed-sized non-
overlapping patches of Ii, wherein vi

g can represent the
global representation. For an input text Ti ∈ T , we ap-
ply the textual encoder f t of CLIP to obtain global and lo-
cal representations. Specifically, following IRRA [24], we
first tokenize the input text Ti using lower-cased byte pair
encoding (BPE) with a 49,152 vocab size into a token se-
quence. The token sequence is bracketed with [SOS] and
[EOS] tokens to represent the beginning and end of the se-
quence. Then, we feed the token sequence into ft to obtain
the features T i = {tis, ti1, · · · , tiN⋄

, tie}⊤ ∈ R(N⋄+2)×d,
where tis and tie are the features of [SOS] and [EOS] tokens
and {vi

j}N⋄
j=1 are the word-level local features of N⋄ word

tokens of text Ti. Generally, the tie can be regarded as the
sentence-level global feature of Ti.

3.2.2 Dual Embedding Modules

To measure the similarity between any image-text pair
(Ii, Tj), we can directly use the global features of [CLS]
and [EOS] tokens to compute the Basic Global Embed-
ding (BGE) similarity by the cosine similarity, i.e., Sb

ij =

vi
gt

j
e
⊤/∥vi

g∥∥tje∥, where the global features represent the
global embedding representations of two modalities. How-
ever, optimizing the BGE similarities alone may not capture
the fine-grained interactions between two modalities, which
will limit performance improvement. To address this issue,
we exploit the local features of informative tokens to learn
more discriminative embedding representations, thus min-
ing the fine-grained correspondences. In CLIP, the global
features of the tokens ([CLS] and [EOS]) are obtained by
a weighted aggregation of all local token features. These
weights reflect the correlation between the global token and
each local token. Following previous methods [53, 63], we
could select the informative tokens based on these correla-
tion weights to aggregate local features for a more represen-
tative global embedding.

In practice, these correlation weights can be obtained
directly in the self-attention map of the last Transformer
blocks of fv and f t, which reflects the relevance among
the input 1 + N◦ (or 2 + N⋄) tokens. Given the output
self-attention map Av

i ∈ R(1+N◦)×(1+N◦) of image Ii, the
correlation weights between global token and local tokens
are {avi,j}N◦

j=1 = av
i = Av

i [0, 1 : N◦ +1] ∈ RN◦ . Similarly,
for text Ti, the correlation weights are {ati,j}N⋄

j=1 = at
i =

At
i[0, 1 : N⋄ + 1] ∈ RN⋄ , where At

i ∈ R(2+N⋄)×(2+N⋄)

is the output self-attention map for text Ii. Then, we select
a proportion (TopK) of the corresponding token features
with higher scores for embedding. Specifically, for Ii, the
selected token sequences and correlation weights are reor-
ganized as V s

i = {vi
j}j∈Kv

i
and âv

i = {avi,j}j∈Kv
i
, where

Kv
i ∈ R⌊RN◦⌋ is the set of indices for the selected local

tokens of Ii and R is the selection ratio. For text Ti, the
selected token sequences and correlation weights are also
reorganized as T s

i = {tij}j∈Kt
i

and ât
i = {ati,j}j∈Kt

i
,

where Kt
i ∈ Rmin(⌊RN ′

⋄⌋,N⋄) is the set of indices for the
selected local tokens of Ti. N ′

⋄ is the maximum input se-
quence length of f t. For Ii and Ti, we perform an em-
bedding transformation on these selected token features to
obtain subtle representations, instead of using complex fine-
grained correspondence discovery used in CFine [53]. The
transformation is performed by an embedding module like
the residual block [20], as follows:

vi
tse =MaxPool(MLP (V̂

s

i ) + FC(V̂
s

i )),

titse =MaxPool(MLP (T̂
s

i ) + FC(T̂
s

i )),
(1)

where MaxPool(·) is the max-pooling function, MLP (·)
is a multi-layer perceptron (MLP) layer, FC(·) is a linear
layer, V̂

s

i = L2Norm(V s
i ), and T̂

s

i = L2Norm(T s
i ).

L2Norm(·) is the ℓ2-normalization function to normalize
features. Finally, for any pair (Ii, Tj), we compute the co-
sine similarity St

ij between vi
tse and tjtse as the Token Se-

lection Embedding (TSE) similarity to measure the cross-
modal matching degree for auxiliary training and inference.

3.3. Robust Similarity Learning

In this section, we detail how we use the image-text sim-
ilarities computed by the dual embedding modules for ro-
bust TIReID, which involves Confident Consensus Division
(CCD) and Triplet Alignment Loss (TAL).

3.3.1 Confident Consensus Division

To alleviate the negative impact of NC, the key is to filter
the possible noisy pairs in the training data, which directly
avoids false supervision information. Some previous work
in learning with noisy labels [17, 23, 26] are inspired by the
memorization effect [1] of DNNs to perform filtrations, i.e.,
the clean (easy) data tend to have a smaller loss value than
that of noisy (hard) data in early training. Based on this,
we can exploit the two-component Gaussian Mixture Model
(GMM) to fit the per-sample loss distributions computed by
the predictions of BGE and TSE to further identify the noisy
pairs in the training data. Specifically, given a cross-modal
model M, we first define the per-sample loss as:

ℓ(M,P) = {ℓi}Ni=1 =
{
L(Ii, Ti)

}N

i=1
, (2)

where L is the loss function for pair (Ii, Ti) ∈ P to bring
them closer in the shared latent space. In our method, L
is the proposed Ltal defined in Equation (11). Then, the
per-sample loss is fed into the GMM to separate clean and
noisy data, i.e., assigning the Gaussian component with a



lower mean value as a clean set and the other as a noisy one,
respectively. Following [23, 26], we use the Expectation-
Maximization algorithm to optimize the GMM and com-
pute the posterior probability p(k|ℓi) = p(k)p(ℓi|k)/p(ℓi)
for the i-th pair as the probability of being clean/noisy pair,
where k ∈ {0, 1} is used to indicate whether it is a clean
or a noisy component. Then, we set a threshold δ = 0.5
to {p(k = 0|li)}Ni=1 to divide the data into clean and noisy
sets, i.e.,

Pc ={(Ii, Ti)|p(k = 0|ℓi) > δ, ∀(Ii, Ti) ∈ P},
Pn ={(Ii, Ti)|p(k = 0|ℓi) ≤ δ, ∀(Ii, Ti) ∈ P}, (3)

where Pc and Pn are the divided clean and noisy sets,
respectively. For BGE and TSE, the divisions conducted
with Equation (13) are P = Pc

bge ∪ Pn
bge and P = Pc

tse ∪
Pn
tse, separately.

To obtain the final reliable divisions, we propose to ex-
ploit the consistency between the two divisions to find the
consensus part as the final confident clean set, i.e., P̂c =
Pc
bge ∩ Pc

tse. The rest of the data can be divided into
noisy and uncertain subsets, i.e., P̂n = Pn

bge ∩ Pn
tse and

P̂u = P − (P̂c ∪ P̂n). Finally, we exploit the divisions to
further recalibrate the correspondence labels, e.g., for i-th
pair, the process can be expressed as:

l̂ii =





1, if (Ii, Ti) ∈ P̂c,

0, if (Ii, Ti) ∈ P̂n,

Rand({0, 1}), if (Ii, Ti) ∈ P̂u,

(4)

where Rand(X) is the function to randomly select an ele-
ment from the collection X .

3.3.2 Triplet Alignment Loss

The Triplet Ranking Loss (TRL) is a common matching loss
that is widely used in cross-modal learning, and achieves
promising performance by employing the hardest negatives,
e.g., image-text matching [7], video-text retrieval [9], etc.
However, we find that this strategy may lead to bad local
minima or even model collapse for TIReID under NC in the
early stages of training. In contrast, the summation version
of TRL that considers all negative samples, namely TRL-
S, can maintain better stability and avoid model collapse,
but suffers from insufficient performance due to the lack of
attention to hard negatives (see Section 3.3.3 for more dis-
cussion). Therefore, we propose a novel Triplet Alignment
Loss (TAL) to guide TIReID, which differs from TRL in
that it relaxes the optimization of the hardest negatives to
all negatives with an upper bound (see Lemma 1). Thanks
to the relaxation, TAL reduces the risk of the optimization
being dominated by the hardest negatives, thereby making
the training more stable and comprehensive by considering

all pairs. For an input pair (Ii, Ti) in a mini-batch x, TAL
is defined as

Ltal(Ii, Ti) =
[
m− S+

i2t(Ii) + τ log(

K∑

j=1

qij exp(S(Ii, Tj)/τ))
]
+

+
[
m− S+

t2i(Ti) + τ log(

K∑

j=1

qji exp(S(Ij , Ti)/τ))
]
+
,

(5)
where m is a positive margin coefficient, τ is a tempera-
ture coefficient to control hardness, S(Ii, Tj) ∈ {Sb

ij , S
t
ij},

[x]+ ≡ max(x, 0), exp(x) ≡ ex, qij = 1 − lij , and K
is the size of x. From Lemma 1, as τ → 0, TAL ap-
proaches TRL and focuses more on hard negatives. Since
multiple positive pairs from the same identity may appear
in the mini-batch, S+

i2t(Ii) =
∑K

j=1 αijS(Ii, Tj) is the
weighted average similarity of positive pairs for image Ii,
where αij =

lij exp (S(Ii,Tj)/τ)∑N
k=1 lik exp (S(Ii,Tk)/τ)

. Similarly, S+
i2t(Ti) is

the weighted average similarity of positive pairs for text Ti.

Lemma 1 TAL is the upper bound of TRL, i.e.,

Ltrl(Ii, Ti) =
[
m− S+

i2t(Ii) + S(Ii, T̂i)
]
+

+
[
m− S+

t2i(Ti) + S(Îi, Ti)
]
+
≤ Ltal(Ii, Ti),

(6)

where T̂i ∈ {Tj |lij = 0,∀j ∈ {1, · · · ,K}} is the hardest
negative text for Ii and Îi ∈ {Ij |lji = 0,∀j ∈ {1, · · · ,K}}
is the hardest negative image for Ii, respectively.

3.3.3 Revisit Triplet Raking Loss

To explore the behaviors of the triplet losses in the noisy
case, we record the similarity distributions versus iterations
of TRL, TRL-S, and the proposed TAL under 50% noise.
From Figure 3a, one can see that the similarities of all pairs
are gradually gathered to 1 during training with TRL, i.e.,
all samples collapses to a narrow neighborhood space on a
hypersphere, resulting in a trivial solution and a bad perfor-
mance (3.64%). To delve deeper into the underlying rea-

Iteration

1e3
0

1
2

3
4

5
6

Sim
ilar

ity

0.800

0.825

0.850
0.875

0.900
0.925

0.950
0.975

1.000

De
ns

ity
1e

5

0

1

2

3

4

5

6

(a) TRL (3.64%)

Iteration

1e3
0

1
2

3
4

5
6

Sim
ilar

ity

0.0

0.2

0.4

0.6

0.8

1.0

De
ns

ity
1e

4

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

(b) TRL-S (44.93%)

Iteration

1e3
0

1
2

3
4

5
6

Sim
ilar

ity

0.2

0.3

0.4
0.5

0.6
0.7

0.8
0.9

1.0

De
ns

ity
1e

4

0

1

2

3

4

5

6

7

(c) TAL (63.35%)

Figure 3. The difference between TRL, TRL-S, and proposed TAL
on the similarity distribution versus iterations. The y-z plane rep-
resents the similarity density. The corresponding Rank-1 scores of
testing are placed in brackets for convenience.

son, we performed a gradient analysis. For ease of repre-
sentation and analysis, we only consider one direction since



image-to-text retrieval and text-to-image retrieval are sym-
metrical. And, we suppose that there is only one paired text
for each image in the mini-batch. Due to the truncation op-
eration [x]+, we only discuss the case of L > 0 that could
generate gradients. Taking the image-to-text direction as an
example, the gradients generated by TRL, TRL-S, and TAL
are

∂Ltrl

∂vi
= t̂i − ti,

∂Ltrl

∂ti
= −vi,

∂Ltrl

∂t̂i
= vi, (7)

∂Ltrls

∂vi
=

∑
j∈Z(tj − ti),

∂Ltrls

∂ti
= −|Z|vi,

∂Ltrls

∂tj
= vi,

(8)
∂Ltal

∂vi
=

∑K
j ̸=i βj(tj − ti),

∂Ltal

∂ti
= −vi,

∂Ltal

∂tj
= βjvi,

(9)
where Z = {z |

[
m − S(Ii, Ti) + S(Ii, Tz)

]
+

> 0, z ̸=
i, z ∈ {0, · · · ,K}}, βj =

exp(v⊤
i tj/τ)∑K

k ̸=i exp(v
⊤
i tk/τ)

, t̂i, tj and ti

are the hardest negative sample, negative sample, and pos-
itive sample of the anchor sample vi, respectively. Since
the hardest sample is most similar to the positive one, ∂trl

∂vi

would easily approach 0 and the gradients for other neg-
ative samples except for the hardest negative one are all
0, which may lead to bad local minima early on in train-
ing and even cause the worst-case scenario, i.e., model col-
lapse (see Figure 3a). Unlike TRL, TRL-S aims to push
all negative samples away from the anchor by a constant
margin and produces stronger gradients for the anchor, i.e.,
∥∂trls

∂vi
∥2 ≥ ∥∂trl

∂vi
∥2, thus avoiding model collapse (see Fig-

ure 3b). However, the drawback is that TRL-S treats every
negative sample equally while ignoring challenging ones,
which limits performance improvement. Different from
TRL and TRL-S, from Equation (22), our TAL can com-
prehensively consider all negative samples and exploits the
anchor-negative semantic relationships to adaptively adjust
the gradients for each negative, thus paying more attention
to hard negatives. As a result, TAL would avoid model
collapse under NC while achieving superior performance
(63.35% vs. 44.93% vs. 3.64%). More details for the
derivations of gradients are provided in the supplementary
material.

3.3.4 Training and Inference

To train the model robustly, we use the corrected label l̂ii
instead of the original correspondence label lii to compute
the final matching loss, i.e.,

Lm =

K∑

i=1

l̂ii(Lb(Ii, Ti) + Lt(Ii, Ti)), (10)

where Lb(Ii, Ti) and Lt(Ii, Ti) are the TAL losses com-
puted by Equation (11) with BGE and TSE similarities, re-
spectively. The training process of RDE is shown in Al-
gorithm 1. For the joint inference, we compute the final

Algorithm 1 The training process of our RDE

Input: The training data P with N image-text pairs, maxi-
mal epoch Ne, the cross-modal model M(Θ) , and the
hyper-parameters R,m, τ ;

1: Initialize the backbones with the weights of the pre-
trained CLIP except for the TSE module, which is ran-
domly initialized;

2: for e = 1, 2, · · · , Ne do
3: Calculate the per-sample loss ℓ(M,P);
4: Divide the training data with the predictions of BGE

and TSE using Equation (13), respectively;
5: Obtain the consensus divisions to recalibrate the cor-

respondence labels {l̂ii}Ni=1 with Equation (4);
6: for x in mini-batches {xm}Mm=1 do
7: Extract the BGE and TSE features of x;
8: Compute the similarities between K image-text

pairs in x with above features;
9: Calculate the final matching loss Lm with Equa-

tion (10);
10: Θ = Optimizer (Θ,Lm);
11: end for
12: end for
Output: The optimized parameters Θ̂.

similarity of the image-text pair as the average of the sim-
ilarities computed by both embedding modules, i.e., S =
(Sb + St)/2.

4. Experiments
In this section, we conduct extensive experiments to verify
the effectiveness and superiority of the proposed RDE on
three widely-used benchmark datasets.

4.1. Datasets and Settings

4.1.1 Datasets

In the experiments, we use the CHUK-PEDES [27], ICFG-
PEDES [8], and RSTPReid [62] datasets to evaluate our
RDE. We follow the data partitions used in IRRA [24]
to split the datasets into training, validation, and test sets,
wherein the ICFG-PEDES dataset only has training and val-
idation sets. More details are provided in the supplementary
material.

4.1.2 Evaluation Protocols

For all experiments, we mainly employ the popular Rank-K
metrics (K=1,5,10) to measure the retrieval performance. In
addition to Rank-K, we also adopt the mean Average Preci-
sion (mAP) and mean Inverse Negative Penalty (mINP) as
auxiliary retrieval metrics to further evaluate performance
following [24].



CUHK-PEDES ICFG-PEDES RSTPReid
Noise Methods R-1 R-5 R-10 mAP mINP R-1 R-5 R-10 mAP mINP R-1 R-5 R-10 mAP mINP

0%

SSAN Best 61.37 80.15 86.73 - - 54.23 72.63 79.53 - - 43.50 67.80 77.15 - -
IVT Best 65.59 83.11 89.21 - - 56.04 73.60 80.22 - - 46.70 70.00 78.80 - -
CFine Best 69.57 85.93 91.15 - - 60.83 76.55 82.42 - - 50.55 72.50 81.60 - -
IRRA Best 73.38 89.93 93.71 66.13 50.24 63.46 80.25 85.82 38.06 7.93 60.20 81.30 88.20 47.17 25.28
RDE Best 75.94 90.14 94.12 67.56 51.44 67.68 82.47 87.36 40.06 7.87 65.35 83.95 89.90 50.88 28.08

20%

SSAN Best 46.52 68.36 77.42 42.49 28.13 40.57 62.58 71.53 20.93 2.22 35.10 60.00 71.45 28.90 12.08
Last 45.76 67.98 76.28 40.05 24.12 40.28 62.68 71.53 20.98 2.25 33.45 58.15 69.60 26.46 10.08

IVT Best 58.59 78.51 85.61 57.19 45.78 50.21 69.14 76.18 34.72 8.77 43.65 66.50 75.70 37.22 20.47
Last 57.67 78.04 85.02 56.17 44.42 48.70 67.42 75.06 34.44 9.25 37.95 63.35 73.75 34.24 19.67

IRRA Best 69.74 87.09 92.20 62.28 45.84 60.76 78.26 84.01 35.87 6.80 58.75 81.90 88.25 46.38 24.78
Last 69.44 87.09 92.04 62.16 45.70 60.58 78.14 84.20 35.92 6.91 54.00 77.15 85.55 43.20 22.53

CLIP-C Best 66.41 85.15 90.89 59.36 43.02 55.25 74.76 81.32 31.09 4.94 54.45 77.80 86.70 42.58 21.38
Last 66.10 86.01 91.02 59.77 43.57 55.17 74.58 81.46 31.12 4.97 53.20 76.25 85.40 41.95 21.95

DECL Best 70.29 87.04 91.93 62.84 46.54 61.95 78.36 83.88 36.08 6.25 61.75 80.70 86.90 47.70 26.07
Last 70.08 87.20 92.14 62.86 46.63 61.95 78.36 83.88 36.08 6.25 60.85 80.45 86.65 47.34 25.86

RDE Best 74.46 89.42 93.63 66.13 49.66 66.54 81.70 86.70 39.08 7.55 64.45 83.50 90.00 49.78 27.43
Last 74.53 89.23 93.55 66.13 49.63 66.51 81.70 86.71 39.09 7.56 63.85 83.85 89.45 50.27 27.75

50%

SSAN Best 13.43 31.74 41.89 14.12 6.91 18.83 37.70 47.43 9.83 1.01 19.40 39.25 50.95 15.95 6.13
Last 11.31 28.07 37.90 10.57 3.46 17.06 37.18 47.85 6.58 0.39 14.10 33.95 46.55 11.88 4.04

IVT Best 50.49 71.82 79.81 48.85 36.60 43.03 61.48 69.56 28.86 6.11 39.70 63.80 73.95 34.35 18.56
Last 42.02 65.04 73.72 40.49 27.89 36.57 54.83 62.91 24.30 5.08 28.55 52.05 62.70 26.82 13.97

IRRA Best 62.41 82.23 88.40 55.52 38.48 52.53 71.99 79.41 29.05 4.43 56.65 78.40 86.55 42.41 21.05
Last 42.79 64.31 72.58 36.76 21.11 39.22 60.52 69.26 19.44 1.98 31.15 55.40 65.45 23.96 9.67

CLIP-C Best 64.02 83.66 89.38 57.33 40.90 51.60 71.89 79.31 28.76 4.33 53.45 76.80 85.50 41.43 21.17
Last 63.97 83.74 89.54 57.35 40.88 51.49 71.99 79.32 28.77 4.37 52.35 76.35 85.25 40.64 20.45

DECL Best 65.22 83.72 89.28 57.94 41.39 57.50 75.09 81.24 32.64 5.27 56.75 80.55 87.65 44.53 23.61
Last 65.09 83.58 89.26 57.89 41.35 57.49 75.10 81.23 32.63 5.26 55.00 80.50 86.50 43.81 23.31

RDE Best 71.33 87.41 91.81 63.50 47.36 63.76 79.53 84.91 37.38 6.80 62.85 83.20 89.15 47.67 23.97
Last 71.25 87.39 91.76 63.59 47.50 63.76 79.53 84.91 37.38 6.80 62.85 83.20 89.15 47.67 23.96

Table 1. Performance comparison under different noise rates on three benchmarks. “Best” means choosing the best checkpoint on the
validation set to test, and “Last” stands for choosing the checkpoint after the last training epoch to conduct inference. R-1,5,10 is an
abbreviation for Rank-1,5,10 (%) accuracy. The best and second-best results are in bold and underline, respectively.

4.1.3 Implementation Details

As mentioned earlier, we adopt the pre-trained model
CLIP [40] as our modality-specific encoders. In fairness,
we use the same version of CLIP-ViTB/16 as IRRA [24]
to conduct experiments. During training, we introduce
data augmentations to increase the diversity of the training
data. Specifically, we utilize random horizontal flipping,
random crop with padding, and random erasing to augment
the training images. For training texts, we employ random
masking, replacement, and removal for the word tokens as
the data augmentation. Moreover, the input size of images
is 384 × 128 and the maximum length of input word to-
kens is set to 77. We employ the Adam optimizer to train
our model for 60 epochs with a cosine learning rate decay
strategy. The initial learning rate is 1e − 5 for the original
model parameters of CLIP and the initial one for the net-
work parameters of TSE is initialized to 1e − 3. The batch
size is 64. Following IRRA [24], we adopt an early train-
ing process with a gradually increasing learning rate. For
hyperparameter settings, the margin value m of TAL is set
to 0.1, the temperature parameter τ is set to 0.015, and the
selection ratio R is 0.3.

4.2. Comparison with State-of-the-Art Methods

In this section, we evaluate the performance of our RDE on
three benchmarks under different scenarios. For a compre-
hensive comparison, we compare our method with several

state-of-the-art methods, including both ordinary methods
and robust methods. Moreover, we use two synthetic noise
levels (i.e., noise rates), 20%, and 50%, to simulate the
real-world scenario where the image-text pairs are not well-
aligned. We randomly shuffle the text descriptions to inject
NCs into the training data. We compare our RDE with five
state-of-the-art baselines: SSAN [8], IVT [45], IRRA [24],
DECL [36], and CLIP-C. SSAN, IVT, and IRRA are re-
cent ordinary methods that are not designed for NC. DECL
is a general framework that can enhance the robustness
of image-text matching methods against NC. We use the
model of IRRA as the base model of DECL for TIReID.
CLIP-C is a strong baseline that fine-tunes the CLIP(ViT-
B/16) model with only clean image-text pairs. We report
the results of both the best checkpoint on the validation set
and the last checkpoint to show the overfitting degree. Fur-
thermore, we also evaluate our RDE on the original datasets
without synthetic NC to demonstrate its superiority in Ta-
ble 1. We compare our RDE with two local-matching meth-
ods: SSAN [8] and CFine [53]); and two global-matching
methods: IVT [45] and IRRA [24]. More comparisons with
other methods are provided in the supplementary material.

From Table 1, one can see that our RDE achieves state-
of-the-art performance on three datasets and we can draw
three observations: (1) On the datasets with synthetic NC,
the ordinary methods suffer from remarkable performance
degradation or poor performance as the noise rate increases.
In contrast, our RDE achieves the best results on all met-



rics. Moreover, by comparing the ‘Best’ performance with
the ‘Last’ ones in Table 1, we can see that our RDE can
effectively prevent the performance deterioration caused by
overfitting against NC. (2) Compared with the robust frame-
work DECL and the strong baseline CLIP-C, our RDE also
shows obvious advantages, which indicates that our solu-
tion against NC is effective and superior in TIReID. For
instance, on CUHK-PEDES under 50% noise, our RDE
achieves 71.33%, 87.41%, and 91.81% in terms of Rank-
1,5,10 on the ‘Best’ rows, respectively, which surpasses
the best baseline DECL by a large margin, i.e., +6.11%,
+3.69%, and +2.53%, respectively. (3) On the datasets
without synthetic NC, our RDE outperforms all baselines
by a large margin. Specifically, RDE achieves performance
gains of +2.56%, +4.22%, and +5.15% in terms of Rank-1
compared with the best baseline IRRA on three datasets, re-
spectively, demonstrating the effectiveness and advantages
of our method.

4.3. Ablation Study

In this section, we conduct ablation studies on the CUHK-
PEDES dataset with 50% noise to investigate the effects
and contributions of each proposed component in RDE. We
compare different combinations of our components in Ta-
ble 2. From the experimental results, we could draw the
following observation: (1) RDE achieves the best perfor-
mance by using both BGE and TSE for joint inference,
which demonstrates that these two modules are complemen-
tary and effective. (2) RDE benefits from CCD, which can
enhance the robustness and alleviate the overfitting effect
caused by NC. (3) Our TAL outperforms the widely-used
Triplet Ranking Loss (TRL) and SDM loss [24], which
demonstrates the superior stability and robustness of our
TAL against NC.

No. Sb Se CCD Loss R-1 R-5 R-10 mAP mINP

#1 ✓ ✓ ✓ TAL 71.33 87.41 91.81 63.50 47.36
#2 ✓ ✓ ✓ TRL 6.40 16.08 22.14 6.53 2.51
#3 ✓ ✓ ✓ TRL-S 67.38 85.35 90.64 60.04 43.60
#4 ✓ ✓ ✓ SDM 69.33 86.99 91.68 61.99 45.34
#5 ✓ ✓ TAL 70.70 86.60 91.16 62.67 46.19
#6 ✓ ✓ TAL 69.07 86.09 91.13 61.69 45.40
#7 ✓ ✓ TAL 63.11 81.04 87.22 55.42 38.68

Table 2. Ablation studies on the CHUK-PEDES dataset.

4.4. Parametric Analysis

To study the impact of different hyperparameter settings
on performance, we perform sensitivity analyses for two
key hyperparameters (i.e., m and τ ) on the CHUK-PEDES
dataset with 50% noise. From Figure 4, we can see that:
(1) Too large or too small m will lead to suboptimal per-
formance. We choose m = 0.1 in all our experiments. (2)
Too small τ will cause training failure, while the increas-
ing τ will gradually decrease the separability (hardness) of

positive and negative pairs for suboptimal performance. We
choose τ = 0.015 in all our experiments.

0.0 0.1 0.2 0.3 0.4
m

58
60
62
64
66
68
70
72
74

Ra
nk

-1
 / 

m
AP

RanK-1
mAP

Fail

Figure 4. Variation of performance with different m and τ .

4.5. Robustness Study

In this section, we provide some visualization results during
cross-modal training to verify the robustness and effective-
ness of our method. As shown in Figure 5, one can clearly
see that our RDE not only achieves excellent performance
under noise but also effectively alleviates noise overfitting.
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Figure 5. Test performance (Rank-1) versus epochs on the CHUK-
PEDES and ICFG-PEDES datasets with 50% noise.

5. Conclusion
In this paper, we reveal and study a novel challenging prob-
lem of noisy correspondence (NC) in TIReID, which vi-
olates the common assumption of existing methods that
image-text data is perfectly aligned. To this end, we pro-
pose a robust method, i.e., RDE, to effectively handle the re-
vealed NC problem and achieve superior performance. Ex-
tensive experiments are conducted on three datasets to com-
prehensively demonstrate the superiority and robustness of
RDE both with and without synthetic NCs.
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Supplementary Material: Noisy-Correspondence Learning
for Text-Image Person Re-identification

In this supplementary material, we provide additional
information for RDE. More specifically, we first give de-
tailed proof and derivation for lemmas and gradients in Ap-
pendix A. In Appendix B, we detail the used datasets and
the compared baselines. In Appendix C, to further ver-
ify the robustness of RDE, we provide the re-identification
performance on three benchmark datasets under extremely
high noise rate, i.e., 80%. Besides, in Appendix D, we
provide more comparison results compared with state-of-
the-art methods to comprehensively verify the superiority
of our RDE. In Appendix E, we explore the impact of dif-
ferent selection ratios (R) on performance. In Appendix G,
we provide a large number of real noisy examples existing
in the three public datasets to conduct a case study, thus em-
phasizing our motivation. We also provide a more compre-
hensive robustness analysis to verify the robustness of RDE
in Appendix H. Finally, in Appendix I, we provide some
qualitative results to illustrate the advantages of our RDE.

A. Proof and Derivation

A.1. Proof for Lemma 1

Given an input image-text pair (Ii, Ti) in a mini-batch x,
TAL is defined as:

Ltal(Ii, Ti) =
[
m− S+

i2t(Ii) + τ log(

K∑

j=1

qij exp(S(Ii, Tj)/τ))
]
+

+
[
m− S+

t2i(Ti) + τ log(
K∑

j=1

qji exp(S(Ij , Ti)/τ))
]
+
,

(1)
where m is a positive margin coefficient, τ is a tempera-
ture coefficient to control hardness, S(Ii, Tj) ∈ {Sb

ij , S
t
ij},

[x]+ ≡ max(x, 0), exp(x) ≡ ex, qij = 1 − lij , and K
is the size of x. From Lemma 1, as τ → 0, TAL is close
to TRL and focuses more on hard negatives. Since multi-
ple positive pairs from the same identity may appear in the
mini-batch, S+

i2t(Ii) =
∑K

j=1 αijS(Ii, Tj) is the weighted
average similarity of positive pairs for image Ii, where
αij =

lij exp (S(Ii,Tj)/τ)∑N
k=1 lik exp (S(Ii,Tk)/τ)

. And, S+
i2t(Ti) is similar to

the definition of S+
i2t(Ii).

Lemma 1 TAL is the upper bound of TRL, i.e.,

Ltrl(Ii, Ti) =
[
m− S+

i2t(Ii) + S(Ii, T̂i)
]
+

+
[
m− S+

t2i(Ti) + S(Îi, Ti)
]
+
≤ Ltal(Ii, Ti),

(2)

where T̂i ∈ Ti = {Tj |lij = 0,∀j ∈ {1, 2, · · · ,K}} is the
hardest negative text for image Ii and Îi ∈ Ii = {Ij |lji =
0,∀j ∈ {1, 2, · · · ,K}} is the hardest negative image for
text Ii, respectively.

Proof 1 To prove Equation (2), we first take the image-to-
text direction as an example. For S(Ii, T̂i) in Equation (2),
we have that

S(Ii, T̂i) = max
Tj∈Ti

(S(Ii, Tj))

= max
Tj∈Ti

(
τ log exp (S(Ii, Tj))

1
τ

)

= τ log

(
max
Tj∈Ti

(
exp (S(Ii, Tj))

1
τ

))

≤ τ log


 ∑

Tj∈Ti

exp(S(Ii, Tj)/τ)




≤ τ log(
K∑

j=1

qij exp(S(Ii, Tj)/τ)),

(3)

where qij = 1− lij . Based on Equation (3), we have that

[
m− S+

i2t(Ii) + τ log(
K∑

j=1

qij exp(S(Ii, Tj)/τ))
]
+

≥
[
m− S+

i2t(Ii) + S(Ii, T̂i)
]
+
.

(4)

Similarly, in the text-to-image direction, we have that

[
m− S+

t2i(Ti) + τ log(
K∑

j=1

qji exp(S(Ij , Ti)/τ))
]
+

≥
[
m− S+

t2i(Ti) + S(Îi, Ti)
]
+
.

(5)

Thus, combining Equation (4) and Equation (5), we can get
Ltrl(Ii, Ti) ≤ Ltal(Ii, Ti). This completes the proof.

In this supplementary material, we provide additional
information for RDE. More specifically, we first give de-
tailed proof and derivation for lemmas and gradients in Ap-
pendix A. In Appendix B, we detail the used datasets and
the compared baselines. In Appendix C, to further ver-
ify the robustness of RDE, we provide the re-identification
performance on three benchmark datasets under extremely
high noise rate, i.e., 80%. Besides, in Appendix D, we
provide more comparison results compared with state-of-
the-art methods to comprehensively verify the superiority
of our RDE. In Appendix E, we explore the impact of dif-
ferent selection ratios (R) on performance. In Appendix F,
we provide a more ablation analysis. In Appendix G, we
provide a large number of real noisy examples existing in
the three public datasets to conduct a case study, thus em-
phasizing our motivation. We also provide a more compre-
hensive robustness analysis to verify the robustness of RDE
in Appendix H. Finally, in Appendix I, we provide some
qualitative results to illustrate the advantages of our RDE.

A. Proof and Derivation

A.1. Proof for Lemma 1(Lemma 2)

Given an input image-text pair (Ii, Ti) in a mini-batch x,
TAL is defined as:

Ltal(Ii, Ti) =
[
m− S+

i2t(Ii) + τ log(

K∑

j=1

qij exp(S(Ii, Tj)/τ))
]
+

+
[
m− S+

t2i(Ti) + τ log(

K∑

j=1

qji exp(S(Ij , Ti)/τ))
]
+
,

(11)
where m is a positive margin coefficient, τ is a tempera-
ture coefficient to control hardness, S(Ii, Tj) ∈ {Sb

ij , S
t
ij},

[x]+ ≡ max(x, 0), exp(x) ≡ ex, qij = 1 − lij , and K
is the size of x. From Lemma 1, as τ → 0, TAL is close
to TRL and focuses more on hard negatives. Since multi-
ple positive pairs from the same identity may appear in the
mini-batch, S+

i2t(Ii) =
∑K

j=1 αijS(Ii, Tj) is the weighted
average similarity of positive pairs for image Ii, where
αij =

lij exp (S(Ii,Tj)/τ)∑N
k=1 lik exp (S(Ii,Tk)/τ)

. And, S+
i2t(Ti) is similar to

the definition of S+
i2t(Ii).

Lemma 2 TAL is the upper bound of TRL, i.e.,

Ltrl(Ii, Ti) =
[
m− S+

i2t(Ii) + S(Ii, T̂i)
]
+

+
[
m− S+

t2i(Ti) + S(Îi, Ti)
]
+
≤ Ltal(Ii, Ti),

(12)

where T̂i ∈ Ti = {Tj |lij = 0,∀j ∈ {1, 2, · · · ,K}} is the
hardest negative text for image Ii and Îi ∈ Ii = {Ij |lji =
0,∀j ∈ {1, 2, · · · ,K}} is the hardest negative image for
text Ii, respectively.

Proof 1 To prove Equation (12), we first take the image-to-
text direction as an example. For S(Ii, T̂i) in Equation (12),
we have that

S(Ii, T̂i) = max
Tj∈Ti

(S(Ii, Tj))

= max
Tj∈Ti

(
τ log exp (S(Ii, Tj))

1
τ

)

= τ log

(
max
Tj∈Ti

(
exp (S(Ii, Tj))

1
τ

))

≤ τ log


 ∑

Tj∈Ti

exp(S(Ii, Tj)/τ)




≤ τ log(

K∑

j=1

qij exp(S(Ii, Tj)/τ)),

(13)

where qij = 1− lij . Based on Equation (13), we have that

[
m− S+

i2t(Ii) + τ log(

K∑

j=1

qij exp(S(Ii, Tj)/τ))
]
+

≥
[
m− S+

i2t(Ii) + S(Ii, T̂i)
]
+
.

(14)

Similarly, in the text-to-image direction, we have that

[
m− S+

t2i(Ti) + τ log(

K∑

j=1

qji exp(S(Ij , Ti)/τ))
]
+

≥
[
m− S+

t2i(Ti) + S(Îi, Ti)
]
+
.

(15)

Thus, combining Equation (14) and Equation (15), we can
get Ltrl(Ii, Ti) ≤ Ltal(Ii, Ti). This completes the proof.



A.2. Derivation for Gradient

In this appendix, we provide more details of gradient deriva-
tion. For ease of representation and analysis, we only con-
sider one direction like [30] since image-to-text retrieval
and text-to-image retrieval are symmetrical. Besides, we
suppose that there is only one paired text for each image in
the mini-batch. Thus, TRL, TRL-S, and TAL are simplified
as follows:

Ltrl(Ii, Ti) =
[
m− v⊤

i ti + v⊤
i t̂i

]
+
,

Ltrls(Ii, Ti) =

K∑

j ̸=i

[
m− v⊤

i ti + v⊤
i tj

]
+
,

Ltal(Ii, Ti) =
[
m− v⊤

i t̂i + τ log(

K∑

j ̸=i

e(v
⊤
i tj/τ))

]
+
,

(16)
where t̂i, tj and ti are the hardest negative sample, nega-
tive sample, and positive sample of the anchor sample vi,
respectively. These ℓ2-normalized features are embedded
by the modality-specifical models, i.e., fΘv (·) and fΘt(·).
Due to the truncation operation [x]+, we only discuss the
case of L > 0 that could generate gradients. For TRL, the
gradients to the parameters Θv and Θt are:

∂Ltrl

∂Θv
=

∂Ltrl

∂vi

∂vi

∂Θv
,

∂Ltrl

∂Θt
=

∂Ltrl

∂t̂i

∂t̂i
∂Θt

+
∂Ltrl

∂ti

∂ti
∂Θt

.

(17)

Since the learning of normalized features can be viewed as
the movement process of points on a unit hyperplane, we
only consider the loss gradients with respect to vi, v̂i, and
ti are:

∂Ltrl

∂vi
= t̂i − ti,

∂Ltrl

∂ti
= −vi,

∂Ltrl

∂t̂i
= vi. (18)

For TRL-S, the gradients to the parameters Θv and Θt are:

∂Ltrls

∂Θv
=

∂Ltrls

∂vi

∂vi

∂Θv
,

∂Ltrls

∂Θt
=

∑

j∈Z

∂Ltrls

∂tj

∂tj
∂Θt

+
∂Ltrls

∂ti

∂ti
∂Θt

.
(19)

Thus, for vi, vj , and ti, the gradients are:

∂Ltrls

∂vi
=

∑

j∈Z
(tj − ti),

∂Ltrls

∂tj
= vi,∀j ∈ Z,

∂Ltrls

∂ti
= −

∑

j∈Z
vi = −|Z|vi,

(20)

where Z = {z |
[
m − S(Ii, Ti) + S(Ii, Tz)

]
+

> 0, z ̸=
i, z ∈ {0, · · · ,K}}. For our TAL, the gradients to the pa-

rameters Θv and Θt are:

∂Ltal

∂Θv
=

∂Ltal

∂vi

∂vi

∂Θv
,

∂Ltal

∂Θt
=

∑

j ̸=i

∂Ltal

∂tj

∂tj
∂Θt

+
∂Ltal

∂ti

∂ti
∂Θt

.
(21)

Thus, the gradients for vi, vj ti are:

∂Ltal

∂vi
=

K∑

j ̸=i

βjtj − ti =

K∑

j ̸=i

βj(tj − ti),

∂Ltal

∂ti
= −vi,

∂Ltal

∂tj
= βjvi,

(22)

where βj =
exp(v⊤

i tj/τ)∑K
k ̸=i exp(v

⊤
i tk/τ)

.

B. Dataset and Baseline Description
B.1. Datasets.

To verify the effectiveness and superiority of RDE, we use
three widely-used image-text person datasets to conduct ex-
periments. A brief introduction of these datasets is given as
follows:
• CHUK-PEDES [27] is the first large-scale benchmark to

dedicate TIReID, which includes 40,206 person images
and 80,412 text descriptions for 13,003 unique identities.
We follow the official data split to conduct experiments,
i.e., 11,003 identities for training, 1,000 identities for val-
idation, and the rest of the 1,000 identities for testing.

• ICFG-PEDES [8] is a widely-used benchmark collected
from the MSMT17 dataset [51] and consists of 54,522 im-
ages for 4,102 unique persons and each image has a cor-
responding textual description. We follow the data split
used by most TIReID methods [24, 45], i.e., a training set
with 3,102 identifies and a validation set with 1,000 iden-
tifies. Note that we uniformly used the validation perfor-
mance as the test performance due to its lack of a test set.

• RSTPReid [62] is another benchmark dataset constructed
from the MSMT17 dataset [51] for TIReID. RSTPReid
contains 20,505 images for 4,101 identities, wherein each
person has 5 images and each image is paired with 2
text descriptions. Following the official data split, we use
3,701 identities for training, 200 identities for validation,
and the remaining 200 identities for testing.

B.2. Baselines.

To verify the effectiveness and robustness of our method in
the NC scenario, we provide the comparison results with
5 baselines that have published code. We introduce each
baseline as follows:
• SSAN1 [8] is a local-matching method for TIReID, which

mainly benefits from a proposed multiview non-local net-
1https://github.com/zifyloo/SSAN



CUHK-PEDES ICFG-PEDES RSTPReid
Noise Methods R-1 R-5 R-10 mAP mINP R-1 R-5 R-10 mAP mINP R-1 R-5 R-10 mAP mINP

80%

SSAN Best 0.18 0.83 1.45 0.47 0.24 0.28 0.99 1.90 0.27 0.15 0.65 3.25 5.95 1.30 0.70
Last 0.13 0.67 1.46 0.42 0.21 0.18 1.01 1.77 0.25 0.14 0.65 2.95 5.85 1.32 0.68

IVT Best 34.03 55.49 66.16 33.90 23.29 21.10 37.10 45.64 13.68 2.32 15.15 30.00 40.50 14.98 7.79
Last 10.61 23.81 31.38 11.13 5.72 5.64 12.48 17.15 4.00 0.69 4.95 13.55 19.75 6.07 2.85

IRRA Best 38.63 56.69 64.18 34.60 21.84 28.19 44.14 51.27 14.36 1.41 29.65 46.65 54.50 23.77 11.32
Last 9.06 19.69 25.65 8.26 3.18 8.68 18.76 24.50 3.65 0.27 8.15 21.00 29.05 7.28 2.40

CLIP-C Best 57.38 78.05 84.97 51.08 34.83 44.84 65.24 73.27 24.27 3.42 47.80 72.70 81.75 37.50 18.09
Last 57.05 78.09 85.07 51.14 35.05 44.65 65.26 73.45 24.20 3.44 44.60 70.75 80.20 35.67 17.09

DECL Best 47.90 71.57 80.17 44.51 29.86 40.53 61.49 69.84 21.78 2.97 48.15 72.20 80.75 37.31 18.83
Last 46.57 70.19 78.48 42.93 27.91 39.91 61.16 69.51 21.56 2.89 45.85 71.05 81.00 35.34 16.35

RDE Best 64.99 83.15 89.52 57.84 41.07 56.02 74.00 80.62 30.67 4.60 53.40 76.70 85.55 39.71 18.28
Last 64.91 83.20 89.54 57.83 41.07 55.96 74.09 80.61 30.79 4.62 52.35 76.85 84.90 39.92 17.72

Table 3. Performance comparison under 80% noise rate on three benchmarks. “Best” means choosing the best checkpoint on the validation
set to test, and “Last” stands for choosing the checkpoint after the last training epoch to conduct inference. R-1,5,10 is an abbreviation for
Rank-1,5,10 (%) accuracy. The best and second-best results are in bold and underline, respectively.

work that could capture the local relationships, thus es-
tablishing better correspondences between body parts and
noun phrases. Besides, SSAN also exploits a compound
ranking loss to make an effective reduction of the intra-
class variance in textual features.

• IVT2 [45] is an implicit visual-textual framework, which
belongs to the global-matching method. To explore fine-
grained alignments, IVT utilizes two implicit semantic
alignment paradigms, i.e., multi-level alignment (MLA)
and bidirectional mask modeling (BMM). MLA aims to
see “finer” by exploring local and global alignments from
three-level matchings. BMM aims to see “more” by min-
ing more semantic alignments from random masking for
both modalities.

• IRRA3 [24] is a recent state-of-art global-matching
method that could learn relations between local visual-
textual tokens and enhances global alignments without
requiring additional prior supervision. IRRA exploits a
novel similarity distribution matching to minimize the KL
divergence between the similarity distributions and the
normalized label matching distributions for better perfor-
mance.

• CLIP-C is a quite strong baseline that fine-tunes the orig-
inal CLIP4 model with only clean image-text pairs. We
use the same version as IRRA, i.e., ViTB/16, for a fair
comparison and use InfoNCE loss [35] to optimize the
model.

• DECL5 [36] is an effective robust image-text match-
ing framework, which utilizes the cross-modal evidential
learning paradigm to capture and leverage the uncertainty
brought by noise to isolate the noisy pairs. Since TIReID
can be treated as the sub-task of instance-level image-text
2https://github.com/TencentYoutuResearch/PersonRetrieval-IVT
3https://github.com/anosorae/IRRA
4https://github.com/openai/CLIP
5https://github.com/QinYang79/DECL

matching, DECL also can be used to ease the negative
impact of NCs in TIReID. In this paper, we exploit the
used model of IRRA [24] as the base model of DECL for
robust TIReID.

C. The Results under Extreme Noise

To further verify the effectiveness and robustness of our
method, we report comparison results under extremely high
noise, i.e., 80%. From the results in Table 3, one can see that
our RDE achieves the best performance and can effectively
alleviate the performance degradation caused by noise over-
fitting. For example, compared with the ‘Best’ rows, our
RDE surpasses the best baselines by +7.56%, +5.95%, and
+3.5% in terms of Rank-1 on the three datasets, respec-
tively.

D. More Comparisons

In this section, we follow the organization of IRRA [24]
and provide more comparative experimental results on three
benchmarks in Tables 4 to 6. From the results, our RDE
achieves the best results and exceeds the best baselines, i.e.,
+0.92%, +2.63%, and +0.15% in terms of Rank-1 on three
datasets, respectively.

E. Study on the Selection Ratio

Figure 6 shows the variation of performance with different
selection ratio R. From the figure, one can see that too
large or too small R will cause suboptimal performance.
We think that a small R will cause too much information
loss and poor embedding presentations, while too large will
focus on too many meaningless features. For this reason,
we recommend R to be set between 0.3∼0.5. Thus, R is
set to 0.3 in all our experiments.



Methods Ref. Image Enc. Text Enc. R-1 R-5 R-10 mAP mINP

CMPM/C [60] ECCV’18 RN50 LSTM 49.37 - 79.27 - -
TIMAM [41] ICCV’19 RN101 BERT 54.51 77.56 79.27 - -
ViTAA [48] ECCV’20 RN50 LSTM 54.92 75.18 82.90 51.60 -
NAFS [16] arXiv’21 RN50 BERT 59.36 79.13 86.00 54.07 -
DSSL [62] MM’21 RN50 BERT 59.98 80.41 87.56 - -
SSAN [8] arXiv’21 RN50 LSTM 61.37 80.15 86.73 -
Lapscore [52] ICCV’21 RN50 BERT 63.40 - 87.80 - -
ISANet [54] arXiv’22 RN50 LSTM 63.92 82.15 87.69 - -
LBUL [50] MM’22 RN50 BERT 64.04 82.66 87.22 - -
Han et al.2021 BMVC’21 CLIP-RN101 CLIP-Xformer 64.08 81.73 88.19 60.08 -
SAF [28] ICASSP’22 ViT-Base BERT 64.13 82.62 88.40 - -
TIPCB [5] Neuro’22 RN50 BERT 64.26 83.19 89.10 - -
CAIBC [49] MM’22 RN50 BERT 64.43 82.87 88.37 - -
AXM-Net [13] MM’22 RN50 BERT 64.44 80.52 86.77 58.73 -
LGUR [42] MM’22 DeiT-Small BERT 65.25 83.12 89.00 - -
IVT [45] ECCVW’22 ViT-Base BERT 65.59 83.11 89.21 - -
CFine [53] TIP’23 CLIP-ViT BERT 69.57 85.93 91.15 - -
IRRA [24] CVPR’23 CLIP-ViT CLIP-Xformer 73.38 89.93 93.71 66.13 50.24
BiLMa [15] ICCVW’23 CLIP-ViT CLIP-Xformer 74.03 89.59 93.62 66.57 -
PBSL [44] ACMMM’23 RN50 BERT 65.32 83.81 89.26 - -
BEAT[33] ACMMM’23 RN101 BERT 65.61 83.45 89.54 - -
LCR2S [55] ACMMM’23 RN50 TextCNN 67.36 84.19 89.62 59.24
DCEL [29] ACMMM’23 CLIP-ViT CLIP-Xformer 75.02 90.89 94.52 - -
UniPT [43] ICCV’23 CLIP-ViT CLIP-Xformer 68.50 84.67 - - -
RaSa [2] IJCAI’23 ALBEFF ALBEFF 76.51 90.29 94.25 69.38
RaSaTCL [2] IJCAI’23 TCL TCL 73.23 89.20 93.32 66.43 -
TBPS [4] Arxiv’23 CLIP-ViT CLIP-Xformer 73.54 88.19 92.35 65.38 -

Our RDE - CLIP-ViT CLIP-Xformer 75.94 90.14 94.12 67.56 51.44

Table 4. Performance comparisons on the CUHK-PEDES dataset. The best results are in bold.

Methods R-1 R-5 R-10 mAP mINP

Dual Path [61] 38.99 59.44 68.41 - -
CMPM/C [60] 43.51 65.44 74.26 - -
ViTAA [48] 50.98 68.79 75.78 - -
SSAN [8] 54.23 72.63 79.53 - -
IVT [45] 56.04 73.60 80.22 - -
ISANet [54] 57.73 75.42 81.72 - -
CFine [53] 60.83 76.55 82.42 - -
IRRA [24] 63.46 80.25 85.82 38.06 7.93
BiLMa [15] 63.83 80.15 85.74 38.26 -
PBSL [44] 57.84 75.46 82.15 - -
BEAT[33] 58.25 75.92 81.96 - -
LCR2S [55] 57.93 76.08 82.40 38.21 -
DCEL [29] 64.88 81.34 86.72 - -
UniPT [43] 60.09 76.19 - - -
RaSa [2] 65.28 80.40 85.12 41.29 -
RaSa∗TCL [2] 63.29 79.36 84.36 39.23 -
TBPS [4] 65.05 80.34 85.47 39.83 -

Our RDE 67.68 82.47 87.36 40.06 7.87

Table 5. Performance comparisons on the ICFG-PEDES dataset.
The best results are in bold. ‘*’ indicates our reproducible results.

Methods R-1 R-5 R-10 mAP mINP

DSSL [62] 39.05 62.60 73.95 - -
SSAN [8] 43.50 67.80 77.15 - -
LBUL [50] 45.55 68.20 77.85 - -
IVT [45] 46.70 70.00 78.80 - -
CFine [53] 50.55 72.50 81.60 - -
IRRA [24] 60.20 81.30 88.20 47.17 25.28
BiLMA [15] 61.20 81.50 88.80 48.51 -
PBSL [44] 47.80 71.40 79.90 - -
BEAT[33] 48.10 73.10 81.30 - -
LCR2S [55] 54.95 76.65 84.70 40.92 -
DCEL [29] 61.35 83.95 90.45 - -
RaSa [2] 66.90 86.50 91.35 52.31 -
RaSa∗TCL [2] 65.20 84.05 89.85 50.14 -
TBPS [4] 61.95 83.55 88.75 48.26 -

Our RDE 65.35 83.95 89.90 50.88 28.08

Table 6. Performance comparisons on the RSTPReid dataset. The
best results are in bold. ‘*’ indicates our reproducible results.

F. Ablation Study

F.1. Ablation analysis for TSE

To verify the design rationality of TSE in our RDE, we con-
duct dedicated ablation experiments on TSE. The results are
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Figure 6. Variation of performance with different R ∈ [0, 1].

This man 
has short 
black hair 
and he's 
wearing a 
white t shirt 
khaki 
colored 
pants and 
he's carrying 
a black bag.

A woman 
wearing a 
tight fitting, 
low cut, 
black dress 
and a pair of 
black high 
heel dress 
shoes.

Occlusion

A woman 
wearing a 
black shirt, a 
pair of white 
shorts and a 
pair of dark 
black shoes.

She looks 
like she is 
confident. 
She looks 
like she 
works out 
many days, 
and she 
could be tall.

Semantic 
irrelevance

(a) (b) (c)

There is no 
photo 
available. 
It is blank. 
All I see is 
a white 
screen.

Semantic 
irrelevance

She is 
wearing 
dark shoes 
and black 
black 
pants with 
a gray 
shirt.  Her 
hair is in a 
ponytail.

(d) (e) (f)

Figure 7. The examples of noisy correspondence identified by
CCD on the CUHK-PEDES dataset.

A man in his thirties 
has short black hair. 
He is wearing a black 
puffer jacket and 
navy-blue pants. He 
is also wearing 
brown wingtip shoes. 
He is carrying a 
black backpack and 
holding a white 
cellphone.

A woman with short 
black hair is wearing a 
long black coat and 
black gloves. He is 
carrying a brown 
handbag in one hand 
and a white shopping 
bag with red detailing 
in the other.

A man in a red beanie 
is wearing a blue 
insulated jacket with 
slim-fitting purple 
jeans. He is pairing it 
with black with white 
detailing and is 
carrying a black 
backpack with gray 
detailing. He also had 
a strap running 
diagonally down his 
torso.

A fit man has short 
black hair and he looks 
he is in his early thirties. 
He is wearing a black 
fur-lined hooded puffer 
jacket with a black and 
blue checkers pattern 
jogger pants. He is 
wearing black and white 
sports shoes that have 
orange laces and green 
colored details and also 
holding a phone.

A young man in his 
thirties with short 
black hair is wearing a 
blue blouson jacket 
with long sleeve and a 
pair of blue fitted 
pants. He is also 
wearing grey canvas 
shoes.

Bright light

A man in his early 
30's has a black 
medium length 
straight hair. He is 
wearing a sea-green 
colored hoodie 
bomber jacket, with 
a pair of black pants. 
He is also wearing a 
pair of black formal 
shoes. 

(d) (e) (f)

(a) (b) (c)

Figure 8. The examples of noisy correspondence identified by
CCD on the ICFG-PEDES dataset.

reported in Table 7. In the table, TSE′ means that the token
features encoded by CLIP are directly used for aggregation
to obtain the embedding representations instead of conduct-
ing embedding transformation. Also, we show the impact
of different pooling strategies on performance. From the

The man is 
wearing a black 
coat, black 
sweatpants, and 
black shoes.He
has short white 
hair.He is 
riding his 
bike.He was 
carrying a 
backpack.He
wears a pair of 
glasses.

A pedestrian, 
male, 
bespectacled, 
wearing a 
short military 
green hoodie, 
buff pants, 
and black 
shoes, was 
communicati
ng with a 
bystander.

The long-
haired girl, 
carrying a 
black bag, 
wearing a black 
and white 
down jacket, 
black running 
shoes and black 
sweatpants, 
walked by the 
side of the road 
in a hurry

A young 
man, 
carrying a 
blue bag, 
wearing a 
black jacket, 
blue overalls 
and black 
canvas shoes, 
was walking 
down the 
street door

A young 
woman, 
wearing 
black glasses, 
a plain white 
coat, blue 
jeans, and 
black 
running 
shoes, 
walked 
along the 
road

A man with 
black hair, 
wearing a 
gray and 
black shirt, 
black pants 
and black 
canvas shoes, 
carrying a 
bag, is 
walking

(a) (b) (c)

(d) (e) (f)

Figure 9. The examples of noisy correspondence identified by
CCD on the RSTPReid dataset.

results, our standard version of TSE obtains the best perfor-
mance, i.e., conducting the embedding transformation and
using the max-pooling strategy to obtain the TSE represen-
tations.

Methods Pool R-1 R-5 R-10 mAP mINP

TSE′ Avg. 67.22 84.96 90.03 60.22 43.84
TSE′ TopK. 67.35 85.36 90.51 60.21 43.54
TSE′ Max. 67.46 85.17 90.58 60.11 43.45
TSE Avg. 67.43 85.19 90.50 60.42 43.97
TSE TopK. 68.27 86.03 90.79 60.95 44.37
TSE Max. 71.33 87.41 91.81 63.50 47.36

Table 7. Performance comparisons with state-of-the-art methods
on the RSTPReid dataset. ’Avg.’, ’TopK.’, and ’Max.’ indicate the
use of average-pooling, topK-pooling (K=10), and max-pooling
strategies, respectively.

Noise No. Sb St CCD Loss R-1 R-5 R-10 mAP mINP

80%

#1 ✓ ✓ ✓ TAL 64.99 83.15 89.52 57.84 41.07
#2 ✓ ✓ ✓ TRL 2.18 6.45 10.48 2.65 0.83
#3 ✓ ✓ ✓ TRL-S 51.62 74.53 82.21 46.15 30.12
#4 ✓ ✓ ✓ SDM 58.32 79.03 85.79 51.27 34.00
#5 ✓ ✓ TAL 63.56 82.59 88.84 56.69 39.71
#6 ✓ ✓ TAL 61.70 81.61 87.95 55.11 38.34
#7 ✓ ✓ TAL 41.03 62.62 71.99 37.29 23.54

Table 8. Ablation studies on the CHUK-PEDES dataset.

F.2. Ablation study on High Noise

In this appendix, we provide more ablation studies on the
CUHK-PEDES dataset to investigate the effects and con-
tributions of each proposed component in RDE. The ex-
perimental results are shown in Table 8. The observations
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Figure 10. Test performance (Rank-1) versus epochs on three datasets with 20% noise.
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Figure 11. Test performance (Rank-1) versus epochs on three datasets with 50% noise.
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Figure 12. Test performance (Rank-1) versus epochs on three datasets with 80% noise.

and conclusions are consistent with those in the main text,
which also demonstrate the effectiveness of our method.

G. Case Study

In this section, we show a large number of real examples
of noisy pairs in three public datasets without synthetic
NCs in Figures 1 and 2 and ??, which are identified by
CCD. Note that for privacy and security, the face areas of
people in all images are blurred. From these examples,

one can see that there are various reasons for noisy corre-
spondences, e.g., occlusion (e.g., Figure 7(a,b)), lighting
(e.g., Figure 8(f)), and inaccurate noisy text descriptions
(e.g., Figure 7(c,f) and Figure 9(a-f)). But all in all, these
noisy pairs are real in these datasets and actually break the
implicit assumption that all training image-text pairs are
aligned correctly and perfectly at an instance level. Thus,
we reveal the noisy correspondence problem in TIReID and
propose a robust method, i.e., RDE, to particularly address
it.



(b) The pedestrian with 
long, dark hair carries a 
backpack. She wears a 
loose top, denim 
bottoms, and sandals. 

(d) This person has a 
white band in their  hair 
he or she is wearing a 
pancho in salmon color 
with a yellow bend on 
the bottom as well as a 
dark tight pants and 
dark shoes.

(a) A woman walking 
visible from the back is 
wearing a white shirt, 
black pants and has a 
green bag slung over her 
back and carrying a 
black object in her right 
hand.

(c) This person wearing 
the sneakers and dark 
hoodie is walking with a 
large shoulder bag.

Figure 13. Comparison of top-10 retrieved results on the CUHK-PEDES dataset between the baseline IRRA (the first row) and our RDE
(the second row) for each text query. The matched and mismatched person images are marked with red and blue rectangles, respectively.
All face areas of people in images are blurred for privacy and security.



H. Robustness Study
For a comprehensive robustness analysis, we provide more
performance curves versus epochs in Figures 10 to 12. It
can be seen from the Figure 10 that when the noise rate
is 20%, each baseline shows a certain degree of robust-
ness, and there is no obvious performance degradation due
to over-fitting noisy pairs. However, as the noise rate in-
creases, the non-robust methods (SSAN, IVT, and IRRA)
all show a curve that first rises and then falls. This tendency
is caused by the memorization effect that DNNs tend to
learn simple patterns before fitting noisy samples. Besides,
we can also find that when the noise rate is 80%, SSAN
fails and other non-robust methods (IVT and IRRA) also
have a serious performance drop. By contrast, thanks to the
CCD and TAL, our RDE can learn accurate visual-semantic
associations by obtaining confident clean training image-
text pairs, which can effectively and directly prevent over-
fitting noisy pairs, thus achieving robust cross-modal learn-
ing. From these figures, our method not only exhibits strong
robustness but also achieves excellent re-identification per-
formance.

I. Qualitative Results
To illustrate the advantages of our RDE, some retrieved ex-
amples for TIReID are presented in Figure 13. These results
are obtained by testing the model trained on the CUHK-
PEDES dataset with 20% NCs. From the examples, one
can see that our RDE obtains more accurate and reasonable
re-identification results. Simultaneously, in some inaccu-
rate results (e.g., the results (b) and (d)) obtained by IRRA,
we find that the visual information of the retrieved image
often only matches part of the text query, which indicates
that the model cannot learn complete alignment knowledge.
We think the reason is that the NCs mislead the model of
IRRA to focus on some wrong visual-semantic associations.
In contrast, our RDE could filter out erroneous correspon-
dences to learn reliable and accurate cross-modal knowl-
edge, thus achieving high robustness and better results.
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