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Abstract

In this work, we investigate a neural network based solver for optimal control problems (without /
with box constraint) for linear and semilinear second-order elliptic problems. It utilizes a coupled system
derived from the first-order optimality system of the optimal control problem, and employs deep neural
networks to represent the solutions to the reduced system. We present an error analysis of the scheme,
and provide L2(Ω) error bounds on the state, control and adjoint in terms of neural network parameters
(e.g., depth, width, and parameter bounds) and the numbers of sampling points. The main tools in
the analysis include offset Rademacher complexity and boundedness and Lipschitz continuity of neural
network functions. We present several numerical examples to illustrate the method and compare it with
two existing ones.
Key words: optimal control, neural network, error estimate, elliptic problem

1 Introduction

In the past decade, neural networks (NNs) have demonstrated remarkable performance across a wide range
of applications, e.g., computer vision, imaging, and natural language processing. These successes have
permeated into scientific computing, and NNs have become popular tools to approximate solutions to PDEs,
which represent one important class of mathematical models for describing physical phenomena. There have
been intensive activities in developing neural solvers for solving PDEs, e.g., deep Ritz method [16], deep
Galerkin method [46], weak adversarial network [52], deep least-squares method [11] and physics informed
neural networks [43]; see the reviews [27, 5, 48] for the details of the methods. All these solvers employ
NNs as the ansatz space to approximate the PDE solutions directly. These solvers have shown promising
empirical results [27, 48], and hold potentials for high-dimensional problems.

Thus, it is a very natural step forward to explore the use of NNs for solving optimal control problems
subject to PDE constraint, which encompass an important class of problems in practice and has important
applications, e.g., fluid flow, heat conduction, structural optimization, microelectronics, crystal growth and
vascular surgery. The mathematical theory of distributed / boundary optimal control subject to elliptic
/ parabolic PDEs has been well developed (see, e.g., [34, 49, 38]). Traditionally, one popular numerical
approach utilizes the first-order optimality system, using either adjoint state or Lagrangian multiplier, and
then iteratively updates the control using established optimization algorithms, e.g., gradient descent and
Newton method. In practice, the resulting continuous formulation is often discretized by finite element
method (FEM) and spectral methods [38].

We investigate the use of deep neural networks for solving high-dimensional elliptic optimal control
problems. The method is based on the well-known Karush-Kuhn-Tucker (KKT) system [34, 49], which
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consists of a state equation, an adjoint equation, and an equality / variational inequality for the unconstrained
and constrained cases, respectively. The (in)equality allows recovering the optimal control from the optimal
adjoint, and the KKT system can be reduced a coupled system for the state and adjoint. Then one applies
deep neural networks to solve the reduced optimality system, and hence the name OSNN. We describe the
discrete formulations in detail for the unconstrained, constrained, and semilinear cases. Moreover, we give an
error analysis of the approach for linear elliptic optimal control problems, and derive an L2(Ω) error estimate
for the approximate control, state, and adjoint. The convergence analysis represents the main technical
contribution of the work, and it is carried out in two steps. First, using the PDE regularity theory and the
idea of reconstruction, we derive weak coercivity estimates which bound the state etc. using the population
loss, cf. Lemmas 3.1 and 3.2. Second, using statistical learning theory, we bound the difference between the
population and empirical loss, which involves two parts: approximation and statistical errors. The former
arises from approximating the solution of the problem using NNs and is bounded using approximation theory
of NNs [18], and the latter arises from using Monte Carlo methods to approximate the (potentially) high-
dimensional integrals and is bounded using offset Rademacher complexity [33, 15] and suitable continuity
estimates on NN functions. This analysis yields sharper bounds on the statistical error, improving several
existing works (see, e.g., [26, 23]) that are based on Rademacher complexity, and thus it is of independent
interest. Finally, we present several numerical experiments to illustrate features of the method, and give a
comparative study with two existing neural solvers. To the best of our knowledge, OSNN represents the first
NN based solver with convergence guarantees for elliptic optimal control problems.

In the literature, several neural solvers have been proposed for elliptic optimal control problems. One class
of methods is based on penalty, including standard penalty method (soft constraint) [41], and augmented
Lagrangian method [35]. The idea is to transform the PDE-constrained optimization into an unconstrained
one by penalizing the PDE residual. However, the resulting optimization problem becomes increasingly ill-
conditioned (and hence more challenging to optimize) as the penalty weight increases [7, 35], but imposing
the constraint accurately does require a large weight. Moreover, the handling of multiple constraints is
nontrivial. The augmented Lagrangian method can partly alleviate ill-conditioning. The second class of
methods employs the adjoint technique [12], which solves the adjoint equation and computes the derivative
of the reduced objective with respect to the control. One method in the class is the direct adjoint looping
(DAL) [34, 24], which iteratively updates the control using a gradient descent scheme with the gradient
computed via the adjoint technique. Based on DAL, Yin et al [51] proposed the adjoint-oriented neural
network (AONN). It is an NN realization of the adjoint-based gradient descent scheme, and involves solving
the state and adjoint and then updates the control sequentially. The authors reported excellent empirical
performance on a number of challenging settings, e.g., (parametric) Navier-Stokes problem. See Section 2.4
for further descriptions. Demo et al [14] proposed an approach that augments NN inputs with parameters so
that the KKT system and neural networks are combined for parametric optimal control problems; see also [2].
Recently, Song et al [47] develop an NN and ADMM based approach for efficiently solving nonsmooth PDE
constrained optimization. In comparison, we develop an easy-to-implement numerical scheme, thoroughly
analyze its convergence, and evaluate the method against existing deep-learning based techniques. Note
that there is also a rich literature on using DNNs for other types of optimal control problems; see, e.g., the
references [42, 39, 8, 53] for an incomplete list and references therein.

The rest of the paper is organized as follows. In Section 2, we describe the details of OSNN for three
cases. In Section 3, we present an error analysis for both constrained and unconstrained cases, which relies
on technical estimates in the appendix. Finally, in Section 4, we present numerical examples to illustrate the
method. Throughout c denotes a generic constant which may change at each occurrence, but it is always
independent of NN parameters.

2 Solving elliptic optimal control using DNNs

Now we develop the numerical scheme for solving elliptic optimal control problems via the coupled optimality
system, and term the resulting method as OSNN. We also survey three existing neural solvers.
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2.1 Optimal control without control constraint

Let Ω ⊂ (−1, 1)d ⊂ Rd (d ≥ 1) be a bounded domain with a smooth boundary ∂Ω. Consider the following
distributed optimal control problem

min J(y, u) := 1
2∥y − yd∥2L2(Ω) +

λ
2 ∥u∥

2
L2(Ω), (2.1)

subject to the following elliptic PDE constraint

−∆y = f + u in Ω with y = 0 on ∂Ω, (2.2)

where u ∈ L2(Ω) is the control, f ∈ L2(Ω) and yd ∈ L2(Ω) are the given source and target function, and
the scalar λ > 0 balances the two terms in J(y, u). Problem (2.1)–(2.2) has a unique solution (ȳ, ū) [49,
Theorem 2.17]. The goal is to approximate the solution (ȳ, ū) by an NN pair (ȳθ, ūκ).

2.1.1 Reduced optimality system

Problem (2.1)-(2.2) is equivalent to the following KTT system for (ȳ, p̄, ū) [34, Chap. 2, Theorem 1.4]:
−∆y = f + u in Ω with y = 0 on ∂Ω,

−∆p = y − yd in Ω with p = 0 on ∂Ω,

u = −λ−1p in Ω.

(2.3)

The last line is the first-order necessary optimality condition of problem (2.1)–(2.2). Using the condition
u = −λ−1p, problem (2.1)-(2.2) reduces to the following system in y and p:{

−∆y = f − λ−1p in Ω with y = 0on ∂Ω,

−∆p = y − yd in Ω with p = 0 on ∂Ω.
(2.4)

This problem has a unique solution tuple (ȳ, p̄), and the optimal ū can be recovered ast ū = −λ−1p̄.
In view of (2.4) and the principle of PDE residual minimization, we define the following continuous loss

L(y, p) =
∥∥∆y + f − λ−1p

∥∥2
L2(Ω)

+ αi ∥∆p+ y − yd∥2L2(Ω) + αy
b ∥y∥

2
L2(∂Ω) + αp

b ∥p∥
2
L2(∂Ω) , (2.5)

where αi > 0, αy
b > 0 and αp

b > 0 are penalty parameters to approximately enforce the PDE residual (of p)
and zero Dirichlet boundary conditions of y and p. Below we let α = (αi, α

y
b , α

p
b). The idea of utilizing NNs

to parameterize the solution and then learning the NN parameters using a loss given by the least-squares
of the PDE residual and boundary fitting was first proposed in the 1990s [32, 30, 31], and later greatly
popularized by [43], under the name of physics informed neural networks (PINN). It has been successfully
applied to a range of problems [27, 10]. We explore the use of NN for solving elliptic optimal control.

2.1.2 OSNN

First we recall fully connected feedforward NNs. Fix the depth L ∈ N, and integers {nℓ}Lℓ=0 ⊂ N (W :=
maxℓ=1,...,L(nℓ) is the width), with n0 = d and nL = 1. An NN v : Rd → R is defined recursively by
v(0)(x) = x, v(ℓ)(x) = ρ(A(ℓ)v(ℓ−1) + b(ℓ)) for ℓ = 1, . . . , L− 1, and v := v(L)(x) = A(L)v(L−1) + b(L), where

A(ℓ) = [a
(ℓ)
ij ] ∈ Rnℓ×nℓ−1 , and b(ℓ) = (b

(ℓ)
i ) ∈ Rnℓ are the weight matrix and bias vector at the ℓth layer,

collectively denoted by θ. Nρ(L,nL, R) denotes the collection of NN functions generated by ρ of depth
L, total number nL of nonzero weights and each weight bounded by R. We focus on hyperbolic tangent

ρ(t) = et−e−t

et+e−t and sigmoid ρ(t) = 1
1+e−t .

We employ two NNs yθ ∈ Y = Nρ(L,nL, R) and pσ ∈ P = Nρ(L,nL, R) to approximate y and p,
respectively, and then approximate relevant integrals via the standard Monte Carlo method. Let U(D) be
the uniform distribution over a set D, |D| the Lebesgue measure of D, and Eν taking expectation with
respect to ν. The loss L(yθ, pσ) can be rewritten as

L(yθ, pσ) =|Ω|EX∼U(Ω)

[(
∆yθ(X) + f(X)− λ−1pσ(X)

)2]
+ αi|Ω|EX∼U(Ω)

[(
∆pσ(X) + yθ(X)− yd(X))2

]
3



+ αy
b |∂Ω|EY∼U(∂Ω)

[(
yθ(Y )

)2]
+ αp

b |∂Ω|EY∼U(∂Ω)

[(
pσ(Y )

)2]
. (2.6)

Let {Xi}nd
i=1 and {Yj}nb

j=1 be i.i.d. samples drawn from U(Ω) and U(∂Ω), respectively, i.e., X = {Xi}nd
i=1 ∼

U(Ω) and Y = {Yj}nb
j=1 ∼ U(∂Ω). Then the empirical loss L̂(yθ, pσ) is given by

L̂(yθ, pσ) =
|Ω|
nd

nd∑
i=1

(
∆yθ(Xi) + f(Xi)− λ−1pσ(Xi)

)2
+ αi

|Ω|
nd

nd∑
i=1

(
∆pσ(Xi) + yθ(Xi)− yd(Xi))

2

+ αy
b

|∂Ω|
nb

nb∑
j=1

(
yθ(Yj)

)2
+ αp

b

|∂Ω|
nb

nb∑
j=1

(
pσ(Yj)

)2
. (2.7)

Let (yθ∗ , pσ∗) ∈ Y × P be a minimizer of L̂(yθ, pσ) over Y × P, i.e., with respect to the NN parameter
vectors θ and σ. In practice, this is commonly achieved by off-shelf optimizers, e.g., L-BFGS [9] and Adam

[28]. Evaluating the loss L̂(yθ, pσ) requires the derivative of yθ and pσ with respect to x, and the optimizer

requires computing the derivative of L̂(yθ, pσ) with respect to θ and σ. Both can be realized using automatic
differentiation [4]. Given a (local) minimizer (θ∗, σ∗), the approximations of ȳ and p̄ are given by yθ∗ and
pσ∗ , respectively, and the approximation u∗ of ū is given by −λ−1pσ∗ .

Remark 2.1. Demo et al [14] proposed an approach based on the first-order KKT system for parametric
optimal control problems. In the standard elliptic case, the loss is given by

L(y, p, u) = ∥∆y + f + u∥2L2(Ω) + αi ∥∆p+ y − yd∥2L2(Ω)

+ αy
b ∥y∥

2
L2(∂Ω) + αp

b ∥p∥
2
L2(∂Ω) + αu

i ∥u+ λ−1p∥2L2(Ω).

Compared with the proposed scheme (2.5), the loss L(y, p, u) requires also one NN uκ ∈ U for approximating
the control u, and tuning the weight αu

i , which might be nontrivial. Also, the work [14] does not discuss
the constrained case, where the control u is inherently nonsmooth, and thus numerically challenging to
approximate using DNNs [51]. A similar approach to [14] was suggested in [2].

2.2 Optimal control with box constraint

Now we turn to the constrained case, i.e., the control u is from a box constrain set U = {u ∈ L2(Ω) : ua ≤
u ≤ ub a.e. in Ω}, with ua < ub. Then the optimal tuple (ȳ, p̄, ū) satisfies the following first-order necessary
optimality system [49, p. 67] 

−∆y = f + u in Ω with y = 0 on ∂Ω,

−∆p = y − yd in Ω with p = 0 on ∂Ω,

(u+ λ−1p, v − u) ≥ 0, ∀v ∈ U.

(2.8)

Using the pointwise projection operator PU into the set U , defined by PU (v)(x) = min(max(v(x), ua), ub),
we can rewrite the variational inequality in (2.8) as u = PU (−λ−1p), and the system is reduced to{

−∆y = f + PU (−λ−1p) in Ω with y = 0 on ∂Ω,

−∆p = y − yd in Ω with p = 0 on ∂Ω.
(2.9)

The system (2.9) naturally motivates the following continuous loss:

L(yθ, pσ) =|Ω|EX∼U(Ω)

[(
∆yθ(X) + f(X) + PU (−λ−1pσ(X))

)2]
+ αy

b |∂Ω|EY∼U(∂Ω)

[(
yθ(Y )

)2]
+ αi|Ω|EX∼U(Ω)

[(
∆pσ(X) + yθ(X)− yd(X))2

]
+ αp

b |∂Ω|EY∼U(∂Ω)

[(
pσ(Y )

)2]
.

Upon approximating the expectations with Monte Carlo using i.i.d. samples X = {Xi}nd
i=1 ∼ U(Ω) and

Y = {Yj}nb
j=1 ∼ U(∂Ω), we obtain the following empirical loss

L̂(yθ, pσ) =
|Ω|
nd

nd∑
i=1

(
∆yθ(Xi) + f(Xi) + PU (−λ−1)pσ(Xi)

)2

+ αy
b

|∂Ω|
nb

nb∑
j=1

(
yθ(Yj)

)2
4



+ αi
|Ω|
nd

nd∑
i=1

(
∆pσ(Xi) + yθ(Xi)− yd(Xi))

2 + αp
b

|∂Ω|
nb

nb∑
j=1

(
pσ(Yj)

)2
.

The empirical loss L̂(yθ, pσ) is then minimized with respect to the NN parameters (θ, σ), with a minimizer
(θ∗, σ∗). The approximation to the optimal control ū is given by PU (−λ−1pσ∗). Note that the change from
the unconstrained case is rather minimal in terms of implementation.

2.3 Optimal control for semilinear problems

The proposed OSNN applies also to more complex problems and is fairly flexible with the governing PDEs.
We illustrate this with semilinear elliptic problems, one popular model class in PDE optimal control. Consider
the following optimal control problem

min J(y, u) := 1
2∥y − yd∥2L2(Ω) +

λ
2 ∥u∥

2
L2(Ω), (2.10)

subject to the following semilinear elliptic PDE constraint

−∆y = f(y) + u in Ω with y = 0 on ∂Ω. (2.11)

The function f : R → R should satisfy suitable conditions (e.g., monotone) so that (2.11) is well-posed [49,
Theorem 4.4]. Then the optimal control problem has a locally unique solution (ȳ, ū) [49, p. 208]. The KKT
system for problem (2.10)–(2.11) is given by [49, p. 216]:

−∆y = f(y) + u in Ω with y = 0 on ∂Ω,

−∆p = f ′(y)p+ y − yd in Ω with p = 0 on ∂Ω,

u = −λ−1p in Ω.

Like before, the empirical loss L̂(yθ, pσ) for problem (2.10)–(2.11) is given by

L̂(yθ, pσ) =
|Ω|
nd

nd∑
i=1

(
∆yθ(Xi) + f(yθ(Xi))− λ−1pσ(Xi)

)2

+ αy
b

|∂Ω|
nb

nb∑
j=1

(
yθ(Yj)

)2
+ αi

|Ω|
nd

nd∑
i=1

(
∆pσ(Xi) + f ′(yθ(Xi))pσ(Xi) + yθ(Xi)− yd(Xi))

2 + αp
b

|∂Ω|
nb

nb∑
j=1

(
pσ(Yj)

)2
.

The adaptation of the approach to semilinear problems with box constraint on the control U is direct.

2.4 Existing NN based approaches to elliptic optimal control

In the literature, three methods have been proposed, i.e., penalty method (PM) [41], augmented Lagrangian
method (ALM) [35], and adjoint oriented neural network (AONN) [51]. We describe the them briefly below.

PM transforms (2.1)–(2.2) into an unconstrained problem by including the loss Lnn:

Lpm(yθ, uκ) :=J(yθ, uκ) + µLnn(yθ, uκ)

=
(
1
2∥yθ − yd∥2L2(Ω) +

λ
2 ∥uκ∥2L2(Ω)

)
+ µ

(
1
2∥F (yθ, uκ)∥2L2(Ω) +

α
2 ∥yθ∥

2
L2(∂Ω)

)
,

where µ > 0 is the penalty weight for the loss Lnn(yθ, uκ) =
1
2∥F (yθ, uκ)∥2L2(Ω)+

α
2 ∥yθ∥

2
L2(∂Ω), and F (yθ, uκ) =

∆yθ +f +uκ. The weight µ can be fixed a priori or determined by numerical continuation [35, 22]. The loss
Lpm becomes more ill-conditioned as µ → ∞ [7, 35], and the case of multiple constraints requires lengthy
and time-consuming tuning of weights [29, 51].

ALM mitigates ill-conditioning using Lagrangian multipliers [7]. Let (·, ·) and (·, ·)L2(∂Ω) denote the
L2(Ω) and L2(∂Ω) inner products. Then the loss Lalm reads

Lalm(yθ, uκ, η
d, ηb) := J(yθ, uκ) + µLnn(yθ, uκ) + (ηd, F (yθ, uκ)) + (ηb, yθ)L2(∂Ω),

5



where ηd ∈ L2(Ω) and ηb ∈ L2(∂Ω) are Lagrangian multipliers for the constraints F (y, u) = 0 in Ω and y = 0
on ∂Ω, respectively, which may also be realized by NNs. Given (ηdk, η

b
k), we minimize Lalm(yθ, uκ, η

d
k, η

b
k)

in (yθ, uκ): (yθk , uκk) = argmin(yθ,uκ)∈Y×P Lalm(yθ, uκ, η
d
k, η

b
k), and then update the Lagrangian multipliers

(ηdk+1, η
b
k+1) by ηdk+1 = ηdk+µF (yθk , uκk) and ηbk+1 = ηbk+µαyθk . In practice, the integrals are approximated

by evaluations on fixed collocation points, and it suffices to discretize the multipliers point-wise [35].
AONN is also based on the KKT system (2.3), but utilizes the adjoint p to compute the gradient of the

reduced cost J(u) = J(y(u), u) in u only. The total derivative duJ(y, u) = αu+ p is used to update u:

uκk+1 = arg min
uκ∈U

∥uκ − (uκk − skduJ(yθk , uκk))∥2L2(Ω), (2.12)

where the step size sk > 0 should be suitably chosen. The minimization step projects the gradient update
into the set U , i.e., u is approximated by an NN uκ ∈ U .

The presence of box constraint u ∈ U requires a slightly different treatment. In PM, one can add an
additional penalty term:

Lpm-c(yθ, uκ) = J(yθ, uκ) + µLnn(yθ, uκ) +
µ′

2 ∥uκ − PU (uκ)∥2L2(Ω), (2.13)

where µ′ > 0, and uκ ∈ U is an NN approximation of u. However, the approximation uκ may be infea-
sible. One can also enforce the constraint by applying PU on uκ directly: Lpm(yθ, uκ) = J(yθ, PU (uκ)) +
µLnn(yθ, PU (uκ)). This may lead to vanishing gradient when the constraint is active, causing numerical
issues [19, 35]. AONN treats the box constraint u ∈ U by

uκk+1 = arg min
uκ∈U

∥uκ − PU (uκk − skduJ(yθk , uκk))∥2L2(Ω),

where the initial guess for the NN parameters κk+1 is κk. For OSNN, the constraint is enforced by substituting
PU (pσ) into the PDE system.

3 Error analysis

Now we analyze the proposed OSNN for linear elliptic optimal control problems, by deriving error bounds
on the NN approximation (yθ̂∗ , pσ̂∗ , uσ̂∗), under the assumption that (θ̂∗, σ̂∗) is a global minimizer of the

empirical loss L̂. The error analysis of neural PDE solvers (including physics informed neural networks and
deep Ritz method) for second-order elliptic PDEs has received much attention [25, 44, 40, 36, 37, 22, 23]. The
analysis below builds on these works, but with two distinct contributions. First, we employ offset Rademacher
complexity [33, 15] to derive faster convergence rates than existing works for the statistical error. Second,
we derive the weak coercivity estimates, for the coupled system (which may include the projection operator
PU ) Lemmas 3.1 and 3.2 below. These are the main technical contributions of the work. We leave the
technically more involved semilinear case to future works, especially the weak coercivity estimate as Lemma
3.1. Moreover, in practice, the optimizer only finds a local minimizer of the empirical loss L̂(yθ, pσ), due to
its highly nonconvex landscape. However, the analysis of the optimization error is largely open, and we do
not further pursue the issue below.

3.1 Fundamental estimates

First, we provide two fundamental stability results bounding the error of the NN approximations (relative to
the optimal tuple (ȳ, p̄, ū)) in terms of the population loss. Such weak type coercivity results enable reducing
the error analysis to properly estimating the loss function. We first discuss the unconstrained case. The
main challenge lies in the weak imposition of the Dirichlet boundary condition.

Lemma 3.1. Let (ȳ, p̄) be the solution tuple to the system (2.4) with ū = −λ−1p̄. Then for any (yθ, pσ) ∈
Y × P, with uσ = −λ−1pσ, the following estimate holds

∥ȳ − yθ∥2L2(Ω) + ∥p̄− pσ∥2L2(Ω) + ∥ū− uσ∥2L2(Ω) ≤ c(α, λ)L(yθ, pσ).

6



Proof. To deal with the nonzero Dirichlet boundary conditions with yθ and pσ, we define{
−∆ζy = 0, in Ω,

ζy = yθ, on ∂Ω,
and

{
−∆ζp = 0, in Ω,

ζp = pσ, on ∂Ω.
(3.1)

That is, ζy and ζp are harmonic extensions of the L2(∂Ω) boundary data yθ and pσ, respectively. By the
standard elliptic regularity theory [6, Theorem 4.2, p. 870], the following stability estimates hold

∥ζy∥L2(Ω) ≤ c∥yθ∥L2(∂Ω) and ∥ζp∥L2(Ω) ≤ c∥pσ∥L2(∂Ω). (3.2)

Let ey = ȳ − yθ and ep = p̄− pσ, also ẽy = ey + ζy and ẽp = ep + ζp. Then ẽy and ẽp satisfy

−∆ẽy + λ−1ẽp = f − λ−1pσ +∆yθ + λ−1ζp in Ω with ẽy = 0 on ∂Ω,

−∆ẽp − ẽy = yθ − yd +∆pσ − ζy in Ω with ẽp = 0 on ∂Ω.

Multiplying the first line by ẽy and the second by λ−1ẽp and integrating over Ω yield

∥∇ẽy∥2L2(Ω) + λ−1∥∇ẽp∥2L2(Ω) ≤∥f − λ−1pσ +∆yθ + λ−1ζp∥L2(Ω)∥ẽy∥L2(Ω)

+ λ−1∥yθ − yd +∆pσ − ζy∥L2(Ω)∥ẽp∥L2(Ω).

Then by the triangle inequality and the stability estimates in (3.2), we deduce

∥∇ẽy∥2L2(Ω) + λ−1∥∇ẽp∥2L2(Ω) ≤∥f − λ−1pσ +∆yθ∥L2(Ω)∥ẽy∥L2(Ω) + cλ−1∥pσ∥L2(∂Ω)∥ẽy∥L2(Ω)

+ λ−1∥yθ − yd +∆pσ∥L2(Ω)∥ẽp∥L2(Ω) + cλ−1∥yθ∥L2(∂Ω)∥ẽp∥L2(Ω).

Now by Poincaré inequality, trace inequality, and Young’s inequality, we obtain

∥ẽy∥2L2(Ω) + λ−1∥ẽp∥2L2(Ω) ≤c
(
∥f − λ−1pσ +∆yθ∥2L2(Ω) + λ−1∥yθ − yd +∆pσ∥2L2(Ω)

+ λ−1∥yθ∥2L2(∂Ω) + λ−1∥pσ∥2L2(∂Ω)

)
. (3.3)

Meanwhile, by the triangle inequality, we have

∥ey∥2L2(Ω) ≤ c(∥ẽy∥2L2(Ω) + ∥ζy∥2L2(Ω)) ≤c(∥ẽy∥2L2(Ω) + ∥yθ∥2L2(∂Ω)) ≤ c(α, λ)L(yθ, pσ),

∥ep∥2L2(Ω) ≤ c(∥ẽp∥2L2(Ω) + ∥ζp∥2L2(Ω)) ≤c(∥ẽp∥2L2(Ω) + ∥pσ∥2L2(∂Ω)) ≤ c(α, λ)L(yθ, pσ).

Moreover, for the error eu = ū − uσ, from the identity ∥eu∥L2(Ω) = λ−1∥ep∥L2(Ω), we deduce ∥eu∥2L2(Ω) ≤
c(α, λ)L(yθ, pσ). Combining the preceding three estimates completes the proof of the lemma.

Remark 3.1. Unlike the standard FEM discretization, where the zero Dirichlet boundary condition can be
imposed directly, NNs often do not satisfy the condition exactly, due to their nonlocal nature. We have adopted
an L2(∂Ω) penalty to enforce approximately the boundary condition. This induces a type of consistency error,
which also precludes obtaining error bounds in the H1(Ω) norm. The coercivity estimate bounds only the
difference between the approximate state yθ and optimal one ȳ, but not directly the state y(uσ) (corresponding
to the approximate control uσ) to ȳ. Moreover, it follows from the estimate (3.3) that one should choose αi

as λ−1. The boundary penalty parameters αy
b and αp

b should be scaled accordingly.

Next, we discuss the constrained case, which is more involved, due to the presence of the projection
operator PU . To overcome the challenge, we employ the idea of reconstruction.

Lemma 3.2. Let (ȳ, p̄) be the solution tuple of the system (2.9), with ū = PU (−λ−1p̄). Then for any
(yθ, pσ) ∈ Y × P, and uσ = PU (−λ−1pσ), the following estimate holds

∥ȳ − yθ∥2L2(Ω) + ∥p̄− pσ∥2L2(Ω) + ∥ū− uσ∥2L2(Ω) ≤ c(α, λ)L(yθ, pσ).
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Proof. The proof employs crucially the following auxiliary functions Rȳ,Rp̄ ∈ H1
0 (Ω) satisfying{

−∆Rȳ = f + uσ, in Ω,

Rȳ = 0, on ∂Ω,
and

{
−∆Rp̄ = yθ − yd, in Ω,

Rp̄ = 0, on ∂Ω.
(3.4)

Then subtracting (3.4) from (2.4) yields

−∆(ȳ −Rȳ) = ū− uσ in Ω with ȳ −Rȳ = 0 on ∂Ω,

−∆(p̄−Rp̄) = ȳ − yθ in Ω with p̄−Rp̄ = 0 on ∂Ω.

Now multiplying the first line by (p̄−Rp̄) and the second line by (ȳ −Rȳ), and integrating over Ω yield

(p̄−Rp̄, ū− uσ) = (ȳ −Rȳ, ȳ − yθ). (3.5)

It follows from the first-order necessary optimality condition in (2.8) that

(p̄+ λū, v − ū) ≥ 0, ∀v ∈ U. (3.6)

Also, since uσ = PU (λ
−1pσ) ∈ U , we have

(pσ + λuσ, v − uσ) ≥ 0, ∀v ∈ U. (3.7)

Putting v = uσ ∈ U in (3.6), v = ū ∈ U in (3.7) and adding the resulting inequalities give

(p̄− pσ, uσ − ū)− λ ∥ū− uσ∥2L2(Ω) ≥ 0. (3.8)

Meanwhile, it follows from the identity (3.5) that

(p̄− pσ, uσ − ū) = (p̄−Rp̄, uσ − ū) + (Rp̄− pσ, uσ − ū)

= −(ȳ −Rȳ, ȳ − yθ) + (Rp̄− pσ, uσ − ū)

= −∥ȳ −Rȳ∥2L2(Ω) − (ȳ −Rȳ,Rȳ − yθ) + (Rp̄− pσ, uσ − ū).

Together with the inequality (3.8) and Cauchy-Schwarz inequality, we obtain

∥ȳ −Rȳ∥2L2(Ω) + λ ∥ū− uσ∥2L2(Ω) ≤ (ȳ −Rȳ, yθ −Rȳ) + (Rp̄− pσ, uσ − ū)

≤ ∥ȳ −Rȳ∥L2(Ω)∥yθ −Rȳ∥L2(Ω) + ∥Rp̄− pσ∥L2(Ω)∥uσ − ū∥L2(Ω).

Then an application of Young’s inequality leads to

∥ȳ −Rȳ∥2L2(Ω) + λ ∥ū− uσ∥2L2(Ω) ≤ ∥yθ −Rȳ∥2L2(Ω) + λ−1∥Rp̄− pσ∥2L2(Ω).

By the triangle inequality, we have

∥ȳ − yθ∥L2(Ω) ≤ c(λ)
(
∥Rȳ − yθ∥L2(Ω) + ∥Rp̄− pσ∥L2(Ω)

)
. (3.9)

By the standard elliptic regularity theory, we have ∥p̄−Rp̄∥L2(Ω) ≤ c ∥ȳ − yθ∥L2(Ω). Then using (3.9), we
obtain the following estimate

∥p̄− pσ∥L2(Ω) ≤ ∥p̄−Rp̄∥L2(Ω) + ∥Rp̄− pσ∥L2(Ω)

≤c ∥ȳ − yθ∥L2(Ω) + ∥Rp̄− pσ∥L2(Ω) ≤ c(λ)
(
∥Rȳ − yθ∥L2(Ω) + ∥Rp̄− pσ∥L2(Ω)

)
.

Next, let eRy = Rȳ − yθ and ẽRy = eRy + ζy, and similarly, let eRp = Rp̄− pσ and ẽRp = eRp + ζp, where ζy and

ζp are harmonic extensions defined in (3.1). Clearly, ẽRy and ẽRp satisfy

−∆ẽRy = f + uσ +∆yθ in Ω with ẽRy = 0 on ∂Ω,

−∆ẽRp = yθ − yd +∆pσ in Ω with ẽRp = 0 on ∂Ω.
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By the standard elliptic regularity estimate, we have∥∥ẽRy ∥∥L2(Ω)
≤ c ∥f + uσ +∆yθ∥L2(Ω) and

∥∥ẽRp ∥∥L2(Ω)
≤ c ∥yθ − yd +∆pσ∥L2(Ω) .

Hence, we have

∥Rȳ − yθ∥L2(Ω) =
∥∥eRy ∥∥L2(Ω)

=
∥∥ẽRy − ζy

∥∥
L2(Ω)

≤
∥∥ẽRy ∥∥L2(Ω)

+ ∥ζy∥L2(Ω)

≤ c ∥f + uσ +∆yθ∥L2(Ω) + c ∥yθ∥L2(∂Ω) ,

∥Rp̄− pσ∥L2(Ω) =
∥∥eRp ∥∥L2(Ω)

=
∥∥ẽRp − ζp

∥∥
L2(Ω)

≤
∥∥ẽRp ∥∥L2(Ω)

+ ∥ζp∥L2(Ω)

≤ c ∥yθ − yd +∆pσ∥L2(Ω) + c ∥pσ∥L2(∂Ω) .

Therefore, we obtain the desired estimates and complete the proof of the lemma.

3.2 Generalization error

Note that the coercivity estimates in Lemmas 3.1 and 3.2 involve the population loss L, whereas in practice
we only minimize the empirical loss L̂, which has a different global minimizer (ŷ, p̂) than that of L. Moreover,
due to the randomness of the sampling points X and Y, the minimizer (ŷ, p̂) is random. The analysis of the
quantity L(ŷ, p̂) is commonly known as generalization error. One commonly used tool in statistical learning
theory for analyzing generalization error is Rademacher complexity [1, 3], which measures the complexity of
a collection of functions by the correlation between function values and the Rademacher random variable. In
this work, we bound the generalization error via offset Rademacher complexity. This tool was first introduced
by Liang et al [33] to prove sharp bounds for a two-step star estimator, and recently further developed in [15].
It is a penalized version of Rademacher complexity which localizes F adaptively according to the magnitude
of f2. This technique will allow us to derive sharper estimates on the statistical error.

Definition 3.1. Let F be a class of measurable functions from X to R, µX a probability distribution of X
and X := {Xi}ni=1 i.i.d. samples draw from µX . Let {τi}ni=1 be i.i.d. Rademacher random variables, i.e.,
P(τi = 1) = P(τi = −1) = 1

2 . Then the empirical offset Rademacher complexity of F is defined as

Roff
n (F , β|X) := Eτ

[
sup
f∈F

1

n

n∑
i=1

τif(Xi)− βf(Xi)
2|X

]
,

for some β > 0, and the offset Rademacher complexity of F is defined by

Roff
n (F , β) := EXRoff

n (F , β|X) = EX,τ

[
sup
f∈F

1

n

n∑
i=1

τif(Xi)− βf(Xi)
2
]
.

First, we give a fundamental estimate of the generalization error in terms of the approximation error
and statistical error (using offset Rademacher complexity). We define two sets Gd and Gb of mappings from
X ∈ Ω 7→ R and Y ∈ ∂Ω 7→ R, respectively, by

Gd = {|Ω|((∆y + f − λ−1p)(X))2 + αi|Ω|((∆p+ y − yd)(X))2 : y ∈ Y, p ∈ P},
Gb = {αy

b |∂Ω|y(Y )2 + αp
b |∂Ω|p(Y )2 : y ∈ Y, p ∈ P}.

Below we write gd(y, p,X) = |Ω|((
(
∆y + f − λ−1p

)
(X))2 + αi((∆p+ y − yd)(X))2) ∈ Gd, and gb(y, p, Y ) =

|∂Ω|(αy
by(Y )2 + αp

bp(Y )2) ∈ Gb, and let bd = supg∈Gd
∥g∥L∞(Ω) and bb = supg∈Gb

∥g∥L∞(∂Ω).

Theorem 3.2. For any minimizer (ŷ, p̂) ∈ Y × P of L̂(y, p), the following estimate holds

EX,Y[L(ŷ, p̂)] ≤ 4Roff
nd

(
Gd, (2bd)

−1
)
+ 4Roff

nb

(
Gb, (2bb)

−1
)
+ 3 inf

(y,p)∈Y×P
L(y, p).
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Proof. Clearly, we have the following decomposition for any (y, p) ∈ Y × P,

EX,Y[L(ŷ, p̂)] = EX,Y [EX,Y [gd(ŷ, p̂, X) + gb(ŷ, p̂, Y )]]

=EX,Y

[
EX,Y [gd(ŷ, p̂, X) + gb(ŷ, p̂, Y )]− 3

nd

nd∑
i=1

gd(ŷ, p̂, Xi)−
3

nb

nb∑
i=1

gb(ŷ, p̂, Yi)
]

+ EX,Y

[ 3

nd

nd∑
i=1

gd(ŷ, p̂, Xi) +
3

nb

nd∑
i=1

gb(ŷ, p̂, Yi)
]
:= I + II.

Since (ŷ, p̂) ∈ Y × P is a minimizer, i.e., L̂(ŷ, p̂) ≤ L̂(y, p) for any (y, p) ∈ Y × P, we deduce

II ≤ inf
(y,p)∈Y×P

EX,Y

[ 3

nd

nd∑
i=1

gd(y, p,Xi) +
3

nb

nb∑
i=1

gb(y, p, Yi)
]
= 3 inf

(y,p)∈Y×P
L(y, p).

Meanwhile, the convexity of supremum and Jensen’s inequality imply

I ≤ sup
(y,p)∈Y×P

EX,Y

[
EX,Y [gd(y, p,X) + gb(y, p, Y )]− 3

nd

nd∑
i=1

gd(y, p,Xi)−
3

nb

nb∑
i=1

gb(y, p, Yi)
]

≤EX,Y sup
(y,p)∈Y×P

[
EX [gd(y, p,X)]− 3

nd

nd∑
i=1

gd(y, p,Xi) + EY [gb(y, p, Y )]− 3

nb

nb∑
i=1

gb(y, p, Yi)
]

≤EX sup
(y,p)∈Y×P

[
EX [gd(y, p,X)]− 3

nd

nd∑
i=1

gd(y, p,Xi)
]
+ EY sup

(y,p)∈Y×P

[
EY [gb(y, p, Y )]− 3

nb

nb∑
i=1

gb(y, p, Yi)
]
.

Next we bound the two terms, denoted by Id and Ib. Note that 0 ≤ gd(·, ·, X) ≤ bd for all X ∈ Ω, which
implies gd

2(·, ·, X) ≤ bdgd(·, ·, X). Consequently,

Id ≤EX sup
(y,p)∈Y×P

[
2EXgd(y, p,X)− 1

bd
EXgd(y, p,X)2 − 2

nd

nd∑
i=1

gd(y, p,Xi)−
1

bdnd

nd∑
i=1

gd(y, p,Xi)
2
]
.

Now we introduce independent copies of X and Y, i.e., X′ := {X ′
i}

nd
i=1 and Y′ = {Y ′

i }
nb
i=1, and let τ =

{τi}nd
i=1 be a sequence of i.i.d. Rademacher random variables independent of X and X′. By the technique of

symmetrization, the convexity of supremum, and Jensen’s inequality, we obtain

Id ≤EX sup
(y,p)∈Y×P

[
EX′

[ 2

nd

nd∑
i=1

gd(y, p,X
′
i)−

1

bdnd

nd∑
i=1

gd(y, p,X
′
i)

2
]
− 2

nd

nd∑
i=1

gd(y, p,Xi)−
1

bdnd

nd∑
i=1

gd(y, p,Xi)
2
]

≤EXEX′ sup
(y,p)∈Y×P

[ 2

nd

nd∑
i=1

(gd(y, p,X
′
i)− gd(y, p,Xi))−

1

bdnd

nd∑
i=1

(gd(y, p,X
′
i)

2 + gd(y, p,Xi)
2)
]

=EXEX′Eτ sup
(y,p)∈Y×P

[ 2

nd

nd∑
i=1

τi(gd(y, p,X
′
i)− gd(y, p,Xi))−

1

bdnd

nd∑
i=1

(gd(y, p,X
′
i)

2 + gd(y, p,Xi)
2)
]

=2EX′Eτ sup
(y,p)∈Y×P

1

nd

nd∑
i=1

(
τigd(y, p,X

′
i)−

1

2bd
gd(y, p,X

′
i)

2
)

+ 2EXEτ sup
(y,p)∈Y×P

1

nd

nd∑
i=1

(
− τigd(y, p,Xi)−

1

2bd
gd(y, p,Xi)

2
)

=2EX′Roff
n

(
Gd, (2bd)

−1|X′)+ 2EXRoff
nd

(
Gd, (2bd)

−1|X
)
= 4Roff

nd

(
Gd, (2bd)

−1
)
.

Similarly, we can deduce Ib ≤ 4Roff
nb

(
Gb, (2bb)

−1
)
. This completes the proof of the theorem.

By Theorem 3.2, the generalization error can be decomposed into the approximation error Eapp =
3 inf(y,p)∈Y×P L(y, p) and statistical error Estat := 4Roff

nd
(Gd, (2bd)

−1)+ 4Roff
nb
(Gb, (2bb)

−1). The former arises
from restricting the trial spaces of (y, p) from the space (H1

0 (Ω) ∩H2(Ω))2 to Y × P, and the latter is due
to approximating the integrals with Monte Carlo methods. Throughout, the optimization error is ignored.
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3.2.1 Approximation Error

We recall a result on the approximation error [18, Prop. 4.8].

Proposition 3.1. Let p ≥ 1, s, k, d ∈ N ∪ {0}, s ≥ k + 1, ρ be the logistic or tanh function, and fix
µ > 0 small. Then for any ϵ > 0, f ∈ W s,p([0, 1]d) with ∥f∥W s,p([0,1]d) ≤ 1, there exists an NN fθ ∈
Nρ(c log(d+ s), c(d, s, p, k)ϵ−

d
s−k−µ , c(d, s, p, k)ϵ−2− 2(d/p+d+k+µ)+d/p+d

s−k−µ ) such that ∥f − fθ∥Wk,p([0,1]d) ≤ ϵ.

Then we have the following bound on the approximation error Eapp.

Lemma 3.3. Fix a tolerance ϵ ∈ (0, 1), and µ > 0 arbitrarily small. If the optimal state ȳ ∈ Hs(Ω)∩H1
0 (Ω)

and adjoint p̄ ∈ Hs(Ω) ∩H1
0 (Ω), s ≥ 3, then there exist NNs (yθ, pσ) ∈ Y × P with Y = P = Nρ(c log(d +

s), c(d, s)ϵ−
d

s−2−µ , c(d, s)ϵ−
9d+4s

2(s−2−µ) ) and c > 0 dependent on α, λ, s, ∥ȳ∥Hs(Ω) and ∥p̄∥Hs(Ω) such that the
approximation error Eapp ≤ cϵ2.

Proof. For any (yθ, pσ) ∈ Y × P, since L(ȳ, p̄) = 0, we deduce

L(yθ, pσ)− L(ȳ, p̄) = L(yθ, pσ)
=∥∆yθ + f − λ−1pσ∥2L2(Ω) + αi∥∆pσ + yθ − yd∥2L2(Ω) + αy

b∥yθ∥
2
L2(∂Ω) + αp

b∥pσ∥
2
L2(∂Ω)

=∥∆(yθ − ȳ) + λ−1(p̄− pσ)∥2L2(Ω) + αi∥∆(pσ − p̄) + yθ − ȳ∥2L2(Ω) + αy
b∥yθ − ȳ∥2L2(∂Ω) + αp

b∥pσ − p̄∥2L2(∂Ω)

≤c(α, λ)
(
∥ȳ − yθ∥2H2(Ω) + ∥p̄− pσ∥2H2(Ω)

)
,

by the trace inequality ∥yθ − ȳ∥L2(∂Ω) ≤ c∥yθ − ȳ∥H2(Ω). With cy = ∥ȳ∥Hs(Ω), we have

inf
yθ∈Y

∥ȳ − yθ∥2H2(Ω) = c2y inf
yθ∈Y

∥∥∥ ȳ

cy
− yθ

cy

∥∥∥2
H2(Ω)

= c2y inf
yθ∈Y

∥∥∥ ȳ

cy
− yθ

∥∥∥2
H2(Ω)

.

By Proposition 3.1, there exists an NN yθ ∈ Y = Nρ(c log(d+ s), c(d, s)ϵ−
d

s−2−µ , c(d, s)ϵ−
9d+4s

2(s−2−µ) ) such that
∥ ȳ
cy

− yθ∥H2(Ω) ≤ ϵ. Similarly, there exists an NN pσ ∈ P with the requisite property. Hence,

Eapp = 3 inf
(yθ,pσ)∈Y×P

L(yθ, pσ) ≤ c(α, λ) inf
(yθ,pσ)∈Y×P

(∥ȳ − yθ∥2H2(Ω) + ∥p̄− pσ∥2H2(Ω)) ≤ cϵ2,

where c depends on α, λ, s and the Hs(Ω) norms of ȳ and p̄. Then the desired assertion follows.

Remark 3.3. The approximation error Eappdepends on the regularity of ȳ and ū. If f, yd ∈ Hs−2(Ω)∩L∞(Ω),
by standard elliptic regularity theory, we have ȳ, p̄ ∈ Hs(Ω), which satisfies the requirements of Lemma 3.3.
In the unconstrained case, the optimal control ū has the same regularity as the adjoint state p̄, but in the
constrained case, we have ū ∈ H1(Ω) only, due to the presence of the projection operator PU .

3.2.2 Statistical error

To bound the statistical error via the offset Rademacher complexities, we employ the covering number [1].

Definition 3.2. Let (M, d) be a metric space, and the set F ⊂ M. A set Fδ ⊂ M is called a δ-cover of
F if for each f ∈ F , there exists an fδ ∈ Fδ such that d(f, fδ) ≤ δ. Moreover, N(δ,F , d) := inf{|Fδ| :
Fδ is a δ-cover of F} is called the δ-covering number of F .

We also need Hoeffding’s inequality [20].

Lemma 3.4. Let X1, ..., Xn be independent random variables such that ai ≤ Xi ≤ bi almost surely. Let

Sn = X1 + · · ·+Xn. Then for all t > 0, P (Sn − E[Sn] ≥ t) ≤ exp(− 2t2∑n
i=1(bi−ai)2

).

Next, we bound the offset Rademacher complexity in terms of the covering number.
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Theorem 3.4. Let κd and κb be the Lipschitz constants of gd ∈ Gd and gb ∈ Gb in y and p in the W 2,∞(Ω)
and L∞(∂Ω) norms, respectively, i.e.,

|gd(y, p,X)− gd(ỹ, p̃, X)| ≤ κd(∥y − ỹ∥W 2,∞(Ω) + ∥p− p̃∥W 2,∞(Ω)), ∀(y, p), (ỹ, p̃) ∈ Y × P, X ∈ Ω,

|gb(y, p, Y )− gb(ỹ, p̃, Y )| ≤ κb(∥y − ỹ∥L∞(∂Ω) + ∥p− p̃∥L∞(∂Ω)), ∀(y, p), (ỹ, p̃) ∈ Y × P, Y ∈ ∂Ω.

Then for any δ > 0, the offset Rademacher complexities Roff
n (Gd, β) and Roff

n (Gb, β) are bounded by

Roff
n (Gd, β) ≤

1 + logN(δ,F × P,W 2,∞(Ω))

2nβ
+ 2(1 + 2bdβ)κdδ,

Roff
n (Gb, β) ≤

1 + logN(δ,F × P, L∞(∂Ω))

2nβ
+ 2(1 + 2bbβ)κbδ.

Proof. We give the proof only for Roff
n (Gd, β), since that for Roff

n (Gb, β) is identical. Since τ = {τi}ni=1 is a
sequence of i.i.d. random variables independent of X, then conditionally on X, we have

Eτ |X

[
sup

(y,p)∈Y×P

1

n

n∑
i=1

τigd(y, p,Xi)−
β

n

n∑
i=1

gd(y, p,Xi)
2|X

]
=Eτ sup

(y,p)∈Y×P

[ 1
n

n∑
i=1

τigd(y, p,Xi)−
β

n

n∑
i=1

gd(y, p,Xi)
2
]
.

Let δ > 0 and let Yδ and Pδ be a minimal W 2,∞(Ω) δ-cover of Y and P, respectively. For any fixed
(y, p) ∈ Y×P, there exists a tuple (yδ, pδ) ∈ Yδ×Pδ such that ∥y−yδ∥W 2,∞(Ω) ≤ δ and ∥p−pδ∥W 2,∞(Ω) ≤ δ.
Therefore, by the Lipschitz continuity of gd with respect to (y, p) in the W 2,∞(Ω) norm,

1

n

n∑
i=1

τigd(y, p,Xi) ≤
1

n

n∑
i=1

τigd(yδ, pδ, Xi) +
1

n

n∑
i=1

|τi||(gd(y, p,Xi)− gd(yδ, qδ, Xi)|

≤ 1

n

n∑
i=1

τigd(yδ, pδ, Xi) + 2κdδ.

Since |gd(y, p,X)| ≤ bd and |gd(yδ, pδ, X)| ≤ bd, and by Lipschitz continuity of gd(y, p,X), we obtain

− 1

n

n∑
i=1

gd(y, p,Xi)
2 = − 1

n

n∑
i=1

gd(yδ, pδ, Xi)
2 +

1

n

n∑
i=1

(gd(yδ, pδ, Xi)
2 − gd(y, p,Xi)

2)

≤ − 1

n

n∑
i=1

gd(yδ, pδ, Xi)
2 +

2bd
n

n∑
i=1

|gd(yδ, pδ, Xi)− gd(y, p,Xi)|

≤ − 1

n

n∑
i=1

gd(yδ, pδ, Xi)
2 + 4bdκdδ.

Hence, it follows that

Eτ sup
(y,p)∈Y×P

[ 1
n

n∑
i=1

τigd(y, p,Xi)−
β

n

n∑
i=1

gd(y, p,Xi)
2
]

≤Eτ max
(yδ,pδ)∈Fδ×Pδ

[ 1
n

n∑
i=1

τigd(yδ, pδ, Xi)−
β

n

n∑
i=1

gd(yδ, pδ, Xi)
2
]
+ 2(1 + 2bdβ)κdδ. (3.10)

Since {τigd(yδ, pδ;Xi)}ni=1 are independent random variables conditioning on X,

Eτ [τigd(yδ, pδ, Xi)] = 0, i = 1, . . . , n,

−gd(yδ, pδ, Xi) ≤ τigd(yδ, pδ, Xi) ≤ gd(yδ, pδ, Xi), i = 1, . . . , n.
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By Hoeffding’s inequality from Lemma 3.4, we deduce that for any (yδ, pδ) ∈ Yδ × Pδ and ξ > 0,

Pτ

{ 1

n

n∑
i=1

τigd(yδ, pδ, Xi) > ξ +
β

n

n∑
i=1

gd(yδ, pδ, Xi)
2
}

≤ exp
(
−

(nξ + β
∑n

i=1 gd(yδ, pδ, Xi)
2)2

2
∑n

i=1 gd(yδ, pδ, Xi)2

)
≤ exp(−2βnξ),

where the last step follows from the elementary inequality (a+y)2

y ≥ (a+a)2

a = 4a, for any y ∈ R+. Therefore,
we may bound the tail probability by

Pτ

{
max

(yδ,pδ)∈Yδ×Pδ

( 1

n

n∑
i=1

τigd(yδ, pδ, Xi)−
β

n

n∑
i=1

gd(yδ, pδ, Xi)
2
)
> ξ

}

≤N(δ,F × P,W 2,∞(Ω)) max
(yδ,pδ)∈Yδ×Pδ

Pτ

{ 1

n

n∑
i=1

τigd(yδ, pδ, Xi) > ξ +
β

n

n∑
i=1

gd(yδ, pδ, Xi)
2
}

≤N(δ,F × P,W 2,∞(Ω)) exp(−2βnξ).

Hence, for any a > 0, we have

Eτ

[
max

(yδ,pδ)∈Yδ×Pδ

( 1

n

n∑
i=1

τigd(yδ, pδ, Xi)−
β

n

n∑
i=1

gd(yδ, pδ, Xi)
2
)]

≤
∫ ∞

0

Pτ

{
max

(yδ,pδ)∈Yδ×Pδ

( 1

n

n∑
i=1

τigd(yδ, pδ, Xi)−
β

n

n∑
i=1

gd(yδ, pδ, Xi)
2
)
> ξ

}
dξ

≤a+

∫ ∞

a

N(δ,F × P,W 2,∞(Ω)) exp(−2βnξ)dξ ≤ a+
N(δ,F × P,W 2,∞(Ω))

2βn
exp(−2βna).

Setting a = logN(δ,F×P,W 2,∞(Ω))
2βn leads to

Eτ

[
max

(yδ,pδ)∈Yδ×Pδ

( 1

n

n∑
i=1

τigd(yδ, pδ, Xi)−
β

n

n∑
i=1

gd(yδ, pδ, Xi)
2
]
≤ 1 + logN(δ,F × P,W 2,∞(Ω))

2βn
.

Combining this inequality with the estimate (3.10) yields the desired assertion.

The next result gives the statistical error, by exploiting the bound on the NNs in the appendix A.

Theorem 3.5. Let Y = P = Nρ(L,nL, R), with depth L, nL nonzero NN parameters and maximum bound
R. Then the statistical error Estat is bounded by

Estat ≤
cLn4L+1

L R4L(L logR+ L lognL + log nd)

nd
+

cn3
LR

2(L logR+ L lognL + log nb)

nb
,

where the constant c depends on α, λ, d, ∥f∥L∞(Ω) and ∥yd∥L∞(Ω) at most polynomially.

Proof. By Lemmas A.2 and A.3, for any v ∈ Y, ∥v∥C(Ω) ≤ nLR and ∥∆v∥L∞(Ω) ≤ dLn2L
L R2L, which directly

give bd = cLn4L
L R4L and bb = c(nLR)2. Next, for any (y, p), (ỹ, p̃) ∈ Y × P, we have

|gd(y, p,X)− gd(ỹ, p̃, X)| ≤κd(∥y − ỹ∥W 2,∞(Ω) + ∥p− p̃∥W 2,∞(Ω)), with κd = cn2L
L R2L,

|gb(y, p, Y )− gb(ỹ, p̃, Y )| ≤κb(∥y − ỹ∥L∞(∂Ω) + ∥p− p̃∥L∞(∂Ω)), with κb = cnLR.

Next we bound N(δ,Y,W 2,∞(Ω)). By Lemmas A.2 and A.4, for any vθ, vθ̃ ∈ Y,

∥vθ − vθ̃∥C(Ω) ≤ nL
LR

L−1∥θ − θ̃∥ℓ2 ,

∥∂2
xixi

vθ − ∂2
xixi

vθ̃∥C(Ω) ≤ 4L2n3L−2
L R3L−3∥θ − θ̃∥ℓ2 , i = 1, . . . , d.
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Hence, with Λd = cL2n3L−2
L R3L−3 and Λb = nL

LR
L,

∥vθ − vθ̃∥W 2,∞(Ω) ≤ Λd∥θ − θ̃∥ℓ2 and ∥vθ − vθ̃∥L∞(∂Ω) ≤ Λb∥θ − θ̃∥ℓ2 , ∀vθ, vθ̃ ∈ Y. (3.11)

Note that for any m ∈ N, r ∈ [1,∞), ϵ ∈ (0, 1), and Br := {x ∈ Rm : ∥x∥ℓ2 ≤ r}, then by a simple counting
argument (see, e.g., [13, Proposition 5] or [26, Lemma 5.5]), we have logN(ϵ, Br, ∥ · ∥ℓ2) ≤ m log(2r

√
mϵ−1).

This, Lipschitz continuity of NN functions in (3.11) and the estimate ∥θ∥ℓ2 ≤ √
nL∥θ∥ℓ∞ ≤ √

nLR imply

logN(δ,Y,W 2,∞(Ω)) ≤ logN(Λ−1
d δ,NY , ∥ · ∥ℓ2) ≤ nL log(2RnLΛdδ

−1),

logN(δ,Y, L∞(∂Ω)) ≤ logN(Λ−1
b δ,NY , ∥ · ∥ℓ2) ≤ nL log(2RnLΛbδ

−1),

where NY denotes the parameter space for Y. These estimates and Theorem 3.4 with β = (2bd)
−1 yield

Roff
n

(
Gd, (2bd)

−1
)
≤ bd(1 + logN(δ,F × P,W 2,∞(Ω)))

n
+ 4κdδ

≤
cLn4L+1

L R4L log(2RnLΛdδ
−1)

n
+ cn2L

L R2Lδ.

An analogous bound on Roff
n

(
Gb, (2bb)

−1
)
holds. Setting δ = 1/n, substituting Λd and Λb and simplifying

the resulting expressions yield the desired estimate.

3.2.3 Final error estimate

Now we state the error of the approximation (yθ∗ , pσ∗ , uσ∗) given by OSNN. Thus, with the parameters in

the loss L̂(yθ, pσ) chosen suitably, OSNN can yield an accurate approximation.

Theorem 3.6. Let the tuple (ȳ, p̄, ū) solve the optimality system (2.3) / (2.8) such that ȳ ∈ Hs(Ω) ∩
H1

0 (Ω) and p̄ ∈ Hs(Ω) ∩ H1
0 (Ω) with s ≥ 3, and (yθ∗ , pσ∗ , uσ∗) be the OSNN approximation. Fix the

tolerance ϵ > 0, and take Y = P = Nρ(c log(d + s), c(d, s)ϵ−
d

s−2−µ , c(d, s)ϵ−
9d+4s

2(s−2−µ) ). Then by choosing

nd = c(d, s)ϵ−
c(d+s) log(d+s)

s−2−µ and nb = c(d, s)ϵ−
4(3d+s)
s−2−µ −2 sampling points in Ω and on ∂Ω, there holds

EX,Y
[
∥ȳ − yθ∗∥2L2(Ω) + ∥p̄− pσ∗∥2L2(Ω) + ∥ū− uσ∗∥2L2(Ω)

]
≤ cϵ2,

where the constant c depends on α, λ, d, s, ∥f∥L∞(Ω), ∥yd∥L∞(Ω), ∥ȳ∥Hs(Ω), and ∥p̄∥Hs(Ω).

Proof. The fundamental estimates in Lemmas 3.1 and 3.2 imply

EX,Y[∥ȳ − yθ∗∥2L2(Ω) + ∥p̄− pσ∗∥2L2(Ω) + ∥ū− uσ∗∥2L2(Ω)] ≤ c(α, γ)EX,Y[L(yθ∗ , pσ∗)].

By the error decomposition in Theorem 3.2 and Lemma 3.3 (with the given choice of Y and P),

EX,Y[L(yθ∗ , pσ∗)] ≤ cϵ2 +
cLn4L+1

L R4L(L logR+ L lognL + log nd)

nd
+

cn3
LR

2(L logR+ L lognL + log nb)

nb
.

Since L = c log(d+ s), nL = c(d, s)ϵ−
d

s−2−µ and R = c(d, s)ϵ−
9d+4s

2(s−2−µ) , the choices of the numbers nd and nb

imply that the statistical error Estat is also bounded by cϵ2. This completes the proof of the theorem.

Remark 3.7. The error bound on the OSNN approximation in Theorem 3.6 is given in terms of the L2(Ω)
norm, due to the presence of the consistency error induced by the L2(∂Ω) boundary penalty, which precludes
obtaining H1(Ω) error estimates. In contrast, for the conventional Galerkin FEM discretization, one can
obtain error estimates in H1(Ω); see [17] for an early work, and [38] for many further results. See also [21]
for error estimates of discretizing optimal control problems with matrix-valued positive definite kernels.
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4 Numerical experiments and discussions

Now we present some numerical experiments to illustrate OSNN, and compare it with ALM and AONN,
cf. Section 2.4. All the examples are academic but not directly amenable with the standard Galerkin FEM,
and we leave a more thorough experimental evaluation, including more advanced training algorithms and
more complex problem settings to future work. Throughout, we fix the weight αi = λ−1 in OSNN and set
αy
b = αp

b/αi (so there is only one hyper-parameter αy
b in OSNN). This heuristic rule works reasonably well for

OSNN. AONN and ALM involve more hyper-parameters. The boundary weight αb of the PINN residual is
determined by grid search [41]: we apply PINN to solve a direct problem with analytic solution, with a range
of αb values, and select the one α∗

b attaining the smallest validation error for use in the state and adjoint
solvers. Other hyper-parameters, e.g., penalty factor µ in ALM, and step size s and the numberK of gradient
descent steps in AONN are all determined manually; see Table 1 for the values. The scalars Nosnn and Nalm

denote the total number of iterations for OSNN or the number of iterations for each subproblem (ALM).
For AONN, each PDE solve and the gradient descent step described in (2.12) employs Naonn iterations. The
function ρ is taken to be tanh. The NN parameters are initialized by the Xavier scheme (with zero bias) via
Flax (https://github.com/google/flax), and the multipliers in ALM are initialized to zero. To measure
the accuracy of the approximate state y∗, we employ the relative L2(Ω) error e(y∗) = ∥y∗− ȳ∥L2(Ω)/∥ȳ∥L2(Ω),
where ȳ denotes the exact state, and similarly for the control u∗. The relative errors are computed using a
test set different from the training one. Throughout, the NN has 4 hidden layers, each having 80 neurons.
We employ the Adam algorithm [28] provided by the Optax library optax.adam (version 2.0.0) from JAX
(https://github.com/google/jax), using single floating-point precision. All the experiments are conducted
on an NVIDIA RTX A100 GPU. The code for reproducing the experiments will be made publicly available
at Github.

Table 1: Hyper-parameter settings for the Examples.

Example αb (s,K)aonn (µ,K)alm Parameter Value

4.1 200 (20, 100) (0.02, 20) Nosnn 6e4
4.2 100 (10, 100) (0.01, 20) Naonn 6e2
4.3 100 (20, 100) (0.01, 10) Nalm 6e4

First, we consider the linear elliptic control problem:

min
y,u

{
J(y, u) =

1

2
∥y − yd∥2L2(Ω) +

λ

2
∥u∥2L2(Ω)

}
, subject to

{
−∆y = f + u, in Ω,

y = g, on ∂Ω,

where f and g are the known problem data and λ is the penalty weight.

Example 4.1. The domain Ω = (0, 1)4, and λ = 0.01. The data f ≡ 0, yd(x) = (1 + 16λπ4)
∏4

i=1 sin(πxi),

and g = 0. The exact state ȳ and control ū are given by ȳ(x) =
∏4

i=1 sin(πxi), and ū(x) = 4π2
∏4

i=1 sin(πxi).

To form the empirical loss L̂(yθ, pσ), we employ 60000 points in Ω and 5000 points on ∂Ω, drawn i.i.d.
from U(Ω) and U(∂Ω), respectively. These numbers are determined in a trial-and-error manner. We employ
60000 Adam iterations for OSNN with a learning rate 1e-3, halved after every 6000 iterations; and 2000 Adam
iterations for each PDE solve in AONN, with a learning rate 10−3 for the first subproblem (primal PDE,
adjoint PDE and gradient descent), and then switch to 10−4 for the remaining sub-problems. For ALM, we
employ 3000 iterations for each subproblem, with learning rate 10−3 for the first and also halved after every
6000 iterations. The relative errors of the approximate state y∗ and control u∗ are presented in Table 2(a).
The computing time (in second) is 4.28e3, 5.84e3 and 4.47e3 for OSNN, AONN, and ALM, respectively.
These numbers should be interpreted only indicatively due to the presence of other influencing factors. Each
subproblem in AONN does not require accurate resolution in the early stage: it takes only 600 iterations
for each PDE solve, which is far less than that for OSNN and ALM. Table 2(a) shows that the choice can
ensure accurate solutions with 200 gradient descent steps. OSNN and AONN take comparable computing
time, but the approximate control of AONN converges much slower. Nonetheless, all three methods require
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many iterations to reach satisfactory results, and it is imperative to develop customized algorithms for these
solvers and to further improve their accuracy. This phenomenon has been widely reported for standard
neural PDE solvers [29, 50, 8].

Table 2: Numerical results for the examples.

(a) Example 4.1 (b) Example 4.2

e(y∗) e(u∗) J(u∗, y∗) e(y∗) e(u∗) J(u∗, y∗)

OSNN 8.24e-3 1.01e-2 8.088 OSNN 2.12e-3 1.67e-1 2.27e-4
AONN 8.28e-3 1.46e-2 8.038 AONN 3.07e-3 1.32e-1 3.26e-4
ALM 1.03e-1 3.25e-2 8.074 ALM 2.1e-3 2.08e-1 2.47e-3

(c) Example 4.3 (d) Example 4.4

e(y∗) e(u∗) J(u∗, y∗) PDE e(y∗) e(u∗) J(u∗, y∗)

OSNN 4.45e-4 3.36e-2 1.194 LU 3.96e-2 6.05e-2 2.652e-1
AONN 4.41e-4 4.26e-2 1.201 LC 5.78e-2 9.16e-2 2.619e-1
ALM 9.11e-3 1.34e-1 1.231 Semi 3.96e-2 6.45e-2 2.321e-3
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Figure 1: The approximate optimal control u∗ (top), pointwise error |u∗ − ū| (mid), and approximate state
y∗ (bottom) obtained by three NN-based methods for Example 4.1, cross section at x3 = x4 = 0.5.

In Fig. 2, we show the training dynamics of the three methods. For OSNN, the optimizer converges
rapidly and stably in terms of the loss value, so are the losses L̂nn(y) and L̂nn(p) for the state and adjoint.

For AONN, it does minimize the loss steadily, but the sub-losses L̂nn(y) and L̂nn(p) exhibit alternating
convergence behavior due to the alternating nature of the algorithm. The first step leads to a drastic
increase of the objective value, indicating an invalid descent direction. This issue is resolved after a few
steps when the PDE solutions become more accurate. ALM enjoys fast initial decay in the loss but the
convergence slows down greatly as the iteration proceeds, and also the loss L̂nn(y) decreases rapidly.
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Figure 2: The training dynamics of the three methods, for Example 4.1. Ticks on the left y-axis refer to
cost objective J , and that on the right to losses L̂nn(y) and L̂nn(p).

Next, we consider a constrained problem.

Example 4.2. In the polar coordinate x = (r cos θ1, r sin(θ1) cos θ2, r sin θ1 sin θ2 cos θ3, r sin θ1 sin θ2 sin θ3),
Ω = {(r, θ1, θ2, θ3) : r ∈ [1, 3], θ1, θ2, θ3 ∈ [0, 2π]} is a hyper-annulus in R4 with outer radius 3 and inner
radius 1. The control is subject to u ∈ U := {u ∈ L2(Ω) : u(r, θ1, θ2, θ3) ∈ [−0.5, 0.7] a.e. in Ω}. λ = 0.01,
and data yd(r, θ1, θ2, θ3) = r2 + λ(5 − 9

r2 ) cos θ1, f(r, θ1, θ2, θ3) = −8 − P[−0.5,0.7](−(r − 1)(r − 3) cos θ1)
and g(r) = r2. The exact state ȳ and control ū are given by ȳ(r, θ1, θ2, θ3) = r2 and ū(r, θ1, θ2, θ3) =
P[−0.5,0.7](−(r − 1)(r − 3) cos θ1).

The experimental setting is identical with Example 4.1. In ALM, we enforce the box constraint by
including a penalty term with a weight µ′ = 0.01, cf. (2.13), and add a multiplier term and update it by
Uzawa algorithm. Since the forward solver converges slower, we increase the number of iterations for all
methods. The learning rates are halved after every 6000 iterations. The results are reported in Table 2(b)
and Fig. 3. Since the optimal control ū is non-smooth near the boundary of the constraint active area, ALM
and AONN suffer from big errors therein, and AONN has to use a smaller step size. Table 2(b) shows that
AONN has a good accuracy of the state approximation with 100 descent steps. For ALM, the projection
penalty term requires one extra tunable weight. In Table 2(b), ALM approximates the state accurately, but
the control error e(u∗) is still large. The computing time (in second) for OSNN, AONN and ALM is 1.56e3,
4.42e3, and 1.70e3. While the errors are larger than others, ALM yields the best cost, implying that the
PDE constraint is not well-satisfied. The approximate state y∗ by AONN is less accurate with a slightly
better control u∗. Both OSNN and ALM optimize two variables and thus requires more iterations for the
PDE, but the control of OSNN converges faster.

Next we consider a semilinear example.

Example 4.3. Consider the following semilinear PDE: −∆y+ y+ y3 = f + u in Ω with y = g on ∂Ω, with
the domain Ω = (0, 1)4. Let λ = 0.01. The data yd, g and f are taken such that the exact state ȳ and control

ū are given by ȳ(x) =
∑3

i=1 e
xi(1−xi) sin(πxi+1)+ex4(1−x4) sin(πx1), and ū(x) = −λ−1

∏4
i=1 xi(1+cos(πxi)).

The results are reported in Table 2(c) and Fig. 4. Both OSNN and AONN approximate the optimal
state ȳ and control ū accurately, but AONN has much larger control error e(u∗). The efficiency of AONN
depends heavily on the step size s. The step size s = 20 was determined in a trial-and-error manner in order
to achieve good efficiency. ALM yields an accurate state approximation, which is however still inferior to
OSNN and AONN. The computing time (in seconds) is only slightly higher than the unconstrained case:
4.39e3, 5.07e3 and 4.54e3 for OSNN, AONN and ALM, respectively.

Last, we investigate higher-dimensional problem to show the efficiency of OSNN.

Example 4.4. Ω = (0, 1)6, and λ = 0.01. The test cases are as follows: (i) linear unconstrained (LU) f =

5π2
∏6

i=1 sin(πxi) and yd = (−6απ4−1)
∏6

i=1 sin(πxi); (ii) linear constrained (LC) f = 6π2
∏6

i=1 sin(πxi)−
P[0,3](π

2
∏6

i=1 sin(πxi)), yd = (−6απ4−1)
∏6

i=1 sin(πxi); and (iii) semilinar (semi) f = 6π2
∏6

i=1 sin(πxi)+∏6
i=1 sin

3(πxi), yd = (1 + 6π2λ + λ)
∏6

i=1 sin(πxi) + λ
∏6

i=1 sin
3(πxi), and q(x, y) = y3. All PDEs have a
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Figure 3: The approximate control u∗ (top), its pointwise error |u∗ − ū| (mid) and approximate state y∗

(bottom) obtained by three NN-based methods for Example 4.2, cross section at x3 = 0, x4 = 0.

zero Dirichlet boundary condition. The exact states ȳ are given by
∏6

i=1 sin(πxi), and exact controls ū are

given by π2
∏6

i=1 sin(πxi) for (i), P[0,3](π
2
∏6

i=1 sin(πxi)) for (ii),
∏6

i=1 sin(πxi) for (iii).

The NN architecture is identical with that for Example 4.1. The boundary weight αb is 100. We take
60000 points in Ω and 5000 points on ∂Ω. The loss is optimized with Adam, with maximum 6e4 iterations.
The learning rate is initialized to 1e-3, and halved after every 6e3 iterations, with a minimum 1e-3/1024.
The results are shown in Table 2(d) and the training dynamics in Fig. 5. The cost objective and PINN
losses converge stably in all the three cases. OSNN yields accurate control and state approximations for
linear problems, and the control error is slightly larger for the semilinear problem. These results show the
potential of OSNN for solving optimal control problems.

5 Conclusion and discussions

We have investigated a neural solver for distributed elliptic optimal control problems, with / without box
constraint on the control. It is based on applying DNNs to a reduced first-order necessary optimality system,
and straightforward to implement. We provide an error analysis of the approach, using the approximation
theory of neural networks and offset Rademacher complexity, and derived an L2(Ω) error bound on the
control, state, and adjoint that is explicit in terms of the NN parameters (depth, width), and the number
of Monte Carlo sampling points in the domain and on the boundary. We also presented several numerical
examples to show its feasibility for linear and semilinear elliptic optimal control problems, and to illustrate its
competitiveness with two existing NN-based algorithms. While all three NN based solvers have comparable
accuracy, the proposed OSNN tend to be easier to tune and train and involving fewer tunable parameters.

The study leaves many important questions untouched, which we will investigate in future works. First,
it would be interesting to provide error analysis for more complex cases, e.g., semilinear elliptic / parabolic
optimal control problems. These cases would require new technical tools, e.g., to overcome nonlinearity.
Also it is useful to analyze other quantities, e.g., the optimality gap J(y(uσ), uσ) − J(ȳ, ū). Second, it is
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Figure 4: The approximate optimal control u∗ (top), its pointwise error |u∗ − ū| (middle), and the state y∗

(bottom) obtained by three different methods for Example 4.3, cross section at (x3, x4) = (0.5, 0.5).

of much interest to evaluate the method on more realistic optimal control settings, including a comparative
study traditional discretization methods. Third, it is of enormous importance to devise more accurate
and efficient training methods. The Adam optimizer can only yield acceptable but not highly accurate
approximations. This has largely limited the numerical experiments to qualitative evaluation. More accurate
training algorithms may enable validating the error bound, which however is still unavailable [45].

A Technical estimates on fθ

We derive several technical estimates, especially the bound and Lipschitz continuity of ∂2
xp
fθ for fθ ∈

Nρ(L,nL, R) in terms of the NN parameters θ. Let ni, i = 1, . . . , L, be the number of nonzero parameters
on the first i layers, and nL be the total number of nonzero weights. First, we recall several bounds on fθ and
∂xpfθ, which will be used extensively below. Throughout, we denote πi =

∏i
j=1 nj , and let P = Nρ(L,nL, R).

Lemma A.1. The following estimates hold.

(i) If ρ(t) = tanh(t), then ∥ρ(i)∥L∞(R) ≤ 1, i = 0, 1, 2, and ∥ρ′′′∥L∞(R) ≤ 2.

(ii) If ρ(t) = 1
1+e−t , then ∥ρ(i)∥L∞(Ω) ≤ 1, i = 0, 1, 2, 3.

Proof. The lemma follows from direct computation. Indeed, for ρ(t) = tanh(t), we have ∥ρ∥L∞(R) ≤ 1 and

ρ′(t) = 1 − ρ(t)2, ρ′′(t) = −2ρ(t)(1 − ρ(t)2), ρ′′′(t) = (6ρ(t)2 − 2)(1 − ρ(t)2). Similarly, for ρ(t) = 1
1+e−t ,

clearly ρ(t) ∈ (0, 1), and ρ′(t) = e−t

(1+e−t)2 = ρ(t)(1 − ρ(t)) ∈ (0, 1
2 ), ρ′′(t) = ρ(t)(1 − ρ(t))(1 − 2ρ(t)),

ρ′′′(t) = ρ(t)(1− ρ(t))[1− 6ρ(t) + 6ρ(t)2]. Then the desired assertions follow immediately.

Lemma A.2. For any f ≡ fθ, f̃ ≡ fθ̃ ∈ P, the following estimates hold: for any p ∈ [d], q ∈ [nℓ],

∥f∥L∞(Ω) ≤ nL−1R, (A.1)
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Figure 5: The exact solutions (top), approximate solutions (middle) and pointwise errors (bottom) by OSNN
for Example 4.4, cross section at x3 = x4 = x5 = x6 = 0.5.
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∥f (ℓ)
q − f̃ (ℓ)

q ∥L∞(Ω) ≤


πℓ−1R

ℓ−1
nℓ∑
j=1

|θj − θ̃j |, ℓ = 1, . . . , L− 1,

√
nLπL−1R

L−1∥θ − θ̃∥ℓ2 , ℓ = L,

(A.2)

∥∂xp
f (ℓ)∥L∞(Ω) ≤ πℓ−1R

ℓ, ℓ = 1, . . . , L, (A.3)

∥∂xpf
(ℓ)
q − ∂xp f̃

(ℓ)
q ∥L∞(Ω) ≤ (ℓ+ 1)π2

ℓ−1R
2ℓ−1

nℓ∑
j=1

|θj − θ̃j |, ℓ = 1, . . . , L− 1. (A.4)

Proof. These estimates are contained in [26, Lemmas 5.9–5.11]. Note that the estimate (A.4) improves that
in [26, Lemma 5.11] by a factor of R, by slightly improving the bound on page 17, line 7 of [26].

We also need the following uniform bound on ∂2
xp
fθ.

Lemma A.3. Let P = Nρ(L,nL, R). Then for any p ∈ [d],
∣∣∣∂2

xp
f
(ℓ)
q

∣∣∣ ≤ ℓπ2
ℓ−1R

2ℓ, ℓ = 1, 2, · · · , L.

Proof. It follows from direct computation that

∂2
xp
f (ℓ)
q =

(nℓ−1∑
j=1

a
(ℓ)
qj ∂xp

f
(ℓ−1)
j

)2

ρ′′
(nℓ−1∑

j=1

a
(ℓ)
qj f

(ℓ−1)
j + b(ℓ)q

)
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+ ρ′
(nℓ−1∑

j=1

a
(ℓ)
qj f

(ℓ−1)
j + b(ℓ)q

) nℓ−1∑
j=1

a
(ℓ)
qj ∂

2
xp
f
(ℓ−1)
j . (A.5)

When ℓ = 1, this identity and the uniform bound on ρ′′ from Lemma A.1 imply

∥∂2
xp
f (1)
q ∥L∞(Ω) =

( n0∑
j=1

a
(1)
qj

)2

∥ρ′′
( n0∑
j=1

a
(1)
qj x+ b(1)q

)
∥L∞(R) ≤ n2

0R
2. (A.6)

Next, we treat the case ℓ > 1. The bounds on ρ′ and ρ′′ in Lemma A.1 and the a priori bound on a
(ℓ)
qj and

the estimate (A.3) imply∣∣∣∂2
xp
f (ℓ)
q

∣∣∣ ≤ (nℓ−1∑
j=1

∣∣∣a(ℓ)qj

∣∣∣)2

· (πℓ−2R
ℓ−1)2 +R

nℓ−1∑
j=1

∣∣∣∂2
xp
f
(ℓ−1)
j (x)

∣∣∣ ≤ π2
ℓ−1R

2ℓ +R

nℓ−1∑
j=1

∣∣∣∂2
xp
f
(ℓ−1)
j

∣∣∣ .
Then applying the recursion repeatedly, the estimate (A.6) and mathematical induction yields |∂2

xp
f
(ℓ)
q | ≤

ℓπ2
ℓ−1R

2ℓ, ℓ = 1, . . . , L−1. The case ℓ = L follows also from the definition of f and the preceding estimate.

The next result represents one of the main tools in establishing Rademacher complexity bound.

Lemma A.4. Let fθ, fθ̃ ∈ P, and define η = 1 for sigmoid and η = 2 for hyperbolic tangent. Then,∣∣∣∂2
xp
fθ(x)− ∂2

xp
fθ̃(x)

∣∣∣ ≤ 2(L− 1)Lη
√
nLπ

3
L−1R

3L−3∥θ − θ̃∥ℓ2 , ∀p ∈ [d].

Proof. The proof is based on mathematical induction, and it is divided into three steps.
(i) Prove the bound for the case ℓ = 1. By the identity (A.5) and triangle inequality, for ℓ = 1,

∣∣∂2
xp
f (1)
q − ∂2

xp
f̃ (1)
q

∣∣ = ∣∣∣(a(1)qp )
2ρ′′

( n0∑
j=1

a
(1)
qj xj + b(1)q

)
− (ã1qp)

2ρ′′
( n0∑
j=1

ã
(1)
qj xj + b̃(1)q

)∣∣∣
≤
∣∣(a(1)qp )

2 − (ã(1)qp )
2
∣∣∣∣∣ρ′′( n0∑

j=1

a
(1)
qj xj + b(1)q

)∣∣∣+ ∣∣(ã(1)qp )
2
∣∣∣∣∣ρ′′( n0∑

j=1

a
(1)
qj xj + b(1)q

)
− ρ′′

( n0∑
j=1

ã
(1)
qj xj + b̃(1)q

)∣∣∣
≤2R

∣∣a(1)qp − ã(1)qp

∣∣+ ηR2
n0∑
j=1

∣∣a(1)qj − ã
(1)
qj

∣∣+ ηR2
∣∣b(1)q − b̃(1)q

∣∣ ≤ 3ηR2
n1∑
k=1

∣∣θk − θ̃k
∣∣, (A.7)

since by definition, η ≥ 1.
(ii) Derive the recursion relation. For ℓ = 2, . . . , L− 1, in view of the identity (A.5), we have

∣∣∂2
xp
f (ℓ)
q − ∂2

xp
f̃ (ℓ)
q

∣∣ ≤∣∣∣(nℓ−1∑
j=1

a
(ℓ)
qj ∂xp

f
(ℓ−1)
j

)2

−
(nℓ−1∑

j=1

ã
(ℓ)
qj ∂xp

f̃
(ℓ−1)
j

)2∣∣∣∣∣∣ρ′′(nℓ−1∑
j=1

a
(ℓ)
qj f

(ℓ−1)
j + b(ℓ)q

)∣∣∣
+
(nℓ−1∑

j=1

ã
(ℓ)
qj ∂xp

f̃
(ℓ−1)
j

)2∣∣∣ρ′′(nℓ−1∑
j=1

a
(ℓ)
qj f

(ℓ−1)
j + b(ℓ)q

)
− ρ′′

(nℓ−1∑
j=1

ã
(ℓ)
qj f̃

(ℓ−1)
j + b̃(ℓ)q

)∣∣∣
+
∣∣∣ρ′(nℓ−1∑

j=1

a
(ℓ)
qj f

(ℓ−1)
j + b(ℓ)q

)
− ρ′

(nℓ−1∑
j=1

ã
(ℓ)
qj f̃

(ℓ−1)
j + b̃(ℓ)q

)∣∣∣∣∣∣(nℓ−1∑
j=1

a
(ℓ)
qj ∂

2
xp
f
(ℓ−1)
j

)∣∣∣
+
∣∣∣ρ′(nℓ−1∑

j=1

ã
(ℓ)
qj f̃

(ℓ−1)
j + b̃(ℓ)q

)∣∣∣∣∣∣nℓ−1∑
j=1

a
(ℓ)
qj ∂

2
xp
f
(ℓ−1)
j −

nℓ−1∑
j=1

ã
(ℓ)
qj ∂

2
xp
f̃
(ℓ−1)
j

∣∣∣ = 4∑
m=1

Im.

Below we bound the four terms separately. To bound the term I1, by the estimate (A.3),

nℓ−1∑
j=1

(∣∣a(ℓ)qj

∣∣∣∣∂xp
f
(ℓ−1)
j

∣∣+ ∣∣ã(ℓ)qj

∣∣∣∣∂xp
f̃
(ℓ−1)
j

∣∣) ≤ 2R

nℓ−1∑
j=1

πℓ−2R
ℓ−1 = 2πℓ−1R

ℓ.
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Likewise, by the estimates (A.3) and (A.4),

nℓ−1∑
j=1

∣∣a(ℓ)qj ∂xp
f
(ℓ−1)
j − ã

(ℓ)
qj ∂xp

f̃
(ℓ−1)
j

∣∣
≤

nℓ−1∑
j=1

∣∣a(ℓ)qj − ã
(ℓ)
qj

∣∣∣∣∂xp
f
(ℓ−1)
j

∣∣+ nℓ−1∑
j=1

∣∣ã(ℓ)qj

∣∣∣∣∂xp
f
(ℓ−1)
j − ∂xp

f̃
(ℓ−1)
j

∣∣
≤πℓ−2R

ℓ−1

nℓ−1∑
j=1

∣∣a(ℓ)qj − ã
(ℓ)
qj

∣∣+ nℓ−1∑
j=1

R ·
(
ℓπ2

ℓ−2R
2ℓ−2

nℓ−1∑
k=1

∣∣θk − θ̃k
∣∣)

≤πℓ−2R
ℓ−1

nℓ−1∑
j=1

∣∣a(ℓ)qj − ã
(ℓ)
qj

∣∣+ ℓπℓ−2πℓ−1R
2ℓ−1

nℓ−1∑
j=1

∣∣θj − θ̃j
∣∣.

Thus we can bound the term I1 by

I1 ≤ 2πℓ−2πℓ−1R
2ℓ−1

nℓ−1∑
j=1

∣∣a(ℓ)qj − ã
(ℓ)
qj

∣∣+ 2ℓπℓ−2π
2
ℓ−1R

3ℓ−1

nℓ−1∑
j=1

∣∣θj − θ̃j
∣∣.

Next, it follows from the estimate (A.2) that∣∣∣nℓ−1∑
j=1

a
(ℓ)
qj f

(ℓ−1)
j − ã

(ℓ)
qj f̃

(ℓ−1)
j + b(ℓ)q − b̃(ℓ)q

∣∣∣ ≤ nℓ−1∑
j=1

∣∣a(ℓ)qj − ã
(ℓ)
qj

∣∣+ ∣∣b(ℓ)q − b̃(ℓ)q

∣∣+ πℓ−1R
ℓ−1

nℓ−1∑
j=1

∣∣θj − θ̃j
∣∣.

Then for the term I2, from the estimate (A.3), we deduce

I2 ≤ η
( nℓ−1∑

j=1

∣∣ã(ℓ)qj

∣∣2)( nℓ−1∑
j=1

∣∣∂xp
f̃
(ℓ−1)
j

∣∣2)(∣∣∣nℓ−1∑
j=1

a
(ℓ)
qj f

(ℓ−1)
j − ã

(ℓ)
qj f̃

(ℓ−1)
j + b(ℓ)q − b̃(ℓ)q

∣∣∣)

≤ ηπ2
ℓ−1R

2ℓ
(nℓ−1∑

j=1

∣∣a(ℓ)qj − ã
(ℓ)
qj

∣∣+ ∣∣b(ℓ)q − b̃(ℓ)q

∣∣+ πℓ−1R
ℓ−1

nℓ−1∑
j=1

∣∣θj − θ̃j
∣∣).

Similarly, Lemma A.3 implies

nℓ−1∑
j=1

∣∣a(ℓ)qj ∂
2
xp
f
(ℓ−1)
j

∣∣∣ ≤ R · nℓ−1 · (ℓ− 1)π2
ℓ−2R

2(ℓ−1) = (ℓ− 1)πℓ−2πℓ−1R
2ℓ−1,

and thus we can bound the term I3 by

I3 ≤ (ℓ− 1)πℓ−2πℓ−1R
2ℓ−1

(nℓ−1∑
j=1

∣∣a(ℓ)qj − ã
(ℓ)
qj

∣∣+ ∣∣b(ℓ)q − b̃(ℓ)q

∣∣+ πℓ−1R
ℓ

nℓ−1∑
j=1

∣∣θj − θ̃j
∣∣).

For the last term I4, using Lemma A.3 again, we have

I4 ≤
nℓ−1∑
j=1

∣∣a(ℓ)qj − ã
(ℓ)
qj
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xp
f
(ℓ−1)
j

∣∣+R

nℓ−1∑
j=1

∣∣∂2
∂xp

f
(ℓ−1)
j − ∂2

xp
f̃
(ℓ−1)
j

∣∣
≤ (ℓ− 1)πℓ−2πℓ−1R

2(ℓ−1)

nℓ−1∑
j=1

∣∣a(ℓ)qj − ã
(ℓ)
qj

∣∣+R

nℓ−1∑
j=1

∣∣∂2
xp
f
(ℓ−1)
j − ∂2

xp
f̃
(ℓ−1)
j

∣∣.
Combining the last four estimates gives the crucial recursion

∣∣∂2
xp
f (ℓ)
q − ∂2

xp
f̃ (ℓ)
q

∣∣ ≤ R

nℓ−1∑
j=1

∣∣∂2
xp
f
(ℓ−1)
j − ∂2

xp
f̃
(ℓ−1)
j

∣∣+ 4ℓηπ3
ℓ−1R

3ℓ−1
nℓ∑
j=1

∣∣θj − θ̃j
∣∣. (A.8)

22



(iii) Prove the intermediate case by mathematical induction. Using the recursion (A.8), we claim
that for ℓ = 1, 2, . . . , L− 1, there holds

∣∣∂2
xp
f (ℓ)
q (x)− ∂2

xp
f̃ (ℓ)
q (x)

∣∣ ≤ 2ℓ(ℓ+ 1)ηπ3
ℓ−1R

3ℓ−1
nℓ∑
j=1

∣∣θj − θ̃j
∣∣. (A.9)

This is trivially true for ℓ = 1, by the estimate (A.7). For ℓ = 2, the recursion (A.8) and the estimate for
ℓ = 1 in (A.7) imply

∣∣∂2
xp
f (2)
q (x)− ∂2

xp
f̃ (2)
q (x)

∣∣ ≤ 3ηn1R
3

n1∑
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∣∣+ 8ηR5π3

1
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≤ 11ηπ3
1R

5
n2∑
j=1

∣∣θj − θ̃j
∣∣ ≤ 2 · 2 · 3ηπ3

1R
5

n2∑
j=1

∣∣θj − θ̃j
∣∣,

and hence the claim holds for ℓ = 2. Now suppose it holds for some 2 ≤ ℓ < L− 1. Then for the case ℓ+ 1,∣∣∣∂2
xp
f (ℓ+1)
q (x)− ∂2

xp
f̃ (ℓ+1)
q (x)

∣∣∣ ≤ R

nℓ∑
j=1

∣∣∣∂2
xp
f
(ℓ)
j − ∂2

xp
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j
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∣∣∣θj − θ̃j

∣∣∣
≤ nℓ · 2ℓ(ℓ+ 1)ηπ3

ℓ−1R
3ℓ−1
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j=1

∣∣∣θj − θ̃j
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ℓR
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|θj − θ̃j |,

which by mathematical induction implies the desired claim (A.9).
(iv) Obtain the final estimate. Last, for ℓ = L, direct computation shows

∂2
xp
f − ∂2

xp
f̃ =

nL−1∑
j=1

a
(L)
1j ∂2

xp
f
(L−1)
j −

nL−1∑
j=1

ã
(L)
1j ∂2

xp
f̃
(L−1)
j

Thus, by the estimate (A.9) and Lemma A.3,

∣∣∂2
xp
f − ∂2

xp
f̃
∣∣ ≤ nL−1∑

j=1

|a(L)
1j − ã

(L)
1j ||∂2

xp
f
(L−1)
j |+

nL−1∑
j=1

|ã(L)
1j |∂2

xp
f
(L−1)
j − ∂2

xp
f̃
(L−1)
j |

≤ (L− 1)πL−2R
2L−2

nL−1∑
j=1

|a(L)
1j − ã

(L)
1j |+

nL−1∑
j=1

R · 2(L− 1)Lηπ3
L−2R

3L−4

nL−1∑
j=1

∣∣θj − θ̃j
∣∣

≤ 2(L− 1)Lηπ3
L−1R

3L−3
nL∑
j=1

∣∣θj − θ̃j
∣∣.

This completes the proof of the lemma.
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