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EFFECTIVE EQUATION SOLVING, CONSTRAINTS AND GROWTH IN

VIRTUALLY ABELIAN GROUPS

LAURA CIOBANU, ALEX EVETTS, ALEX LEVINE

Abstract. In this paper we study the satisfiability and solutions of group equations when
combinatorial, algebraic and language-theoretic constraints are imposed on the solutions. We
show that the solutions to equations with length, lexicographic order, abelianisation or context-
free constraints added, can be effectively produced in finitely generated virtually abelian
groups. Crucially, we translate each of the constraints above into a rational set in an ef-
fective way, and so reduce each problem to solving equations with rational constraints, which
is decidable and well understood in virtually abelian groups.

A byproduct of our results is that the growth series of a virtually abelian group, with
respect to any generating set and any weight, is effectively computable. This series is known
to be rational by a result of Benson, but his proof is non-constructive.

1. Introduction

One of the most famous and longstanding open questions in theoretical computer science is
whether one can solve equations with length constraints in free monoids. The elucidation of
this problem has deep implications: if undecidable, it would offer a new solution to Hilbert’s
10th problem about the satisfiability of polynomial equations with integer coefficients. The
resolution of this problem also has important applications in the context of string solvers
(SMT) for software engineering and security analysis [2]. Solving equations with length and
other related constraints in any structures ‘close’ to free monoids, in the realm of monoids
or groups, will shed light on this outstanding open problem. In this paper we bring the first
positive results in the area, the decidability of solving equations with length constraints in
virtually abelian groups, as well as further types of constraints.

Our paper combines group theory, theoretical computer science and combinatorics to study
group equations, where constraints are imposed on the solutions (see Sections 2.4, 2.5). There
is a successful line of research that considers rational constraints ([13, 14, 9, 29]) when solving
equations in groups, that is, when the solutions are required to belong to specified rational
sets (Definition 2.4) but little is known for non-rational constraints. We consider this latter
direction in the paper in the context of virtually abelian groups. We study constraints that
in general groups are non-rational (such as context-free, length or abelianisation constraints,
see Definitions 2.10, 2.11), that turn out, somewhat surprisingly, to be rational in virtually
abelian groups. Since solving equations with rational constraints in virtually abelian groups is
decidable ([29, 13]), all types of equation solving problems in this paper are decidable. However,
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this alone is not enough to give decidability; the explicit construction of rational sets starting
from a priori non-rational specifications is also necessary. We provide such algorithms that
produce rational sets from the given constraints. We do not, however, claim any complexity
results or practical efficiency of our algorithms.

The paper is inspired by work in theoretical computer science, where equations with (non-
rational) language theoretic, length and abelianisation constraints in free monoids have been
studied intensively for decades ([1, 7, 16, 22]). As already mentioned, deciding algorithmically
whether a free monoid equation has solutions satisfying linear length constraints is a major open
question, with both theoretical implications (if undecidable, it would offer a new solution to
Hilbert’s 10th problem about the satisfiability of polynomial equations with integer coefficients)
and practical ones, in the context of string solvers for security analysis [2]. For much of the last
century, SAT solvers were the canonical tools to deal with the golden standard of NP-complete
problems. In an SAT solver the computer program looks for a solution (i.e. values of 0 and 1
to substitute in for the variables) to a Boolean logic formula. Moving a step higher, both in
complexity and applicability, are the SMT solvers, which have boomed over the last 10 years.
There, one is given a first-order formula in a wider context, such as real numbers, integers,
data structures, and most relevant for our paper, strings over finite alphabets. The question
is then whether there is a solution for a first-order formula that is not just in the realm of
Boolean formulas, but significantly more complex: the name ‘satisfiability modulo theories’
(SMT) represents the fact that the solvers work ‘modulo’ a certain theory (in a universe more
complex than the Boolean one) in first-order logic with equality. In algebraic terms, this is
essentially equivalent to solving equations in free monoids and related structures (as many
of the constraints lead naturally to commutativity or other relations between the alphabet
letters), since every string can be seen as an element over the generators of a finitely generated
monoid or group.

SMT solvers have a dramatic impact on software engineering and security of Web applica-
tions: the widespread interest in cybersecurity has given strong impulse to string constraint
solvers because bad string manipulations can have negative effects for Web applications de-
veloped in languages like PHP or JavaScript. The performance improvements that constraint
solvers have achieved over the last 5 years have been going hand in hand with progress made by
computer science theorists on tackling decades-old open questions relating to complexity and
decidability of word equations in free monoids. However, many of the theoretical questions,
which are still open and highly relevant to understanding the boundaries of what can be done
in the solvers, need an influx of ideas from algebra and mathematics more generally: solving
equations in groups while keeping the constraints that have been at the core of applications
can inform the monoid equations results and feed into the circle of theory and applications
complementing each other.

In the context of non-abelian free groups and free monoids (as well as hyperbolic, right-angled
Artin groups etc.), length, abelianisation and context-free constraints are not rational, and the
results tend to be negative: our results for virtually abelian groups contrast those of the first
author and Garreta. They showed in [11] that the Diophantine Problem, that is, the question
of satisfiability of equations in a group (see Section 2.4), with abelianisation constraints (called
‘abelian predicates’ in that paper) for non-abelian right-angled Artin groups, or for hyperbolic
groups with abelianisation rank ≥ 2, is undecidable.
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It is fairly immediate to see that in the case of abelian groups, imposing abelian or length
constraints is equivalent to adding additional equations to the original system, so this is simply
an instance of the Diophantine Problem in abelian groups. Imposing lexicographic order con-
straints on solutions to abelian group equations amounts to checking for membership in easily
computable sets. However, moving from abelian to virtually abelian, to establish the rational-
ity of the language-theoretic or algebraic constraints, and especially the explicit description of
those constraints as rational sets, becomes a lot more involved. Our main result is as follows.

Theorem 1.1. In any finitely generated virtually abelian group, it is effectively decidable
whether a finite system of equations with the following kinds of constraints has solutions:

(i) linear length constraints (with respect to any weighted word metric),
(ii) abelianisation constraints,
(iii) context-free constraints,
(iv) lexicographic order constraints.

Theorem 1.1 is a consequence of two facts: (1) each of the above constraints is a rational set
(Theorem 1.2), and (2) the problem of satisfiability of finite systems of equations with rational
constraints is decidable and the solutions can be effectively produced [21, 29, 13].

Theorem 1.2. In any finitely generated virtually abelian group, there is an effective way to
construct a rational set from a

(i) linear length constraint (with respect to any weighted word metric) (Theorem 5.2),
(ii) abelianisation constraint (Theorem 6.5),
(iii) context-free constraint (Theorem 7.5),
(iv) lexicographic order constraint (Theorem 8.5).

Theorem B of [29] states that the solution sets to finite systems of equations with rational
constraints can be represented by EDT0L languages (with respect to a natural normal form),
and that these EDT0L languages can be explicitly constructed. We refer the reader to the
survey [12] for background on EDT0L languages and equations in groups, and do not define or
discuss EDT0L languages here, since these are not needed in the rest of the paper. Corollary
6.18 of [10] implies that the set of solutions to such a system can also be expressed as an
EDT0L language with respect to a geodesic normal form. Thus we obtain the following.

Corollary 1.3. The set of solutions to a finite system of equations with the kinds of constraints
listed in Theorem 1.1 may be expressed as an EDT0L language in (at least) two different ways:
with respect to a natural normal form, and with respect to a geodesic normal form.

Finally, a consequence of our work is Proposition 1.4.

Proposition 1.4. (see Corollary 4.12) The weighted growth series (with respect to any finite
generating set) of a finitely generated virtually abelian group G can be computed explicitly.

The fact that this growth series is a rational function was proved by Benson [4], but his
proof does not include an algorithm to calculate the series.

2. Preliminaries

2.1. Describing virtually abelian groups. It is a standard fact that we may assume that
any finitely generated virtually abelian group is a finite extension of a finitely generated free
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abelian group. Throughout the section we let G be a finitely generated virtually abelian group
with free abelian normal subgroup A of finite index, and use the short exact sequence

(1) 1 → A→ G→ ∆ → 1

for some finite group ∆.

In any decision problem that can be asked about a group, one must first decide what
information about the group is ‘known’. This is frequently a presentation, but can take other
forms. In our case, we describe G using a free abelian basis B for A and a (finite, right)
transversal, which together define a finite generating set. In addition to this, we need to know
how to multiply generators.

Before we can formally define this information, we must first define a normal form for a
virtually abelian group. We start by recalling the definition of a normal form.

Definition 2.1. Let G be a group and Σ be a generating set. A normal form µ for G is a
function µ : G→ Σ∗ that maps every element g to a word µ(g) that represents g.

Note that our definition implies that each element has a unique representative. We will
frequently abuse this definition, and refer to a normal form µ to mean the image µ(G).

We now define the standard normal form we will be using for virtually abelian groups.

Definition 2.2. Let G be a finitely generated virtually abelian group. Fix a finite-index free
abelian normal subgroup A, a free abelian basis B for A, and a total order ≤ on B; that is,
write B = {b1, b2, . . . , bn}. Let T be a finite transversal of A (we choose a right transversal
below, but it is not necessary to adhere to right or left since the subgroup is normal). Note
that B ∪ T generates G, and every element of G can be represented uniquely in the form

(b∗1 ∪ (b−1
1 )∗) · · · (b∗n ∪ (b−1

n )∗)T.

The subgroup-tranversal normal form for G, with respect to (B,≤, T ), denoted ηB,≤,T is the
function that maps an element G to its unique representative word in the above set. If B, ≤
and T are implicit, we will frequently denote this using η.

We are now in a position where we can formally define the information we will be using to
construct these algorithms.

Definition 2.3. Let G be a finitely generated virtually abelian group. A virtually abelian
group description for G comprises the following:

(1) A (finite) free abelian basis B for a finite-index free abelian normal subgroup A of G,
with a total order associated with it;

(2) A finite transversal T for A in G;
(3) A presentation of the finite quotient ∆ = G/A;
(4) The function f : (B ∪ T )± × (B ∪ T )± → (B±)∗T that maps a pair (a1, a2) to η(a1a2).

That is, f ‘collects’ the multiplication of the generators.

2.2. Rational and context-free sets in groups. Let Σ be a finite alphabet and let S = Σ±1.
Suppose G is a group generated by S, and let π : S∗ → G be the natural projection from the
free monoid S∗ generated by S to G, taking a word over the generators to the element it
represents in the group.
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A language is any subset of S∗ and is called regular if it is recognised by a finite state au-
tomaton, as is standard ([27]). A context-free language is recognised by a pushdown automaton
or context-free grammar. The convention we employ here is that all context-free languages are
given by context-free grammars in Chomsky normal forms (see [27, Section 2.6.13]).

We next define sets of elements in a group that are images or preimages of regular or
context-free languages over the generators of the group.

Definition 2.4.

(1) A subset L of G is recognisable if the full preimage π−1(L) is a regular subset of S∗.
(2) A subset L of G is rational if L is the image π(R) of a regular subset R of S∗.
(3) A subset L of G is recognisably context-free if π−1(L) is a context-free subset of S∗.
(4) A subset L of G is context-free if L is the image π(C) of a context-free subset C ⊂ S∗.

It follows immediately from the definition that recognisable subsets of G are rational. Simi-
larly, if a set is of type (3) then it is of type (4). The type (4) sets above are sometimes called
algebraic in the literature ([5, 8]), but we avoid this terminology because it can be confused
with ‘algebraic sets’ in the sense of ‘solutions sets to equations’.

Definition 2.5. A rational set L ⊆ G is said to be effectively constructible from some input
I if there exists an algorithm that, on input of I, produces a regular subset R ⊆ S∗ such that
π(R) = L.

Note that if we are given rational sets L and L′ in some group, and corresponding regular
languages R and R′ over the generators of G, the concatenation LL′ and the union L ∪L′ are
effectively constructible rational sets. If, moreover, we are given an automorphism f : G→ G,
defined by its action on the generators, the image f(L) is an effectively constructible rational
set [27].

2.3. Semilinear sets.

Definition 2.6. Let G be a group or monoid. A subset of G is linear if it has the form
aB∗ = {ab : b ∈ B∗} for some a ∈ G and finite B ⊂ G. Any finite union of linear sets is called
semilinear.

Semilinear sets are most frequently studied in commutative monoids Nk and Zk and there
we can write the monoid operation additively, so that a linear set has the form a+B∗ = {a+b :
b ∈ B∗}. We record here a strengthened version of a classical result of Parikh that we will

need in Section 7. Let Σ = {a1, . . . ak} and let ab : Σ∗ 7→ N|Σ| be the abelianisation or Parikh
map for free monoids:

ab : Σ∗ 7→ N|Σ|

that records the occurrences of each letter ai in a word. That is, ab(w) = (|w|a1 , . . . , |w|ak ),
where |w|ai denotes the number of occurrences of letter ai in w.

Theorem 2.7 ([19], Theorem 1.1). Let L be a context-free language over Σ. Then ab(L) is a

semilinear subset of N|Σ|, and there exists a regular language R over Σ such that ab(L) = ab(R).

Moreover, given a context-free grammar G with n variables, one can effectively construct a
finite state automaton M with O(4n) states such that the languages L(G) and L(M) have the
same Parikh image, that is, ab(L(G)) = ab(L(M)).
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To prove the decidability results of Section 5, we are interested in showing that certain
semilinear sets can be algorithmically calculated. To make this precise, we make the following
definition. In our case, the specified input will always be a virtually abelian group description
along with some form of constraint.

Definition 2.8. Let X ⊂ Nk (respectively X ⊂ Zk), be a subset which we know to be semilin-
ear. We say that X is effectively constructible if, given a specified input, we can find elements

a1, . . . , ad and finite subsets B1, . . . , Bd of Nk (respectively Zk) so that X =
⋃d
i=1 (ai +B∗

i ).

2.4. The Diophantine problem (DP) in groups. Let x = {X1, . . . ,Xm} be a set of vari-
ables, where m ≥ 1. For a group G, a finite system of equations in G over the variables
x is a finite subset E of the free product G ∗ F (x), where F (x) is the free group on x. If
E = {w1, . . . , wn}, then a solution to the system w1 = · · · = wn = 1 is a homomorphism
φ : G ∗ F (x) → G, such that φ(w1) = · · · = φ(wn) = 1G and φ(g) = g for all g ∈ G. If E has a
solution, then it is satisfiable.

Example 2.9. Consider the system E = {w1, w2} ⊂ F (a, b) ∗ F (X1,X2) over the free group
F (a, b), where w1 = X2

1 (abab)
−1, w2 = X2X1X

−1
2 X−1

1 ; we set w1 = w2 = 1, which can be

written as X2
1 = abab,X2X1 = X2X1. The solutions are φ(X1) = ab, φ(X2) = (ab)k, k ∈ Z.

For a group G, we say that systems of equations over G are decidable over G if there is an
algorithm to determine whether any given system is satisfiable. The question of decidability
of (systems of) equations is called the Diophantine Problem for G, and denoted DP(G).

2.5. The Diophantine Problem with constraints. If we ask not only whether a system
of equations has solutions, but whether it has solutions that belong to certain specified sets,
then we call those sets constraints and consider the Diophantine Problem with various kinds
of constraints. We start first with language-theoretic constraints:

Definition 2.10. Let E be a system of equations on variables x = {X1, . . . ,Xk} in a group
G. The Diophantine Problem with rational or recognisable or context-free constraints (of type
(3) or (4)) asks about the existence of solutions to E , with some of the variables restricted to
taking values in specified rational, recognisable or context-free sets, respectively.

We next attach three types of constraints that have an algebraic or combinatorial nature,
rather than a language theoretic one, to the Diophantine Problem. These constraints are
typically not rational in arbitrary groups, although will turn out to be rational in virtually
abelian groups.

Recall that G is finitely generated by S and so every element g ∈ G has a length |g|S , which
is the length of a shortest word w representing g in G. The length of a solution to E with
respect to S refers to the length(s) of the group element(s) corresponding to the solution.

For any group G, let ab : G → Gab be the natural abelianisation map to Gab = G/G′, that
is, the quotient of G by its commutator subgroup.

Finally, we may fix an ordering on the generating set of G and consider the lexicographic
or shortlex order for the group based on this. Or more specifically, we may fix an ordering on
the free abelian basis of A, and fix an ordering on T to obtain a lexicographic ordering ≤lex on
the normal form words. By ordering the normal form words using shortlex instead, we obtain
another ordering ≤shortlex (see Definition 8.1).
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Definition 2.11.

(1) We let DP(G,L) denote the DP with linear length constraints. A set of linear length
constraints is a system Θ of linear integer equations and inequalities where the un-
knowns correspond to the lengths of solutions (with respect to |.|S) to each variable
Xi ∈ x (see also Definition 5.1). Then DP(G,L) asks whether solutions to E exist for
which the lengths satisfy the system Θ.

(2) We write DP(G, ab) for the DP where an abelian predicate is added, or equivalently,
abelianisation constraints are imposed. A set of abelianisation constraints is a system
Θ of equations in the group Gab, and DP(G, ab) asks whether a solution to E exists
such that the abelianisation of the solution satisfies the system Θ in Gab.

(3) We write DP(G,<) for the DP where an order predicate is added. A set O of order
constraints consists of several order relations imposed on the solutions, and DP(G,<)
asks whether a solution to E exists that satisfies the constraints in O.

Example 2.12. Consider the virtually abelian group G = 〈a, b : bab−1 = a−1〉 (this is the
Klein bottle group and is virtually Z2), which has abelianisation Z×Z/2Z and length function
|.| = |.|{a,b}. We study the equation XaY 2bY −1 = 1 over variables X,Y in G.

(1) An instance of DP(G,L) is: decide whether there are any solutions (x, y) such that
|x| = |y|+2; the answer is yes, since (x, y) = (b−1a−1, 1) is a solution with |x| = |y|+2.

(2) An instance of DP(G, ab) is: decide whether there are any solutions (x, y) such that
ab(x) = ab(y) (we use additive notation for Z × (Z/2Z)); the answer is no, since
ab(xay2by−1) = ab(x) + ab(y) + (1, 1̄) = (0, 0̄) together with ab(x) = ab(y) lead to
2ab(y) = (−1, 1̄), which is not possible in Z× Z/2Z.

(3) Fix the order a < a−1 < b < b−1 and let ≤lex represent the induced lexicographic order
on all elements of G, i.e. pairs of elements (g, h) ∈ G × G such that g ≤lex h if g is
lexicographically smaller than h.

An instance of DP(G,≤lex) is: decide whether there are any solutions (x, y) such
that x ≤lex y; the answer is ‘yes’ since x = a−1, y = b−1 is a solution with x ≤lex y.

3. Semilinear sets: effective construction in free abelian groups

In this section we generalise results of Eilenberg and Schützenberger [18], and Ginsburg
and Spanier [23], to show that we can effectively calculate expressions for intersections and
complements of semilinear subsets of free abelian groups. In this section we deal exclusively
with semilinear subsets of the commutative monoids Nk and Zk and therefore write the monoid
operation additively, so that a linear set has the form a+B∗ = {a+ b : b ∈ B∗}.

We are interested in effectively constructing certain semilinear sets (recall Definition 2.8).

Remark 3.1. By definition, if we are given semilinear expressions for sets X and Y in any
group or monoid, then X ∪Y is a semilinear set, and we can effectively construct a semilinear
expression for it: simply the union of the constituent linear sets of X and Y .

The analogous statements for intersection and complement require proof. In Theorem III
of [18], Eilenberg and Schützenberger prove that intersections and complements of semilinear
subsets of any commutative monoid are semilinear, however their proof is not constructive. On
the other hand, Ginsburg and Spanier [23] provide a constructive proof of the same facts for
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semilinear subsets of Nk. In this section we show that their results can be generalised to show
that we can effectively construct expressions for intersections and complements of semilinear
subsets of free abelian groups. We start with the definition of an integer affine map.

Definition 3.2. An integer affine map φ : Zk → Zl is a function given by an l × k matrix
M and a constant c ∈ Zl, so that φ(x) = Mx + c for all x ∈ Zk. Note that this is a group
homomorphism composed with a translation.

Lemma 3.3. Let X ⊂ Zk be semilinear, and φ : Zk → Zl be an integer affine map. Then the
image φ(X) is an effectively constructible semilinear subset of Zl.

Proof. By Remark 3.1, we may assume that X is linear, say X = a + B∗. We have φ : x 7→
Mx+ c for some l × k integer matrix M and constant c ∈ Zl. The image of X is then

φ(X) = {φ(a+ b) : b ∈ B∗} = φ(a) + {Mb : b ∈ B∗} = φ(a) + {Mb : b ∈ B}∗,

which is a linear set. �

We prove the following generalisation of Theorem 6.1 of [23].

Theorem 3.4. Let X and Y be semilinear subsets of Zk. Then X ∩ Y is semilinear, and
effectively constructible from X and Y .

Definition 3.5. Define a partial order on Nk by comparing entries coordinate-wise. That is,
for any pair of vectors u, v ∈ Nk, u ≤ v if and only if ei ·u ≤ ei ·v for each i ∈ {1, . . . , k}, where
ei is the ith standard basis vector.

The next result is well-known, sometimes referred to as Dickson’s Lemma.

Lemma 3.6 ([17], Lemma A). For any U ⊂ Nk, the set of minimal elements of U , with respect
to the partial order in Definition 3.5, is finite.

Lemma 3.6 does not provide an algorithm for finding such minimal solutions in general. The
following result allows us to find these solutions in a particular case. For clarity, we use bold
face letters to denote vectors in Zk.

Lemma 3.7 ([23], Lemma 6.4 and Lemma 6.5). Fix constants t1, . . . , tp,u1, . . . ,uq ∈ Nk, and

w ∈ Zk, for some p, q ≥ 0, and consider the following identity with variables xi, yi
p

∑

i=1

xiti −

q
∑

i=1

yiui = w.

Then

(1) it is decidable to determine whether there exists a non-zero tuple (x1, . . . , xp, y1, . . . , yq) ∈
Np+q that satisfies this identity, and

(2) if the identity has any such solutions, the finite set of tuples in Np+q which are min-
imal (in the sense of Lemma 3.6) amongst all non-zero solutions can be effectively
constructed.

We now prove the following adapted version of Lemma 3.7 so that we can deal with linear
sets in Zk.
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Lemma 3.8. Fix constants v1, . . .vm,w ∈ Zk, for some m ≥ 0, and consider the following
identity with variables xi

m
∑

i=1

xivi = w.

Then

(1) it is decidable to determine whether there exists a non-zero tuple (x1, . . . , xm) ∈ Nm

that satisfies this identity, and
(2) if the identity has any non-zero solutions, the finite set of tuples which are minimal (in

the sense of Lemma 3.6) amongst all non-zero solutions can be effectively constructed.

Proof. For each i, decompose the vector vi = ti−ui for ti,ui ∈ Nk and rewrite the identity as

m
∑

i=1

xiti −
m
∑

i=1

xiui = w.

A tuple (x1, . . . , xm) is a solution to this identity if and only if it can be extended to a solution
(x1, . . . , x2m) to the system of equations

m
∑

i=1

xiti −
m
∑

i=1

xm+iui = w

xi = xm+i, i ∈ {1, . . . ,m}.

The identities between the coefficients xi can be encoded back into a single equation as

m
∑

i=1

xit̃i −
m
∑

i=1

xm+iũi = w̃,

where t̃i ∈ Nk+m, with ti providing the first k coordinates, 1 in the (k + i)th position, and
zeroes elsewhere; ũi defined analogously; and w̃ simply w with m extra zero entries. A tuple
(x1, . . . , xm) solves the original identity if and only if its double (x1, . . . , xm, x1, . . . , xm) solves
this latter equation. Furthermore, such a pair of solutions are either both minimal or both
non-minimal.

Noting that each t̃i and ũi have non-negative integer entries, we can now apply Lemma 3.7
to finish the proof. �

Proof of Theorem 3.4. We closely follow the proof of Theorem 6.1 of [23], but appealing to
Lemma 3.8. Since (X1 ∪ X2) ∩ Y = (X1 ∩ Y ) ∪ (X2 ∪ Y ), and in light of Remark 3.1, it
suffices to prove the theorem for X and Y linear sets. So let X = a + {b1, . . . ,bp}

∗ and

Y = c+ {d1, . . . ,dq}
∗ for a,bi, c,dj ∈ Zk.

Define the set of ‘solutions’ to a linear equation that express the intersection X ∩ Y :

U =







(x1, . . . , xp+q) ∈ Np+q : a+

p
∑

i=1

xibi = c+

p+q
∑

i=p+1

xidi







.



10 LAURA CIOBANU, ALEX EVETTS, ALEX LEVINE

Furthermore, we define a set V with the property that adding an element of V to an element
of U results in another element of U :

V =







(x1, . . . , xp+q) ∈ Np+q :

p
∑

i=1

xibi =

p+q
∑

i=p+1

xidi







.

We claim that U is semilinear and effectively constructible. Let τ : Np+q → Zk be the map
given by (x1, . . . , xp+q) 7→

∑p
i=1 xibi, which is (affine) linear, given by the k × (p + q) matrix

whose first p columns are the vectors b1, . . . ,bp and remaining q columns are filled with zeroes.
We have X ∩ Y = {a+ τ(u) : u ∈ U} = a+ τ(U). Then, by our claim and Lemma 3.3, X ∩ Y
is semilinear and effectively constructible, and the theorem is proved.

To prove the claim, let Umin and Vmin be the minimal subsets of U and V \{0}, respectively
(which are finite by Lemma 3.6). By Lemma 3.8 we can compute the elements of Umin and
Vmin (using a,bi, c,dj). We will now show that U = {u + v : u ∈ Umin, v ∈ V ∗

min}, proving
the claim. If u ∈ Umin and v ∈ V ∗

min then clearly u + v ∈ U . Conversely, suppose w ∈ U . By
definition of Umin, there is some w′ ∈ Umin such that w′ ≤ w. Let w′′ = w−w′ ∈ Nk. We have

p
∑

i=1

w′′
i bi =

p
∑

i=1

(wi − w′
i)bi =

p
∑

i=1

wibi −

p
∑

i=1

w′
ibi

= (c− a) +

p+q
∑

i=p+1

widi − (c− a)−

p+q
∑

i=p+1

w′
idi

=

p+q
∑

i=p+1

(wi − w′
i)di =

p+q
∑

i=p+1

w′′
i di,

and so w′′ ∈ V .

Finally, we prove that V ⊂ V ∗
min, which finishes the proof. We induct on the sum of entries

∑p+q
i=1 vi of a vector v ∈ V . First note the base case: V ∗

min contains the zero vector. Assume that

for any v ∈ V with
∑p+q

i=1 vi ≤ k, we have v ∈ V ∗
min. Now consider v ∈ V with

∑p+q
i=1 vi = k+1.

There exists v′ ∈ Vmin with v′ ≤ v. As above, write v′′ = v − v′. Clearly v′′ ∈ V too. Now
v′ 6= 0 so v′′ 6= v, so

∑p+q
i=1 v

′′
i < k + 1, so v′′ ∈ V ∗

min by the inductive hypothesis. And now
v = v′ + v′′ ∈ V ∗

min. �

Theorem 3.4 has several corollaries, as follows.

Corollary 3.9. Given a semilinear subset S ⊆ Zk, and an integer affine transformation
φ : Zm → Zk, the preimage φ−1(S) is semilinear and effectively constructible.

Proof. Let θ : Zm → Zm+k be the integer affine map defined by x 7→ (x, φ(x)), whose image
θ(Zm) is semilinear and effectively constructible by Lemma 3.3. Since S is semilinear in Zk,
it is straightforward to construct Zm × S as a semilinear subset of Zm+k. By Theorem 3.4,
θ(Zm) ∩ (Zm × S) is semilinear and effectively constructible. If we let p : Zm+k → Zm be the
integer affine map defined by projecting to the first m coordinates, we have

φ−1(S) = p (θ(Zm) ∩ (Zm × S))

and so by Lemma 3.3 again, φ−1(S) is semilinear and effectively constructible. �
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Definition 3.10. We define an orthant in analogy with a quadrant in 2 dimensions.

(1) A subset U of Zk will be called monotone if, for each i ∈ {1, . . . , k}, the ith coordinates
of every element of U have the same sign, or are zero.

(2) An orthant of Zk is a monotone set that is maximal (by inclusion). That is, not
contained in any larger monotone set. For example, if k = 2, an orthant is a quadrant,
including the axes and the origin.

Lemma 3.11. For each k ≥ 1, Zk can be partitioned into 2k (effectively constructible) mono-
tone linear subsets.

Proof. Write e1, . . . ek for the standard generators of Zk. The proof is by induction on k. For
k = 1 we have the partition Z = {e1}

∗ ∪ (e−1
1 + {e−1

1 }∗). Now assume that we have a disjoint

union Zk−1 =
⋃2k−1

i=1 (bi + C∗
i ) where each b1 + C∗

i is a monotone linear set. For each i, define

U+
i = bi+C

∗
i +{ek}

∗ = bi+(Ci∪{ek})
∗ and U−

i = bi+C
∗
i +e

−1
k +{e−1

k }∗ = bi+e
−1
k +(Ci∪{e

−1
k })∗.

By construction, each of these new sets is monotone and linear, and they are all disjoint.

Furthermore, we have Zk =
⋃2k−1

i=1 (U+
i ∪ U−

i ), which is a disjoint union of 2k monotone linear
sets. �

Definition 3.12. Let
⋃2k

i=1Qi denote any partition of Zk into 2k monotone linear sets. Lemma
3.11 ensures that such a partition exists and is effectively constructible.

As a corollary of Theorem 3.4, a decomposition also exists for any semilinear subset of Zk.

Corollary 3.13. Let S ⊆ Zk be semilinear. Then we may decompose S as a finite disjoint
union of (effectively constructible) monotone semilinear sets.

Proof. Let Si = S ∩ Qi for each i. Each Si is monotone by construction and semilinear and
effectively constructible by Theorem 3.4. Their union is disjoint and equal to S. �

A further corollary of Theorem 3.19 concerns so-called polyhedral sets, which are subsets of
Zk defined by affine hyperplanes. They were introduced by Benson in [4] to study the growth
series of virtually abelian groups and have since proved to be an invaluable tool for other
applications to growth and equations in these groups (e.g. [21]).

Definition 3.14. Let k ∈ N, and let · denote the Euclidean scalar product.

(i) Any subset of Zk of the form
(1) {z ∈ Zk : u · z = a},
(2) {z ∈ Zk : u · z ≡ a mod b}, or
(3) {z ∈ Zk : u · z > a}
for u ∈ Zk, a ∈ Z, b ∈ N, is an elementary region, of type (1), (2), and (3) respectively;

(ii) any finite intersection of elementary sets will be called a basic polyhedral set ;
(iii) any finite union of basic polyhedral sets will be called a polyhedral set.

Proposition 3.15. [10, Proposition 3.11] A subset of Zk is polyhedral if and only if it is
semilinear.

Here we note that a semilinear set is effectively constructible from its polyhedral expression.
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Corollary 3.16. Given an expression for a polyhedral set (as a finite union of finite inter-
sections of elementary sets), we can effectively construct a semilinear expression for the same
set.

Proof. The proof of Proposition 3.11 of [10] shows that any elementary set can be expressed
as a semilinear set. Polyhedral sets are finite unions of finite intersections of elementary sets
so the result follows from Remark 3.1 and Theorem 3.4. �

We need a generalisation of the following Theorem of Ginsburg and Spanier.

Theorem 3.17 ([23] Theorem 6.2). Let X and Y be semilinear subsets of Nk. Then X \ Y is
semilinear, and effectively constructible from X and Y .

We will make use of the following elementary lemma.

Lemma 3.18. Suppose that U is a semilinear subset of Zk and U ⊂ Nk. Then U is a semilinear
subset of Nk.

Proof. First, suppose that U is linear. We have U = a+B∗ for some a ∈ Zk and finite B ⊂ Zk.
If U ⊂ Nk then since 0 ∈ B∗ we have a ∈ Nk. Furthermore, if any b ∈ B was not in Nk,
a sufficiently large multiple of b would give an element a + nb ∈ U \ Nk, and thus B ⊂ Nk,
making U a linear subset of Nk. Now suppose that U is semilinear and contained in Nk. So all
of its finitely many linear components also satisfy the hypothesis, and are hence linear subsets
of Nk, making U a semilinear subset of Nk. �

Theorem 3.19. Let X and Y be semilinear subsets of Zk. Then X \ Y is semilinear, and
effectively constructible from X and Y .

Proof. First, note that any automorphism of Zn defined by sending each basis vector to either
itself or its inverse is an integer affine map and hence if U ⊂ Zk is semilinear then its image
under such an automorphism is also semilinear, and effectively constructible from U .

Suppose that X,Y ⊂ Zk are semilinear. Theorem 3.4 implies that, for any Q = Qi of
Definition 3.12, Q ∩ X and Q ∩ Y are semilinear and effectively constructible. There is an
automorphism θ ∈ Aut(Zk) taking Q into Nk ⊂ Zk, and by the previous paragraph θ(Q ∩X)
and θ(Q ∩ Y ) are semilinear and effectively constructible. By Lemma 3.18, these sets are
semilinear subsets of Nk itself, and so Theorem 3.17 implies that θ(Q∩X)\θ(Q∩Y ) is semilinear
and effectively constructible. Applying θ−1 then gives that (Q∩X) \ (Q∩Y ) = Q∩ (X \Y ) is
semilinear and effectively constructible. Finally, X\Y is semilinear and effectively constructible
as the union of finitely many intersections Q ∩ (X \ Y ). �

4. Computing geodesics in virtually abelian groups

The set of all geodesics in a virtually abelian group has been analysed from the point of
view of language theory and growth by several authors [32, 33], with the results often using
particular generating sets. Most recently, geodesics were studied with respect to all generating
sets in [6]. Here we consider a subset of the entire set of geodesics, that is, we describe how to
compute a geodesic normal form, that is, one geodesic word per group element, for a finitely
generated virtually abelian group with respect to any choice of (weighted) generating set. We
formally define the notion of weight below.
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Definition 4.1. Let G be a group with finite generating set Σ which has a weight function
ω : Σ → N \ {0}. This weight function extends to elements g ∈ G in the natural way:

ω(g) = min

{

k
∑

i=1

ω(σi) : σ = σ1 · · · σk =G g, σi ∈ Σ

}

.

A word that has minimal weight amongst all representatives of the same group element will
be called geodesic.

In [4], Benson proved that every virtually abelian group admits a geodesic normal form (with
respect to any weighted generating set) that can be described using polyhedral sets, which are
semilinear by Proposition 3.15. In this section, we show that the semilinear sets in question
are effectively constructible. As a consequence we see, in Corollary 4.12, that the growth series
of the group can be effectively calculated.

Theorem 4.2. Let G be a finitely generated virtually abelian group, with a description as in
Definition 2.3. Let Σ be any finite generating set for G, with elements of Σ given in subgroup-
transversal normal form, equipped with a weight function ω.

Then there exists a geodesic normal form U ⊂ Σ∗ with a finite partition into subsets U , each
equipped with an injective map φ : U → Nm (for some m depending on U) such that each image
φ(U) is semilinear and effectively constructible (from the group description). Furthermore, the
weights of the elements u ∈ U can be easily calculated from their images φ(u).

In Section 5 we will see that Theorem 4.2 allows us to solve equations with length constraints.
To prove Theorem 4.2, we follow the ideas of [4] and set-up of [20, 10] to construct the geodesics,
but ensure that each step is effective.

Definition 4.3. Let G be virtually abelian with description as in Definition 2.3, and write Zn

for the normal free abelian subgroup of finite index. Define the extended generating set

S = {s1s2 · · · sk : si ∈ Σ, 1 ≤ k ≤ [G : Zn]},

where the weight of an element of S is ω(s) =
∑

i ω(si), and extend this to a weight on the
group as in (4.1). Observe that the weight with respect to S is equal to the weight with respect
to Σ. We work with S from now on. Words in S∗ that have minimal weight amongst all words
that represent the same group element will be called geodesic.

Definition 4.4 (Patterns and patterned words). Let G be as in the statement of Theorem
4.2, with Zn and S as in Definition 4.3.

(1) Define X = S ∩ Zn = {x1, . . . , xr} and Y = S \X = {y1, . . . , ys} (membership of Zn

can be determined by repeated applications of the function f of Definition 2.3). Let
P = {π ∈ Y ∗ : |π|S ≤ [G : Zn]} be a finite set that we call the set of patterns.

(2) For each pattern π = π1π2 · · · πk ∈ P , define the set of patterned words

W π =
{

xw1

1 · · · xwr
r π1x

wr+1

1 · · · xw2r
r π2 · · · πkx

wkr+1

1 · · · x
wkr+r
r : wi ∈ N

}

⊂ S∗.



14 LAURA CIOBANU, ALEX EVETTS, ALEX LEVINE

(3) For each W π, define the bijection φπ : W
π → Nkr+r which records the powers of the

generators from X:

φπ : x
w1

1 · · · xwr
r π1x

wr+1

1 · · · xw2r
r π2 · · · πkx

wkr+1

1 · · · x
wkr+r
r 7→











w1

w2
...

wkr+r











∈ Nkr+r.

For brevity, write m(π) = kr + r.

The following lemma ensures that our set of patterns P is sufficient to provide geodesics for
every element of G.

Lemma 4.5 (Proposition 11.3 of [4]). For each element g ∈ G, there exists some π ∈ P such
that W π contains a geodesic representative for g.

We now construct matrices, vectors, and integer affine maps that will allow us to move
between patterned words and their corresponding subgroup-transversal normal forms.

Definition 4.6 (Structure constants). Form the n× r matrix

Z =





| | |
x1 x2 · · · xr
| | |





whose columns are the elements of X (expressed as column vectors in Zn). For yk ∈ Y and a
standard basis vector ei ∈ Zn, normality gives ykeiy

−1
k ∈ Zn. Use the function f of Definition

2.3 to calculate each conjugate in terms of standard basis vectors. For each yk ∈ Y , form the
n× n matrix

Γk =





| | |
yke1y

−1
k yke2y

−1
k · · · ykeny

−1
k

| | |



 .

For each π = yi1yi2 · · · yik ∈ P , construct the n×m(π) matrix

(Z | Γi1Z | · · · | Γi1Γi2 · · ·ΓikZ)

and write Aπi for its ith row, so that we define n vectors in Zm(π), for each pattern.

Each element of G can be written uniquely as an element of the product Zn · T , where T
is the transversal coming from the description of G. For a fixed pattern π, normality of Zn

implies that every word in W π represents an element of the coset Znπ. Write tπ ∈ T for the
corresponding representative (which can be calculated from the description of G), and define
Bπ

1 , . . . , B
π
n ∈ Z so that the word π represents the group element (Bπ

1 , . . . , B
π
n)

⊺tπ. Thus for
w ∈W π, we have

w =G

















Aπ1 · φπ(w)
...

Aπn · φπ(w)






+







Bπ
1
...
Bπ
n

















tπ,

which is in subgroup transversal normal form.

Furthermore, let Aπn+1 ∈ Nm(π) record the weights of the xis, repeating the sequence k + 1
times,

Aπn+1 = (ω(x1), . . . , ω(xr), ω(x1), . . . , ω(xr), . . . , ω(x1), . . . , ω(xr)) ,
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and write Bπ
n+1 = ω(π). So we have ω(w) = Aπn+1 · φπ(w) +Bπ

n+1 for w ∈W π. Define integer

affine maps Eπ : φπ(W
π) → Zn+1 via

Eπ : x 7→







Aπ1 · x+Bπ
1

...
Aπn+1 · x+Bπ

n+1






.

Definition 4.7 (Ordering). We define an order on each W π which is compatible with
the weight, as follows. Extend the set {Aπ1 , . . . , A

π
n+1} by choosing standard basis vectors

Aπn+2, . . . , A
π
K so that {Aπ1 , . . . , A

π
K} has R-rank equal to m(π).

Then define an order on W π as: v ≤π w if and only if either v = w or there exists k ∈ [1,K]
such that Aπi · φπ(v) = Aπi · φπ(w) for i < k and Aπk · φπ(v) < Aπk · φπ(w). If restricted to any
subset of W π representing a single group element, this is a total order, and indeed a well-order
(the proof is straightforward and can be found in [4]).

Now we reduce the set W π of all π-patterned words to a set V π of only those words which
are minimal-weight element representatives (amongst W π).

Definition 4.8. Define

V π = {v ∈W π : if w ∈W π and v =G w then v ≤π w}.

The following lemma demonstrates that we can construct each V π as a semilinear set. The
proof is a modification of that of Proposition 6.2 of [4] to make it constructive (see also
Proposition 4.7 of [20]).

Lemma 4.9. Let V π = {v ∈ W π : if w ∈ W π and v =G w then v ≤π w} be as above and φπ
as in Def. 4.4 (3). Then φπ(V

π) ⊂ Nm(π) is an effectively constructible semilinear set.

Proof. Let m(π) be as in Definition 4.4 (3), and K as in Definition 4.7. Define

T π =
K−n
⋃

i=1









n+i−1
⋂

j=1

{τ ∈ Zm(π) : Aπj · τ = 0}



 ∩ {τ ∈ Zm(π) : Aπn+i · τ > 0}



 .

It is straightforward to show that for v,w ∈ W π, v and w represent the same group element
with w ≤π v if and only if there exists τ ∈ T π with φπ(v) = φπ(w) + τ (see Section 6 of
[4]). The set T π is clearly polyhedral and so, by Corollary 3.16, we can construct a semilinear

expression for it, say T π =
⋃r
i=1(ai + B∗

i ), for some ai ∈ Zm(π), and finite sets Bi ⊂ Zm(π).
Note also that by Corollary 3.13 we may assume that for each i, each element of Bi is in the
same orthant as ai. We claim that φπ(V

π) = Nm(π) \
⋃r
i=1(ai + Nm(π)). By Theorem 3.19 we

can then express this complement as a semilinear set, finishing the proof.

To see the claim, first suppose that v ∈ V π, but also φπ(v) ∈ ai + Nm(π) for some i. So
φπ(v) = ai + φπ(w) for some w ∈ Nm(π), and therefore v and w represent the same group
element with w ≤π v, but this contradicts the assumption that v ∈ V π.

Conversely, suppose we have v ∈W π with φπ(v) ∈ Nm(π) \
⋃r
i=1(ai+Nm(π)) but v /∈ V π. So

there exists τ ∈ T π, v0 ∈ V π, with φπ(v) = φπ(v0) + τ (and v, v0 representing the same group
element). We have τ = ai + b for some i and some b ∈ B∗

i , and so φπ(v) = ai + b + φπ(v0).

We claim that φπ(v) − ai ∈ Nm(π), so that φ(v) ∈ ai + Nm(π), which is a contradiction.



16 LAURA CIOBANU, ALEX EVETTS, ALEX LEVINE

Since ai and b are in the same orthant, we have ej · ai ≤ ej · (ai + b) for each standard
basis vector ej . In the case ej · ai ≥ 0 we therefore have ej · ai ≤ ej · (ai + b), and so
ej · (φπ(v)− ai) ≥ ej · (φπ(v)− ai − b) = ej · φπ(v0) ≥ 0 (since v0 ∈ V π). In the case ej · ai < 0

we have ej · (φπ(v)− ai) ≥ −ej · ai ≥ 0. So we have φπ(v)− ai ∈ Nm(π) as claimed. �

We have now constructed everything we require to prove the main theorem of this section.

Proof of Theorem 4.2. The sets V π have been constructed so as to provide us with a geodesic
representative for every group element (Lemma 4.5 ensures that our finite set of patterns is
sufficient). However, there may be group elements represented by words with more than one
pattern, which will be represented in more than one of the sets V π. In order to pass to a set
of unique geodesics, and hence a normal form, we need to remove such overlaps. Let 1i denote
the (2n+ 2)-dimensional vector whose ith entry is 1 with zeroes elsewhere. Define polyhedral
sets

Θ =
n
⋂

i=1

{

θ ∈ Z2n+2 : θ · (1i − 1i+n+1) = 0
}

∩
{

θ ∈ Z2n+2 : θ · (1n+1 − 12n+2) > 0
}

,

Θ∗ =

n
⋂

i=1

{

θ ∈ Z2n+2 : θ · (1i − 1i+n+1) = 0
}

∩
{

θ ∈ Z2n+2 : θ · (1n+1 − 12n+2) = 0
}

.

By Corollary 3.16 we can rewrite Θ and Θ∗ as semilinear subsets of Z2n+2. Write p : Z2n+2 →
Zn+1 for projection onto the first n + 1 coordinates (which is an integer affine map). Now
define

Rπ,µ = (Eπ)−1 ◦ p [(Eπ ◦ φπ(V
π)× Eµ ◦ φµ(V

µ)) ∩Θ] ,

Rπ,µ∗ = (Eπ)−1 ◦ p [(Eπ ◦ φπ(V
π)× Eµ ◦ φµ(V

µ)) ∩Θ∗]

for each π, µ ∈ P . By Theorem 3.4, Lemma 3.3 and Corollary 3.9, each of these can be
explicitly expressed as semilinear sets. Fix an arbitrary total order on the set of patterns
P = {π1, π2, . . . , π|P |}. For each pattern, define

Qπk = φπk(V
πk) \





⋃

i 6=k

Rπk,πi ∪
⋃

j<k

R
πk,πj
∗



 .

Theorem 3.19 implies that each Qπk is an effectively constructible semilinear set. Finally,
define the set of geodesics Uπk = φ−1

πk
(Qπk). By construction, the sets Uπ provide a complete

set of unique geodesics for the elements of G. See also Section 12 of [4], or the proof of
Theorem 4.2 of [20]. Furthermore, the weight of u ∈ Uπ is related to that of its image by
ω(u) = Aπn+1 · φπ(u) +Bπ

n+1 (recalling Definition 4.6). This proves the theorem. �

4.1. Growth Series. This section discusses a corollary of Theorem 4.2 that does not relate
to solving equations. We have the following slight generalisation of the standard definition of
growth.

Definition 4.10. Let G be a group with finite weighted generating set S. The (spherical)
weighted growth function is given by σG,S(n) = #{g ∈ G : ω(g) = n}, where ω(g) denotes the
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weight of g with respect to S. The weighted growth series of G is then the generating function
∞
∑

n=0

σG,S(n)z
n ∈ Z[[z]].

Definition 4.11. The set of N-rational functions is the smallest set of functions f(z) contain-
ing all polynomials in z and closed under multiplication, addition, and quasi-inverse (that is,
if f(z) is in the set with f(0) = 0, then its quasi-inverse 1

1−f(z) is in the set).

The main result of [4] is that the weighted growth series of a virtually abelian group is an
N-rational function, but the proof is non-constructive. Explicitly constructing the semilinear
sets describing the geodesics allows us to calculate the growth series. More precisely, we have
the following corollary of Theorem 4.2.

Corollary 4.12. The (N-rational) weighted growth series of a finitely generated virtually
abelian group can be explicitly computed.

To establish Corollary 4.12, we need the following lemma that follows from the proof of [18,
Theorem IV].

Lemma 4.13. (see [18, Theorem IV]) If X ⊂ Nk is semilinear, it can be expressed as a disjoint
union of finitely many linear sets X =

⋃r
i=1(ai + B∗

i ) such that each Bi consists of linearly
independent elements. Furthermore, ai and Bi can be effectively computed from the original
semilinear expression for X.

Lemma 4.13 allows us to make the following proposition, appearing in [10], effective. See
also [15] for more work on the growth series of semilinear sets.

Proposition 4.14. If X ⊂ Nk is semilinear, its growth series (with respect to a weighted
ℓ1-norm) is N-rational and can be explicitly computed.

Proof. Lemma 4.13 implies that X can be effectively expressed as the disjoint union of finitely
many linear sets of the form ai+B

∗
i , where each Bi is a linearly independent set. Such a linear

set has growth series

zω(ai)
∏

b∈Bi

1

1− zω(b)
.

The growth series of X is then the sum of rational sets of the given form. �

Finally, we can add together the rational growth series from each disjoint piece of U to
obtain the growth series of the whole.

Proof of Corollary 4.12. The growth series of the group is equal to the growth series of the set
of geodesics U . We have

∑

n

σU(n)z
n =

∑

π

∑

n

σUπ(n)zn =
∑

π

zω(π)
∑

n

σφπ(Uπ)(n)z
n

so it suffices to calculate the growth series of each semilinear set φπ(U
π). This can be done

effectively by Proposition 4.14. �

In future work we intend to extend the results of this section to other growth series associated
to the group, as studied in [20] and [10].
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5. Length constraints in virtually abelian groups

In this section we show that tuples of elements in a virtually abelian group G whose word
lengths satisfy systems of linear (in)equalities form rational subsets of G. Moreover, these
rational sets can be described explicitly in terms of effectively constructible semilinear subsets
of Zn (which is, as usual, the finite index normal free abelian subgroup of G).

Definition 5.1. Let G be a finitely generated group, with finite generating set S. For any
positive integer k, a length constraint on Gk will be a subset of Gk in one of the following forms

{

(g1, . . . , gk) ∈ Gk :

k
∑

i=1

αi|gi|S = β

}

,

{

(g1, . . . , gk) ∈ Gk :
k

∑

i=1

αi|gi|S ≤ β

}

,

where αi, β ∈ Z, and |g|S denotes word length of g ∈ G with respect to S.

The following Theorem asserts that we can explicitly compute a rational expression for any
length constraint, using the sets of geodesics Uπ, constructed in Section 4.

Theorem 5.2. Any length constraint (as in Definition 5.1) in a virtually abelian group can
be effectively expressed as a semilinear, and hence rational, subset.

Proof. As usual, let G be a finitely generated virtually abelian group described as in Definition
2.3, and recall the geodesic normal form U =

⋃

Uπ constructed above. Throughout this proof
we will use the notation of Section 4.

Suppose we have a length constraint L ⊂ Gk of the first form in the definition. The same
argument will work for the second form. We may obtain a complete set of unique geodesics for
L by decomposing it according to which pattern the element geodesics fall into. That is, if an
element g ∈ G has its unique geodesic representative u ∈ S∗ in the set Uπk (where 1 ≤ k ≤ |P |
as in Definition 4.4), then we work with ω(u) and the corresponding quantities related to the
pattern πk. Considering k-tuples of geodesics, we have

⋃

(π1,...,πk)∈P k

{

(u1, . . . , uk) : ui ∈ Uπi ,

k
∑

i=1

αiω(ui) = β

}

=
⋃

(π1,...,πk)∈P k

{

(u1, . . . , uk) : ui ∈ Uπi ,

k
∑

i=1

αi(A
πi
n+1 · φπi(ui) +Bπi

n+1) = β

}

,

where we use the vectors Aπn+1 and integers Bπ
n+1 of Definition 4.6 to construct the weight of

the words ui. The summation condition can be rewritten as the identity

(

α1A
π1
n+1, · · ·αkA

πk
n+1

)

· (φπ1(u1), · · · , φπk(uk)) = β −
k

∑

i=1

αiB
πi
n+1,

where we have concatenated vectors on the left hand side, resulting in the scalar product of
two vectors in Z

∑
im(πi). Thus the following expression defines the set of k-tuples of vec-

tors corresponding to unique geodesic representatives for group elements satisfying the length
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constraint:

M(π1,...,πk) =

{

x ∈ Z
∑

im(πi) :
(

α1A
π1
n+1, · · ·αkA

πk
n+1

)

· x = β −
k

∑

i=1

αiB
πi
n+1

}

∩φπ1(U
π1)×· · ·×φπk(U

πk).

By Theorem 4.2, and Corollary 3.16, we can explicitly construct this semilinar subset, for each
of finitely many k-tuples in P k.

Write pπj : Z
∑

im(πi) → Zm(πj) for the projection onto just the components corresponding
to πj. Recall the integer affine maps Eπ : φπ(W

π) → Zn+1, and define Ẽπ : φπ(W
π) → Zn to

be the projection onto the first n coordinates, so that Ẽπ ◦ φπ(w) · tπ =G w for any w ∈ W π.
We then have

L =
(

Ẽπ1 ◦ φπ1 ◦ p
π1(M(π1,...,πk))

)

tπ1 × · · · ×
(

Ẽπk ◦ φπk ◦ p
πk(M(π1,...,πk))

)

tπk

=
(

Ẽπ1 ◦ φπ1 ◦ p
π1(M(π1,...,πk))× · · · × Ẽπk ◦ φπk ◦ p

πk(M(π1,...,πk))
)

· tπ1 · · · tπk .

Since each factor Ẽπi◦φπi◦p
πi(M(π1,...,πk)) is semilinear, the cartesian product is also semilinear,

and hence so too is L itself. Furthermore, we have an explicit semilinear expression for L, which
is of course a rational expression, as required. �

6. Abelianisation constraints

We start with the following fact about abelianisation constraints (in any group) which allows
us to reduce the question to checking membership in cosets of the commutator subgroup.

Lemma 6.1. Let G be a group and E be a system of equations in G with abelianisation
constraints. Then there exists a system of equations Ē in G with the same set of solutions as
E which has no abelianisation constraints, but instead the constraints:

Xi ∈ [G,G]hi,

where each Xi is a variable and each hi ∈ G.

Proof. Let Θ denote the system of equations in Gab that are the abelianisation constraints in
E . For each equation in Θ we have two cases: the equation has one variable, occurring only
once, or the equation has at least two variables, or more than one occurrence of the same
variable. In the first case, the equation is immediately equivalent to Xab = gab for some g ∈ G.
This is equivalent to X ∈ [G,G]g. Thus we can start defining Ē to have the same equations
and abelianisation constraints as E , except with the constraints X ∈ [G,G]g replacing the
single-variable, single occurrence abelianisation constraints.

For the remaining abelianisation constraints that have two or more occurrences of variables,
note that (after grouping variables) they are equations of the form (Xab

1 )i1 · · · (Xab

k )ik = hab

within Gab, where X1, . . . ,Xk are variables and h ∈ G. We can therefore define a new variable
Y in G for each such equation as Y = Xi1

1 · · ·Xik
k . Then this abelianisation constraint is

equivalent to Y ab = hab within Gab, which is the same as Y ∈ [G,G]h. Thus we can replace
each such abelianisation constraint in E with a new variable, an additional equation, and a
constraint of the form Y ∈ [G,G]h to define Ē , which has the desired form. �
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In light of the above lemma, to understand solutions to systems of equations with abelian-
isation constraints, we need to understand the cosets of the commutator subgroup. In the
case of virtually abelian groups, we show that these are in fact rational sets, and provide an
algorithm for effectively computing a rational expression for a coset from the virtually abelian
group description and any coset representative.

We start by showing that the commutator subgroup of a virtually abelian group is itself
virtually abelian. This itself is not new; it follows from the fact that subgroups of virtually
abelian groups are virtually abelian. We include a proof for completeness, and so that we can
explicitly understand the index of abelian normal subgroups.

Lemma 6.2. Let G be a finitely generated virtually abelian group, with a finite-index normal
free abelian subgroup of index k. Then [G, G] is finitely generated virtually abelian, and admits
a free abelian normal subgroup of index at most k.

Proof. Let A be a free abelian normal subgroup of G of index k. Note that A is finitely
generated. As subgroups of finitely generated free abelian groups are finitely generated free
abelian, we have that A∩ [G, G] is finitely generated free abelian. Moreover, using the second
isomorphism theorem, we have that

∣

∣

∣

[G, G]�A ∩ [G, G]

∣

∣

∣ =
∣

∣

∣

A[G, G]�A

∣

∣

∣ ≤
∣

∣

∣

G�A

∣

∣

∣ .

Thus the index of A ∩ [G, G] in [G, G] is bounded above by the index k of A in G. �

Now we construct a diagram of maps which we will use to compute the rank of the commu-
tator subgroup of [G,G] from the rank of G. We show below that the diagram exists and is
exact. Note that we do not need the diagram to commute, so we do not attempt to show that
this is the case.

Lemma 6.3. Let G be a virtually abelian group with a finite-index free abelian normal subgroup
A, and let ∆ be the quotient of G by A. Then there exist homomorphisms φ, ψ, θ such that
the diagram in Figure 6.3 is exact. The remaining homomorphisms are the natural inclusions
and projections.

Proof. (φ): Let p : G→ ∆ be the natural projection. We start by defining φ : [G,G] → [∆,∆]
as φ([g1, h1] · · · [gk, hk]) = [p(g1), p(h1)] · · · [p(gk), p(hk)]; that is, φ is the restriction of p to
[G,G]. As the restriction of an epimorphism, φ is also an epimorphism, and since ker p = A,
it follows that ker φ = A ∩ [G,G].

(ψ): Let ψ : A/(A∩[G,G]) → G/[G,G] be defined by (A∩[G,G])g 7→ [G,G]g . We first show
that ψ is well-defined. Let (A∩[G,G])g = (A∩[G,G])h ∈ A/A∩[G,G]. Then gh−1 ∈ A∩[G,G],
and so [G,G]g = [G,G]h, and ψ is well-defined.

To see that ψ is injective, let (A∩ [G,G])g ∈ kerψ. Then [G,G]g = [G,G], and so g ∈ [G,G].
Since g ∈ A, we have that g ∈ A ∩ [G,G], and so (A ∩ [G,G])g = A ∩ [G,G].

(θ): Let θ : G/[G,G] → ∆/[∆,∆] be defined by [G,G]g → [∆,∆]p(g). To see that θ is well-
defined, note that if [G,G]g = [G,G]h ∈ G/[G,G], then gh−1 ∈ [G,G], and so p(g)(p(h))−1 ∈
[∆,∆] and [∆,∆]p(g) = [∆,∆]p(h). Since p is surjective, we have that θ is. As p is a
homomorphism, θ is.

To see that ker θ = imψ, first note that imψ = {[G,G]g : g ∈ A}. It is clear that if g ∈ A,
then g ∈ ker p, and so [G,G]p(g) = [G,G]. Thus imψ ⊆ ker θ. Now let [G,G]g ∈ ker θ.
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Figure 1. Exact diagram from virtually abelian group

1 1 1

1 A ∩ [G,G] [G,G] [∆,∆] 1

1 A G ∆ 1

1 A/(A ∩ [G,G]) G/ [G,G] ∆/ [∆,∆] 1

1 1 1

φ

p

ψ θ

Then [∆,∆]p(g) = [∆,∆] and so p(g) ∈ [∆,∆]. Since p(g) ∈ [∆,∆] ⊆ ∆, g ∈ A, and so
[G,G]g ∈ imψ. �

Using the exact diagram, we can compute the rank of the commutator subgroup of a virtually
abelian group, which in turn allows us to find a finite generating set for the commutator
subgroup. An immediate corollary of this is that the commutator subgroup is a rational set,
and so every coset of it is.

Proposition 6.4. There is an algorithm that takes as input a finitely generated virtually
abelian group description (as in Definition 2.3), and outputs a finite generating set for the
commutator subgroup.

Proof. Let G be a finitely generated virtually abelian group, and let A be a finite-index normal
free abelian subgroup of G, and T be a right transversal for A in G. Consider the diagram
shown in Figure 6.3. First note that we can construct a presentation for G using the transversal
and free abelian generators. Using this presentation, we can compute a presentation for the
abelianisation G/[G,G], by adding the commutator relation for each pair of generators. Using
the fact that G/[G,G] is abelian, we can standardise this presentation by grouping occurences
of each generator within each non-commutator relation. By removing redundent relations,
we can count the number of torsion-free generators to compute the torsion-free rank m of
G/[G,G].

Note that as ∆/[∆, ∆] is finite, the Rank-Nullity Theorem tells us that the torsion-free
rank of A/(A ∩ [G,G]) must also be m. Let n be the free abelian rank of A. Again using the
Rank-Nullity Theorem, we have that the free abelian rank of A ∩ [G,G] must be n−m.

We now compute a free abelian basis for A ∩ [G,G] by initially setting our basis set to be
B = ∅, and then iterating through elements of A, represented (uniquely) by shortlex-minimal
geodesic words in their shortlex order and adding an element to B whenever it both lies in
[G,G] and is linearly independent from all the elements of B. We terminate this once we have
n−m such elements. We will then have a set of minimal elements of A that lie in A ∩ [G,G]
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and are all linearly independent, and thus this must be a basis for A ∩ [G,G]. We now have a
(finite) generating set B for A ∩ [G,G].

We now simply need to compute a (right) transversal for A ∩ [G,G] in [G,G]. Note that
this will be finite, as [∆,∆] is. Since ∆ is finite, we can compute the right Cayley graph from
the products of elements of T (which we know). To choose a transversal for A ∩ [G,G], we
simply need to trace one path in the Cayley graph of [∆,∆] from 1[∆,∆] to every state, and
take our transversal U to be to be the set of the natural lift of each word traced. We have now
computed U ∪B, which is a finite generating set for [G,G]. �

Now that we know that the commutator subgroup is rational, it follows that all its cosets
are rational, and so abelianisation constraints (when converted into the form of Lemma 6.1)
are instances of rational constraints.

Theorem 6.5. If G is a finitely generated virtually abelian group with a finite generating set
Σ, then every abelianisation constraint is a rational subset of G.

Moreover, a rational expression for an abelianisation constraint can be computed from any
coset representative h of the abelianisation constraint.

Proof. To effectively compute a rational expression for [G, G]h, we simply need to compute
a monoid generating set for [G, G], which can be done using the finite generating set from
Proposition 6.4 and closing it under inverses (if necessary). �

7. Context-free sets in virtually abelian groups

In this section we consider context-free sets (see Definition 2.4(3) and (4)) in virtually
abelian groups. In some of the literature [25, 8] our ‘recognisably context-free sets’ are called
simply ‘context-free’, while our ‘context-free sets’ are called ‘algebraic’. However, we avoid the
terminology ‘algebraic’, as this can be confused with ‘algebraic set’ in the sense of ‘solution
set to an equation’ in a group. Since, using our terminology, a recognisably context-free set is
context-free, all results here will hold for recognisably context-free sets automatically because
we prove them for context-free sets, and we do not refer to them additionally.

It is known that context-free sets are in fact rational in virtually abelian groups ([25, 8]).
This can be seen in two steps. First, context-free sets in finitely generated free abelian groups
coincide with rational sets via semilinear sets, by Parikh’s theorem (see for example [27],
Theorem 2.6.23). Then every context-free set C in a virtually abelian group G is the finite
union of context-free sets in the cosets of a free abelian finite index subgroup (see for example
[8, Prop. 3.11]); since the latter are rational by Parikh’s result, the set C in G is rational. We
make all this effective in Theorem 7.5.

Since context-free sets are rational in virtually abelian groups, the Diophantine Problem
with (recognisably) context-free constraints reduces (again) to a known decidable problem:
the Diophantine Problem with rational constraints in virtually abelian groups [29]. We’d like
to contrast this to the Diophantine Problem with context-free constraints in other classes of
groups, where imposing such constraints leads immediately to undecidability; this is because
the context-free subset membership problem on its own is undecidable. For example, the
context-free set membership problem is undecidable in groups containing a free non-abelian
subgroup. This follows from the result below, linking membership in context-free sets to
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membership in rational sets of direct products, together with the fact that membership in
finitely generated, and thus rational, subgroups of F2 × F2 is undecidable by Mihailova [31].

Theorem 7.1. [28, Corollary 6.3] The context-free membership problem is decidable in a group
G if and only if the rational subset membership is decidable in G × F2, where F2 is the free
group on two generators.

The convention we employ here is that all context-free languages are given by context-free
grammars in Chomsky normal forms (see, for example, [27, Section 2.6.13]). In the proof of
Theorem 7.5 we will need to translate certain languages and preserve their complexity, and we
achieve this using transducers, which we review below following [28].

Definition 7.2. Let Σ and Ω be two finite alphabets. A finite automaton over Σ∗ × Ω∗ is
called a finite transducer from Σ∗ to Ω∗. A subset recognised by a finite transducer, that is, a
rational set of Σ∗ × Ω∗, is a finite transduction. If ρ ⊆ Σ∗ × Ω∗ is a transduction and L ⊆ Σ∗,
then the image of L under ρ is the language

ρ(L) = {v ∈ Ω∗ : (u, v) ∈ ρ for some u ∈ L} ⊆ Ω∗.

One can think of a transducer as a finite state automaton where the labels on the edges
are pairs of words from Σ∗ × Ω∗ instead of single letters as in a standard automaton. Then a
path’s label in the transducer can be seen as the graph of a function mapping words in Σ∗ to
words in Ω∗.

Proposition 7.3. [5, Ch.III, Corollary 4.2] Each rational transduction preserves rational and
context-free languages. That is, if L is a language over a finite alphabet Σ, then for each rational
transduction ρ, ρ(L) is rational if L is rational, and ρ(L) is context-free if L is context-free.

Lemma 7.4. [28, Lemma 3.3] Let G be a finitely generated group with a finite-index free
normal subgroup A, and let X and Y be finite generating sets of G and A, respectively.

1. Then there is an explicit, computable, rational transduction σ ⊆ Y ∗ × X∗ such that
WX(h) = σ(WY (h)), for every h ∈ A, where WY (h) and WX(h) are the sets of all
words that represent element h in A over Y and X, respectively.

2. Furthermore, σ−1 : X∗ → Y ∗ is a partial function such that, for w ∈ X∗, σ−1(w) is
defined if and only if w represents an element of A, in which case σ−1(w) is an element
of Y ∗ representing the same element of A as w.

The transducer σ in Lemma 7.4 is based on the Schreier coset graph of G/A. The vertices
correspond to the finitely many cosets Ati of A in G with ti in the transversal T , and A is
both initial and final state. Edges have the form (Ati, Atix), for x ∈ X, with labels (wti,x, x),
where wti,x ∈ Y ∗ is a word representing the unique element g ∈ A such that tix = gtj and
Atix = Atj (see the proof of [28, Lemma 3.3] and [30, Section 5] for further details).

Theorem 7.5. Any context-free set C in a finitely generated virtually abelian group G is
rational and, moreover, a rational expression for C can be effectively computed.

Proof. Let G be a finitely generated virtually abelian group with a finite-index free abelian
normal subgroup A, and a finite transversal T , as in Definition 2.3. Since A is a subgroup of
finite index it is a recognisable set, as are all cosets At with t ∈ T . Let X and Y be finite
generating sets of G and A, respectively. Moreover, let AX be the preimage of A in X∗, that
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is, AX = π−1(A). The set AX is regular, and a finite state automaton MAX
over the alphabet

X can be effectively computed to produce AX : we can construct the automaton for π−1(A)
since we know a presentation for the quotient ∆ = G/A (Definition 2.3(3)) with respect to
the generating set X̄ = {x̄ = xA : x ∈ X}; then π−1(A) is just the word problem of ∆ with
respect to X̄ , and the words representing the identity in ∆ can be read off the finite Cayley
graph of ∆. In fact, the automaton MAX

can be taken to be Cay(∆, X̄) and (re)using x for
every generator x̄.

Let C be a context-free set in G over X. We write C =
⋃

t∈T (C ∩ At), and it suffices to
show that each C ∩ At is effectively rational over X. In fact, C ∩ At is effectively rational if
and only if (C ∩ At)t−1 = Ct−1 ∩ A is. So it suffices to prove the result for Ct ∩ A, t ∈ T .
The set Ct is context-free as the translate of C; that is, there is a context-free set Ct ⊂ X∗

explicitly given by a grammar ΓCt in Chomsky normal form such that π(Ct) = Ct.

We claim that Ct ∩ A is effectively rational over Y , the generating set of A. To show this,
let LX,t = Ct ∩ AX ; this is a context-free language over X that can be effectively computed
from MAX

and ΓCt , and such that π(LX,t) = Ct ∩ A. By Lemma 7.4 there is an explicit,
computable, rational transduction σ ⊆ Y ∗ × X∗ such that AX = σ(AY ), where AY is the
language of all words over Y that represent elements in A. That is, σ−1 : X∗ → Y ∗ is a partial
function such that, for w ∈ X∗, σ−1(w) is defined if and only if w represents an element of A,
in which case σ−1(w) is an element of Y ∗ representing the same element of A as w. Moreover,
σ−1(LX,t) produces a language, say LY,t, of words over Y consisting of words that represent
exactly the elements in Ct ∩A. Since being context-free is preserved by preimages of rational
transductions, LY,t is context-free and a grammar for it can be effectively computed since the
rational transduction σ is explicit.

Now LY,t is context-free and π(LY,t) and ab(LY,t) represent the same subset of elements of
A, namely Ct∩A. By the strengthened version of Parikh’s result (Theorem 2.7), ab(LY,t) is a
(computably) semilinear set over Y , and a finite state automaton MLt for a regular language
Rt over Y with the same Parikh image is computable, therefore Ct ∩ A is effectively rational
since it can be obtained from MLt . This proves the claim that Ct ∩ A is effectively rational
over Y . Finally, we can apply the transduction σ to Rt ⊂ Y ∗ and get Ct∩A effectively rational
over X, which proves therefore the theorem. �

8. Order Constraints

In this section we look at lexicographic order of solutions to equations, when these are
written in the standard normal form. We then also consider shortlex order, using the length
arguments from Section 5. The lexicographic and shortlex order constraints compare normal
form words, as defined below.

Definition 8.1. Let G be a virtually abelian group given as in Definition 2.3. Fixing a finite-
index free abelian normal subgroup A and a (finite) right transversal T , we obtain the subgroup
transversal normal form η. For a fixed ordering on the free abelian basis of A, and a fixed
ordering on T , we obtain a lexicographic ordering ≤lex on the normal form words. By ordering
the normal form words using shortlex instead, we obtain another ordering ≤shortlex.
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Note that both of these are dependent on the choice of normal subgroup and transversal
used to define η, and the orderings on the free abelian basis and transversal, and thus there
will be multiple lexicographic and shortlex orderings on a given virtually abelian group.

Remark 8.2. Lexicographic or shortlex are total orders on the elements of a virtually abelian
group, but are not left (or right) invariant orders, i.e. they are not invariant under left (or
right) multiplication. For the virtually abelian groups with infinitely many left orders there
exist left-invariant orders for which comparing two elements is undecidable [3], so using left-
invariant orders is not a feasible constraint when considering the Diophantine Problem.

Before we can prove the main result of this section, we must show that we can effectively
construct intersections of rational subsets of virtually abelian groups. We need the following
result of Grunschlag.

Lemma 8.3. [24, Corollary 2.3.8] Let G be a group with finite generating set S and H a
finite index subgroup of G with right transversal T . For each rational subset U ⊂ G such that
U ⊂ Ht for some t ∈ T , there exists an effectively constructible rational subset V ⊂ H such
that U = V t.

In [10], rational subsets of virtually abelian groups are characterised as certain kinds of
semilinear subsets, which implies that their intersections are also rational. The following
lemma makes this effective.

Lemma 8.4. Let G be a finitely generated virtually abelian group. Given finitely many rational
subsets of G, their intersection is an effectively constructible semilinear set.

Proof. Let S be a finite generated set for G and let A denote a free abelian normal subgroup
of G of finite index and T a choice of right transversal. Since A has finite index in G, any coset
At is recognisable. In other words, the full preimage of At in S∗ is a regular language (see [26,
Proposition 6.3]).

Suppose that U is a rational subset of G with R ⊂ S∗ a regular language whose image is U .
Then intersecting R with the full preimage of any coset At gives a new regular language R′

whose image is U ∩ tA. Since intersections of regular languages can be found algorithmically
[27], each intersection U∩At is an effectively constructible rational set. Now since U∩At ⊂ At,
Lemma 8.3 implies that we can find a rational subset Vt ⊂ A such that U ∩At = Vtt, for each
t ∈ T (and so U =

⋃

Vtt).

In [18, Section 2] it is shown that in any commutative monoid, rational sets and semilinear
sets coincide and, moreover, given a rational expression for a set, a semilinear expression can
be found. Thus, we can effectively express each rational subset Vt ⊂ A as a semilinear subset
of A, so that

U =
⋃

t∈T

kt
⋃

i=1

(at,i +B∗
t,i)t

for some at,i ∈ A and finite Bt,i ⊂ A (where we write the group operation in A additively).
Now, since intersection distributes over union (and in light of Remark 3.1), the intersection of
two (and hence finitely many) rational sets U,U ′ ⊂ G is an effectively constructible semilinear
(and hence rational) set as long as the intersection of any two linear sets of the form (at,i+B

∗
t,i)t
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is an effectively constructible semilinear set. Consider two such sets (a+B∗)t and (c+D∗)s,
for t, s ∈ T , a, c ∈ A, and finite C,D ⊂ A. We have

(a+B∗)t ∩ (c+D∗)s =

{

∅ t 6= s

((a+B∗)t ∩ (c+D∗)) t = s
.

By Theorem 3.4, the intersection (a+B∗)∩ (c+D∗) is semilinear and effectively constructible
and hence so is its translate by t, finishing the proof. �

We now show that lexicographic order constraints are equivalent to a collection of rational
constraints. Note that two lexicographically comparable words in the subgroup transversal
normal form share a common prefix.

Theorem 8.5. Let G be a finitely generated virtually abelian group. Fix a finite-index free
abelian subgroup A, a free abelian basis B = {a1, . . . , an} with a1 < a−1

1 . . . < an < a−1
n for A,

and a (finite) right transversal T also equipped with an order ≤.

Then verifying a lexicographic order constraint X ≤lex Y is equivalent to checking member-
ship of each of X, Y and X−1Y in a certain effectively constructible rational set.

Proof. We write all group elements in (subgroup transversal) normal form ai11 · · · ainn s, where

ai ∈ B and s ∈ T , and note that ai11 · · · ainn s ≤lex aj11 · · · ajnn t implies one of: (1) i1 =
j1, . . . , in = jn and s ≤ t, or (2) there exists p ∈ {1, . . . , n} such that i1 = j1, . . . , ip−1 = jp−1

and ip < jp.

Case 1: there exists p ∈ {1, . . . , n} such that i1 = j1, . . . , ip−1 = jp−1 and ip < jp.
This case is a finite disjunction across p ∈ {1, . . . n} of the case where for this fixed p, i1 =
j1, . . . , ip−1 = jp−1 and ip < jp. Thus it suffices to show each of these cases reduces to checking
membership in effectively constructible rational sets. So fix such a p ∈ {1, . . . , n}.

We first show that checking iq = jq for all q < p can be done by checking membership

of (ai11 · · · ainn s)
−1(aj11 · · · ajnn t) in a rational set. Let φs, φt ∈ Aut(A) be the automorphisms

induced by conjugation by s and t, respectively. We will show that verifying that iq = jq for
all q < p is equivalent to checking membership in the set φ−1

s (π((a±p )
∗ · · · (a±n )

∗)))π(s−1t). If
iq = jq for all q < p, then

(ai11 · · · ainn s)
−1(aj11 · · · ajnn t) = s−1aj1−i11 · · · ajn−inn t

= s−1a
jp−ip
p · · · ajn−inn t

= φ−1
s (a

jp−ip
p · · · ajn−inn )s−1t ∈ φ−1

s (π((a±p )
∗ · · · (a±n )

∗)))π(s−1t).

Conversely, suppose (ai11 · · · ainn s)
−1(aj11 · · · ajnn t) ∈ φ−1

s (π((a±p )
∗ · · · (a±n )

∗)))π(s−1t). Then

(ai11 · · · ainn s)
−1(aj11 · · · ajnn t) = s−1aj1−i11 · · · ajn−inn t

= φ−1
s (aj1−i11 · · · ajn−inn )s−1t

This lies in φ−1
s (π((a±p )

∗ · · · (a±n )
∗)))π(s−1t) if and only if j1 − i1 = · · · = jp−1 − ip−1 = 0, as

required.

If x, y ∈ G are arbitrary elements, then x and y are of the above form; that is x = ai11 · · · ainn s

and y = aj11 · · · ajnn t for some i1, . . . , in, j1, . . . , jn ∈ Z and s, t ∈ T with iq = jq for all q < p. We
have that iq = jq for all q < p if and only if xy−1 lies in the set φ−1

s (π((a±p )
∗ · · · (a±n )

∗)))π(s−1t).
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However, as this set’s definition depends on s and t, this set depends on x and y. So what we
must do is union across all possibilities of s−1t, which will be T−1T . Thus x and y satisfy the
property that iq = jq for all q < p if and only if xy−1 ∈ φ−1

s (π((a±p )
∗ · · · (a±n )

∗)))T−1T .

Note that φ−1
s (π((a±p )

∗ · · · (a±n )
∗)))T−1T is rational as the image of a rational set under an

automorphism is effectively rational, and the concatenation of rational sets is rational (see
Section 2.2).

It remains to show that ip < jp can be determined by checking membership
in an effectively constructible rational set. Let k be the exponent of ap within

φs(s
−1t). We will show that ip < jp if and only if (ai11 · · · ainn s)

−1(aj11 · · · ajnn t) ∈
φ−1
s (π(a±1 )

∗ · · · (a±p−1)
∗(ak+1

p a∗p)(a
±
p+1)

∗ · · · (a±n )
∗)T . We have

(ai11 · · · ainn s)
−1(aj11 · · · ajnn t) = φ−1

s (aj1−i11 · · · ajn−inn )s−1t

= φ−1
s (aj1−i11 · · · ajn−inn φs(s

−1t)).

Thus the exponent of ap in the expression for aj1−i11 · · · ajn−inn φs(s
−1t) will equal jp − ip + k,

and so ip < jp if and only if this exponent is strictly greater than k and so checking ip < jp is

equivalent to checking membership in φ−1
s (π(a±1 )

∗ · · · (a±p−1)
∗(ak+1

p a∗p)(a
±
p+1)

∗ · · · (a±n )
∗)T , which

is rational as the automorphic image of a rational set. We have thus shown that x ≤lex y
and we are in this case (Case 1) if and only if xy−1 ∈ φ−1

s (π((a±p )
∗ · · · (a±n )

∗)))T−1T and

xy−1 ∈ φ−1
s (π(a±1 )

∗ · · · (a±p−1)
∗(ak+1

p a∗p)(a
±
p+1)

∗ · · · (a±n )
∗)T , and so checking we lie in this case

and that x ≤lex y is equivalent to verifiying membership of xy−1 in a finite intersection of
effectively constructible rational sets. By Lemma 8.4, this is equivalent to verifying membership
in a single effectively constructible rational set.

Case 2: i1 = j1, . . . , in = jn and s ≤lex t.
We can use the argument from the first part of Case 1 to check that i1 = j1, . . . , in = jn, by
just taking q to be n+ 1.

Note that for each r ∈ T , the coset Ar is rational and explicitly computable: it is the
projection of the language (a±1 )

∗ · · · (a±n )
∗r. As T is finite, checking g ≤lex h in this case

reduces to checking if g ∈ Ar and h ∈ Ar′ for any (of the finitely many) (r, r′) ∈ T × T , with
r ≤lex r

′. �

Since one element is shortlex smaller than another if and only if it is length smaller, or length
equal and lexicographically smaller, shortlex constraints reduce to checking length constraints
and lexicographic constraints, both of which are equivalent to checking effectively constructible
rational sets.

Corollary 8.6. Let G be a finitely generated virtually abelian group. Fix a finite-index free
abelian subgroup A, a free abelian basis B for A and a (finite) right transversal T . Then
verifying any shortlex order constraint X ≤shortlex Y is equivalent to checking membership of
each of X, Y and X−1Y in a certain effectively constructible rational set.

Proof. We have that X is shortlex less than or equal to Y if and only if |X| < |Y |, or |X| = |Y |
and X ≤lex Y . We can check both |X| < |Y | and |X| = |Y | using Theorem 5.2 (with each
element of the generating set B ∪ T weighted with a 1), and we can check if X ≤lex Y using
Theorem 8.5. We can put together two conditions, such as |X| = |Y | andX ≤lex Y , by checking
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membership in all the rational sets corresponding to these constraints produced effectively in
Theorems 5.2 and 8.5, and using Lemma 8.4 to resolve any intersections. �
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[26] Thomas Herbst and Richard M. Thomas. Group presentations, formal languages and characterizations of

one-counter groups. Theoret. Comput. Sci., 112(2):187–213, 1993.
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