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Abstract—The growing need for accurate and reliable tracking
systems has driven significant progress in sensor fusion and object
tracking techniques. In this paper, we design two variational
Bayesian trackers that effectively track multiple targets in
cluttered environments within a sensor network. We first present
a centralised sensor fusion scheme, which involves transmitting
sensor data to a fusion center. Then, we develop a distributed
version leveraging the average consensus algorithm, which is
theoretically equivalent to the centralised sensor fusion tracker
and requires only local message passing with neighbouring
sensors. In addition, we empirically verify that our proposed
distributed variational tracker performs on par with the cen-
tralised version with equal tracking accuracy. Simulation results
show that our distributed multi-target tracker outperforms the
suboptimal distributed sensor fusion strategy that fuses each
sensor’s posterior based on arithmetic sensor fusion and an
average consensus strategy.

Index Terms—distributed sensor fusion, multiple object track-
ing, variational inference, average consensus, data association

I. INTRODUCTION

The distributed multi-sensor multi-object tracker has
emerged as a promising approach due to its potential for
reduced communication costs and increased robustness against
single-node faults when compared to centralised fusion solu-
tions. Several optimal algorithms for distributed data fusion
have been developed, relying solely on local message passing
[1], [2]. However, these techniques necessitate specific net-
work topologies, such as fully connected and tree-connected
networks, and often come with a high computational burden
that limits their applicability in certain situations.

To overcome the limitations, several approximate methods
have been studied. One popular fusion strategy is geometric
average fusion, such as the widely used generalised covariance
intersection method proposed in [3], with the aim of avoiding
double counting of common information while fusing multiple
multi-object densities with unknown correlations among sen-
sors. An alternative approach is the arithmetic average fusion,
which has been shown to perform better when fusing random
variables or point estimates [4]. Consensus-based algorithms
[5]–[7] have been introduced to enable geometric or arithmetic
average fusion in a fully distributed manner. The analysis and
comparison of these two fusion strategies can be found in [4],
[8]. However, these methods that fuse the local posteriors of
each sensor are suboptimal and can result in degraded tracking
performance. In [9], a consensus-based method was designed

to obtain an approximation of the joint likelihood function
by distributing the likelihood functions of each sensor. This
likelihood consensus method was then developed to implement
distributed particle filters and distributed Gaussian particle
filters for multiple target tracking applications. Nevertheless,
the joint likelihood function is approximate, and the estimation
accuracy and fusion efficiency can be affected by the choice
of the basis functions.

Here we propose a solution for distributed sensor fusion
and object tracking by leveraging the non-homogeneous Pois-
son process (NHPP) measurement model and the recently-
developed NHPP trackers [10]. The original NHPP tracker
in [11] successfully avoids the data association problem, but
its particle filter implementation is limited by the curse of
dimensionality. To address this issue, an association-based
NHPP measurement model was introduced in [12] to enable
efficient parallel computing and a tractable structure. Addi-
tionally, a fast Rao-Blackwellised sequential Markov chain
Monte Carlo sampling scheme was developed in [13] with
improved efficiency compared to [12] for linear Gaussian
models. While sampling-based methods like those presented
in [12]–[14] can theoretically converge to optimal Bayesian
filters, their computational requirements can be intensive when
the number of targets and measurements increases. Therefore,
a high-performance variational inference implementation was
designed in [10], which achieves comparable tracking accu-
racy with sampling-based implementations [12] while offering
faster processing speeds.

This paper develops an extension of the variational Bayes
multi-object tracker presented in [10] to multi-sensor cases, as
it has demonstrated superior tracking performance in terms of
both accuracy and implementation efficiency. Our key contri-
bution is the development of a variational filtering framework
for tracking multiple objects in a distributed sensor network.
This is accomplished by leveraging the average consensus
algorithm, which, when successfully converged, allows the dis-
tributed version to be theoretically equivalent to the centralised
sensor fusion tracker. In particular, each sensor in the network
runs locally using its own measurements while communicating
with its neighbouring sensors to obtain global statistics for the
local coordinate ascent update. Once the average consensus
algorithm has converged, the local estimates for each sensor
are updated using the global statistics obtained from the con-
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sensus. Therefore, this approach only requires communication
with neighbouring sensors and does not require complete
knowledge of the network topology. Overall, the proposed
approach allows for distributed sensor fusion and tracking
that can achieve tracking accuracy equivalent to centralised
fusion while being more efficient in communication costs.
The simulation results show that compared to the arithmetic
fusion method that fuses the local posteriors of each sensor,
the proposed distributed variational tracker exhibits superior
tracking accuracy and efficiency.

II. PROBLEM FORMULATION AND MODELLING

This paper considers tracking multiple targets in clutter
under a distributed sensor network where the communication
links between sensors can be time-varying. Assume that there
are K targets in the surveillance area. At each discrete time
step n, their joint state is Xn = [X⊤

n,1, X
⊤
n,2, ..., X

⊤
n,K ]⊤,

where each vector Xn,k, k ∈ {1, ...,K} denotes the kinematic
state for the k-th target. Suppose that the targets are observed
by a sensor network consisting of Ns sensors, each capable
of observing the entire tracking area. The time-varying sensor
network at time t can be modelled as a graph G(t) = {S, E(t)}
at any given continuous time t, where the sensor set is denoted
by S = {1, 2, . . . , Ns}, and E(t) is the set of edges with
the existence of edge (i, j) meaning that the i-th sensor can
communicate with the j-th sensor at time t. The set of neigh-
bours of sensor i is denoted by Ni(t) = {j | (i, j) ∈ E(t)}.
The degree di(t) of the i-th sensor represents the number
of its neighbouring sensors with which it can communicate,
i.e., di(t) = |Ni(t)|. In a sensor network, the measurements
received from all sensors at time step n can be denoted by
Yn = [Y 1

n , Y
2
n , ..., Y

Ns
n ]. Each Y s

n includes measurements
acquired by the s-th sensor, and Y s

n = [Y s
n,1, ..., Y

s
n,Ms

n
], where

Ms
n is the total number of measurements received at the s-th

sensor (s = 1, ..., Ns). Subsequently, Mn = [M1
n, ...,M

Ns
n ]

records the total number of measurements received from all
sensors at time step n.

A. Dynamical model

We assume that targets move in a 2D surveillance area with
each Xn,k = [x1

n,k, ẋ
1
n,k, x

2
n,k, ẋ

2
n,k]

T , where xd
n,k and ẋd

n,k

(d = 1, 2) indicate the k-th target’s position and velocity in
the d-th dimension, respectively. We assume an independent
linear Gaussian transition density for each target’s states:

p(Xn|Xn−1) =

K∏
k=1

N (Xn,k;Fn,kXn−1,k, Qn,k). (1)

where Fn,k = diag(F 1
n,k, F

2
n,k), Qn,k = diag(Q1

n,k, Q
2
n,k).

For a constant velocity (CV) model, F d
n,k, Q

d
n,k (d = 1, 2) are

F d
n,k =

[
1 τ
0 1

]
, Qd

n,k = σ2
k

[
τ3/3 τ2/2
τ2/2 τ

]
, (2)

where τ is the time interval between time steps.

B. NHPP measurement model and association prior

Here, we assume each sensor independently detects targets
in accordance with the NHPP measurement model described
in [11]. Notably, the NHPP model may vary for each sensor.
Denote the set of Poisson rates for all sensors as Λ =
[Λ1,Λ2, ...,ΛNs ]. For each sensor s, the Poisson rate vector is
defined by Λs = [Λs

0,Λ
s
1, ...,Λ

s
K ], where Λs

0 is the clutter rate
and Λs

k is the k-th target rate, k = 1, ...,K. For each sensor
s, each target k generates measurements by a NHPP with a
Poisson rate Λs

k, and the total measurement process is also a
NHPP from the superposition of the conditional independent
NHPP measurement process from K targets and clutter. The
total number of measurements from the s-th sensor follows a
Poisson distribution with a rate of Λs

sum =
∑K

k=0 Λ
s
k.

Our independent measurement model assumption signifies
that given Xn, the measurements of each sensor are con-
ditionally independent, i.e., p(Yn|Xn) =

∏Ns

s=1 p(Y
s
n |Xn).

We denote the associations of all measurements Yn by
θn = [θ1n, θ

2
n, ..., θ

Ns
n ] , with each θsn = [θsn,1, θ

s
n,2, ..., θ

s
n,Ms

n
]

(s = 1, ..., Ns) representing the association vector for the s-th
sensor’s measurements. Each component θsn,j (j = 1, ...,Ms

n)
gives the origin of the measurement Y s

n,j ; θsn,j = 0 indicates
that Y s

n,j is generated by clutter, and θsn,j = k (k = 1, ...,K)
means that Y s

n,j is generated from the target k. The adopted
conditionally independent NHPP measurement model leads
to the following properties: the joint association prior are
conditionally independent give all the measurement numbers

p(θn|Mn) =

Ns∏
s=1

p(θsn|Ms
n), (3)

and given all associations, the joint likelihood p(Yn|θn, Xn)
remains conditionally independent for each sensor, i.e.,

p(Yn|θn, Xn) =

Ns∏
s=1

p(Y s
n |θsn, Xn). (4)

Finally, for each sensor s, the NHPP measurement model
implies the following according to [10]: measurements are
conditionally independent given associations and target states

p(Y s
n |θsn, Xn) =

Ms
n∏

j=1

ℓs(Y s
n,j |Xn,θs

n,j
), (5)

where Ms
n is implicitly known from θsn since Ms

n = |θsn|, and
ℓs is the probability density function of a single measurements
received in sensor s given its originator’s state. Here we
assume the target originated measurement follows a linear and
Gaussian model while the clutter measurement is uniformly
distributed in the observation area of volume V s:

ℓs(Y s
n,j |Xn,k) =

{
N (HXn,k, R

s
k), k ̸= 0; (object)

1
V s , k = 0; (clutter)

(6)

where H is the observation matrix, and Rs
k indicates the s-th

sensor noise covariance. Moreover, the joint prior p(θsn|Ms
n)

can be factorised as the product of Ms
n independent association

priors, i.e., p(θsn|Ms
n) =

∏Ms
n

j=1 p(θ
s
n,j), where the prior for



each association p(θsn,j) is a categorical distribution with
support θsn,j ∈ {0, ...,K}

p(θsn,j) =

∑K
k=0 Λ

s
kδ[θ

s
n,j = k]

Λs
sum

. (7)

III. COORDINATE ASCENT VARIATIONAL FILTERING FOR
CENTRALISED SENSOR FUSION

This section develops a coordinate ascent variational fil-
tering framework for tracking multiple objects in clutter in a
centralised sensor network where there exists a central hub for
collecting the measurements from multiple sensors and using
them to track the targets. The parameters K,Λ, and Rs

1:K in
Section II are assumed to be known and are therefore always
implicitly conditioned in our derivations. The objective is to
sequentially estimate the posterior p(Xn, θn|Y1:n) given obser-
vations Y1:n from all sensors in the network. Accordingly, the
exact optimal filtering can be recursively expressed as follows,

p(Xn, θn|Y1:n) ∝ p(Yn|θn, Xn)p(θn|Mn) (8)

×
∫

p(Xn|Xn−1)p(Xn−1|Y1:n−1)dXn−1,

However, this exact filtering recursion is intractable, prompting
us to replace p(Xn−1|Y1:n−1) with a tractable approximate
filtering prior. According to [10], a natural choice of this
tractable prior is the approximate filtering result/posterior from
the previous time step. In our context, where variational
Bayes is employed to approximate the target distribution, this
corresponds to using the converged variational distribution
q∗n−1(Xn−1) obtained from the approximate filtering at time
step n − 1. Therefore, the target posterior distribution of our
current approximate filtering step is

p̂n(Xn, θn|Yn) ∝ p(Yn|θn, Xn)p(θn|Mn)p̂n(Xn), (9)

where the predictive prior p̂n(Xn) is written as

p̂n(Xn) =

∫
p(Xn|Xn−1)q

∗
n−1(Xn−1)dXn−1. (10)

A. Coordinate ascent update

We assume a mean-field family of variational distributions
that satisfy the factorisation qn(Xn, θn) = qn(Xn)qn(θn).
Then, the variational distribution q∗n(Xn, θn) is chosen
from the posited family that minimises the KL divergence
KL(qn(Xn)qn(θn)||p̂n(Xn, θn|Yn)). This optimisation with
respect to qn can be done by the following coordinate ascent
algorithm that ensures convergence. We start by setting the
initial association distribution qn(θn) as q

(0)
n (θn); afterwards,

we iteratively update qn(Xn) while keeping qn(θn) fixed, and
update qn(θn) while keeping qn(Xn) fixed, repeating these
steps until convergence is achieved. The converged variational
distribution q∗n(Xn, θn) is then used to approximate the target
distribution p̂n(Xn, θn|Yn). We now present these updates.

1) update for qn(Xn): First we present the update for Xn

qn(Xn) ∝ p̂n(Xn)

K∏
k=1

N
(
Y k

n;HXn,k, R
k
n

)
, (11)

where

Rk
n =

(
Ns∑
s=1

Ωs
k,1

)−1

, Ωs
k,1 = (Rs

k)
−1

Ms
n∑

j=1

qn(θ
s
n,j = k),

(12)

Y k
n = Rk

n

Ns∑
s=1

Ωs
k,2, Ωs

k,2 = (Rs
k)

−1

Ms
n∑

j=1

qn(θ
s
n,j = k)Y s

n,j .

Such an update can be considered as updating the predictive
prior p̂n(Xn) in (10) with K pseudo-measurements Y k

n, k =
1, 2, ...,K. Given an independent initial Gaussian prior
p(X0) =

∏K
k=1 p(X0,k) and the transition in (1), the updated

variational distribution can always be in an independent Gaus-
sian form, i.e., qn(Xn) =

∏K
k=1 qn(Xn,k). Denote the con-

verged variational distribution for the k-th target at time step
n − 1 as q∗n−1(Xn−1,k) = N (Xn−1,k;µ

k∗
n−1|n−1,Σ

k∗
n−1|n−1),

then we denote its predictive prior according to (10) by

p̂n(Xn,k) =N (Xn,k;µ
k∗
n|n−1,Σ

k∗
n|n−1). (13)

The variational distribution qn(Xn,k) = N (Xn,k;µ
k
n|n,Σ

k
n|n)

can then be updated by Kalman filtering. Such an update can
be independently carried out for all targets.

2) update for qn(θn): Since qn(θn) =
∏Ns

s=1 qn(θ
s
n),

qn(θn) can be updated by individually evaluating qn(θ
s
n) for

each sensor, where the update can be performed in parallel:

qn(θ
s
n) ∝

Ms
n∏

j=1

qn(θ
s
n,j), (14)

qn(θ
s
n,j) ∝

Λs
0

V s
δ[θsn,j = 0] +

K∑
k=1

Λs
kl

s
kδ[θ

s
n,j = k], (15)

lsk = N (Y s
n,j ;Hµk

n|n, R
s
k)exp(−0.5Tr((Rs

k)
−1

HΣk
n|nH

⊤)),

where each qn(θ
s
n,j) is a categorical distribution and the

updates for θn can be independently carried out for each θn,j .

B. Initialisation

We adopt the initialisation strategy in [10]: at time step n,
the algorithm starts the recursive updates from qn(Xn) and
the initial variational distribution q

(0)
n (θsn) for each sensor s is

q(0)n (θsn) ∝
Λs
0

V s
δ[θsn,j = 0] +

K∑
k=1

Λs
kl

s,0
k δ[θsn,j = k], (16)

ls,0k = N (Y s
n,j ;Hµk∗

n|n−1, HΣk∗
n|n−1H

⊤ +Rs
k),

IV. CONSENSUS-BASED DISTRIBUTED VARIATIONAL
MULTI-OBJECT TRACKER

In this section, we present distributed variational filtering
frameworks for a sensor network without a fusion center.
The aim is to achieve the same converged variational distri-
bution q∗n(Xn, θn), as obtained in the centralised variational
filtering framework for approximating the target posterior
p̂n(Xn, θn|Yn) in (9), by solely relying on local processing
and communications between neighbouring sensors. To this
end, we assume at the initial time step 0, an identical target
state prior p(X0) is given to all sensors s = 1, ..., Ns. To
ensure the variational distribution at each sensor s converges



Algorithm 1: Consensus-based Distributed Variational
Multi-object Tracker at time step n

Input: q∗n−1(Xn−1), Yn,Mn, maximum iteration Imax.
Initialisation: Set p̂n(Xn) according to (13).
At each sensor s:
Initialise qn(θ

s
n) according to (16).

for i = 1, 2, ..., Imax do
Compute Ωs

k,1, Ωs
k,2, k = 1, 2, ...,K using (12).

Perform average consensus with Ω̂k,1 and Ω̂k,2.
for k = 1, 2, ...,K do

Evaluate Rk
n, Y

k
n according to (19).

Update qn(Xn,k) by Kalman filtering.
end
Update qn(θ

s
n,j), j = 1, 2, ...,Ms

n using (15).
end
Set q∗n(Xn) =

∏K
k=1 qn(Xn,k), and

q∗n(θ
s
n) =

∏Ms
n

j=1 qn(θ
s
n,j).

to the same p̂n(Xn, θn|Yn) at the time step n, according to
(11), it requires the local sensor has access to the pseudo-
measurements Y k

n and Rk
n, k = 1, 2, ...,K calculated using

all values of {Ωs
k,1,Ω

s
k,2}

Ns
s=1 computed at each sensor.

The sum expressions of (12) can be computed at each
sensor by using a distributed, iterative consensus algorithm.
Specifically, we adopt the distributed average consensus al-
gorithm introduced in [7], which is guaranteed to converge
provided that the sensor network is connected, even under
time-varying communication links. For our application, given
the initial value of Ωs

k,1,Ω
s
k,2 at each sensor s, each sensor can

converge to the same average value Ω̂s
k,1 = 1

Ns

∑Ns

s=1 Ω
s
k,1 and

Ω̂s
k,2 = 1

Ns

∑Ns

s=1 Ω
s
k,2. As an example, the distributed average

consensus for computing Ω̂s
k,1 at sensor s can be described as

follows.
• At initial iteration m = 0, each sensor node s initialises

its state as Ω̂
(s,0)
k,1 = Ωs

k,1.
• For m = 0, 1, 2, ... until convergence

each sensor s updates its state by using its own state and
the states of instantaneous neighbours Ns(m):

Ω̂
(s,m+1)
k,1 = W (m)

ss Ω̂
(s,m)
k,1 +

∑
j∈Ns(m)

W
(m)
sj Ω̂

(j,m)
k,1 (17)

where W
(m)
sj is the linear weight on Ω̂

(j,m)
k,1 at node s.

Here we adopt the Metropolis weight in [7]:

W
(m)
sj =


1

1+max {d(m)
s ,d

(m)
j }

if j ∈ N (m)
s ,

1−
∑

s,k∈E(m) W
(m)
sk if j = s

(18)

In the same way, we can obtain the Ω̂s
k,2 by the same

distributed average consensus algorithm. After obtained the
converged value of Ω̂s

k,1 and Ω̂s
k,2, at each sensor s, we

can compute the required pseudo-measurements Y k
n and Rk

n,
k = 1, 2, ...,K, by the following expressions:

Rk
n = (NsΩ̂

s
k,1)

−1
, Y k

n = Rk
n(NsΩ̂

s
k,2) (19)

Fig. 1: Measurements, ground truth tracks of 50 targets; grey
dots are measurements covering the whole background, black
lines are the trajectories and green circles are starting points

Fig. 2: Simulated sensor network; blue circles are sensors and
lines indicate the communication links between sensors

In this way, during each iteration of the update for qn(Xn),
every sensor s updates qn(Xn) locally based on the centralised
pseudo-measurements calculated at all sensors using the dis-
tributed consensus algorithm, such that each sensor can behave
equivalently to the fusion center in the centralised version. The
overall distributed implementation of the variational tracker is
summarised in Algorithm 1.

V. RESULTS

In this section, we will conduct a performance compari-
son between different versions of the variational multi-object
tracker: the centralised fusion in Section III, the optimal
distributed fusion in Section IV, and the suboptimal distributed
fusion with an arithmetic average (AA) fusion strategy. Specif-
ically, the suboptimal distributed fusion adopts the similar
approximation in the literature, e.g., [8], in which each sensor
infers a multi-object posterior distribution based on local mea-
surements and, then a distributed average consensus algorithm
is implemented to fuse the derived multi-object posteriors from
each sensors using the AA fusion principle.

In the simulated dataset, the network consists of 20 sensors
as shown in Fig. 2, all observing 50 targets in the surveillance
area. The general parameter settings are as follows. For all
datasets, the total time steps are 50, and the time interval
between observations is τ = 1s. The parameters in the CV
model are σk = 5 and Rs

k = 100I where I is a 2-D identity
matrix. The target Poisson rates are set to 1; the clutter rate is
100. To evaluate the robustness of the algorithm, we generate



Fig. 3: Mean OSPA of different fusion strategies over 50 time
steps, averaged over 20 Monte Carlo runs (average consensus
iteration for both proposed optimal distributed fusion and the
AA distributed fusion is 20)

Fig. 4: Mean OSPA of the optimal distributed fusion over
different iterations of average consensus algorithm, averaged
over 20 Monte Carlo runs

20 different measurement sets under the same parameter
settings. One sample measurement set is shown in Figure 1.
We use the optimal sub pattern assignment (OSPA) [15] metric
to evaluate the tracking performance of all methods. For the
OSPA metric, the order is set to p = 1 and the distance cut-
off value is c = 50. For both datasets, we calculate the mean
OSPA metric over all the sensors and Monte Carlo runs.

Figure 3 shows the three variational multi-target trackers’
mean OSPA of each time step calculated over all the sensors
and Monte Carlo runs. Specifically, for both proposed optimal
distributed fusion and the suboptimal AA fusion, we set the
average consensus iteration to 20 to obtain the results in
Figure 3. It is observed that the proposed optimal distributed
fusion has a much lower mean OSPA value compared to the
suboptimal AA fusion. The estimation results also confirm
the equivalence of our proposed optimal distributed varia-
tional tracker with the centralised variational tracker when the
distributed average consensus reaches convergence. Figure 4
shows mean OSPA over all the sensors, Monte Carlo runs,
and 50 time steps versus the number of iterations used in the
distributed average consensus algorithm for proposed optimal
distributed variational tracker. We can see that as the number of
iterations increases, the performance of the optimal distributed
fusion approaches the performance of the centralised fusion
within approximately 10 iterations.

VI. CONCLUSION

The paper presents a novel optimal distributed variational
multi-target tracker for sensor networks that only require
communication between neighbouring sensors. Our method
achieves equivalent tracking performance to centralised fusion
while retaining a decentralised processing architecture and
reducing communication costs. The simulation results demon-

strate the equivalence of the proposed optimal distributed
fusion and the centralised fusion in terms of tracking accuracy.
In the future, we will extend the current distributed variational
tracker to handle unknown target numbers and heterogeneous
sensor networks with varying coverage.
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