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CONCENTRATION OF DIMENSION IN EXTREMAL POINTS OF

LEFT-HALF LINES IN THE LAGRANGE SPECTRUM

CARLOS GUSTAVO MOREIRA AND CHRISTIAN VILLAMIL

Abstract. We prove that for any η that belongs to the closure of the interior of
the Markov and Lagrange spectra, the sets k−1((−∞, η]) and k−1(η), which are
the sets of irrational numbers with best constant of Diophantine approximation
bounded by η and exactly η respectively, have the same Hausdorff dimension. We
also show that, as η varies in the interior of the spectra, this Hausdorff dimension
is a strictly increasing function.

Contents

1. Introduction 1
2. Preliminaries 5
2.1. Continued fractions and regular Cantor sets 5
2.2. Results on Dynamical Markov and Lagrange spectra 7
2.3. The horseshoe Λ(N) 9
3. Proof of the main theorem 10
3.1. Connection of subhorseshoes 10
3.2. Dimension estimates 11
3.3. Putting unstable Cantor sets into k−1(η) 19
Appendix A. Hyperbolic sets of finite type 25
References 27

1. Introduction

The classical Lagrange and Markov spectra are closed subsets of the real line re-
lated to Diophantine approximations. They arise naturally in the study of rational
approximations of irrational numbers and of indefinite binary quadratic forms, re-
spectively.
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Given α ∈ R \Q, set

k(α) = sup

{

k > 0 :

∣

∣

∣

∣

α− p

q

∣

∣

∣

∣

<
1

kq2
has infinitely many rational solution

p

q

}

= lim sup
p∈Z,q∈N,p,q→∞

|q(qα− p)|−1 ∈ R ∪ {∞}

for the best constant of Diophantine approximations of α.
The classical Lagrange spectrum is the set

L = {k(α) : α ∈ R \Q, k(α) <∞},
and the classical Markov spectrum is the set

M =

{

(

inf
(x,y)∈Z2\{(0,0)}

|q(x, y)|
)−1

<∞ : q(x, y) = ax2 + bxy + cy2, b2 − 4ac = 1

}

that consists of the reciprocal of the minimal values over non-trivial integer vectors
(x, y) ∈ Z2 \ {(0, 0)} of indefinite binary quadratic forms q(x, y) with real coefficients
and unit discriminant.

Perron gave in [21] the following dynamical characterizations of these classical
spectra in terms of symbolic dynamical systems: Given a bi-infinite sequence θ =
(θn)n∈Z ∈ (N∗)Z, let

λi(θ) := [0; ai+1, ai+2, . . . ] + ai + [0; ai−1, ai−2, . . . ].

If the Markov value m(θ) of θ is m(θ) := sup
i∈Z

λi(θ) and the Lagrange value ℓ(θ) is

ℓ(θ) := lim sup
i→∞

λi(θ). Then the Markov spectrum is the set

M = {m(θ) <∞ : θ ∈ (N∗)Z}
and the Lagrange spectrum is the set

L = {ℓ(θ) <∞ : θ ∈ (N∗)Z}.
It follows from these characterizations thatM and L are closed subsets of R and that
L ⊂M .

Markov showed in [13] that

L ∩ (−∞, 3) =M ∩ (−∞, 3) = {k1 =
√
5 < k2 = 2

√
2 < k3 =

√
221

5
< ...},

where k2n ∈ Q for every n ∈ N and kn → 3 when n→ ∞.
M. Hall proved in [6] that

C4 + C4 = [
√
2− 1, 4(

√
2− 1)],

where for each positive integer N , CN is the set of numbers in [0, 1] in whose continued
fractions the coefficients are bounded by N , i.e., CN = {x = [0; a1, ..., an, ...] ∈ [0, 1] :
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ai ≤ N, ∀i ≥ 1}. Together with Perron characterizations, this implies that L and M
contain the whole half-line [6,+∞).

Freiman in [5] determined the precise beginning of Hall’s ray (the biggest half-line
contained in L), which is

cF :=
2221564096 + 283748

√
462

491993569
= 4.52782956616 . . .

The first author in [17] proved several results on the geometry of the Markov and
Lagrange spectra, for example that the map d : R → [0, 1], given by

d(η) = HD(L ∩ (−∞, η)) = HD(M ∩ (−∞, η))

is continuous, surjective and such that d(3) = 0 and d(
√
12) = 1. Moreover, that

d(η) = min{1, 2D(η)},
where D(η) = HD(k−1(−∞, η)) = HD(k−1(−∞, η]) is a continuous surjective func-
tion from R to [0, 1). And also, the limit

lim
η→∞

HD(k−1(η)) = 1.

Recently in [19] was given the estimate

t∗1 := sup{s ∈ R : d(s) < 1} = 3.334384...

In particular, any t ∈ R that belongs to the interior of the Markov and Lagrange
spectra must satisfy t > t∗1.

Now, let ϕ : S → S be a diffeomorphism of a C∞ compact surface S with a mixing
horseshoe Λ and let f : S → R be a differentiable function. For x ∈ S, following
the above characterization of the classical spectra, we define the Lagrange value of x
associated to f and ϕ as being the number ℓϕ,f(x) = lim supn→∞ f(ϕn(x)) and also the
Markov value of x associated to f and ϕ as the number mϕ,f(x) = supn∈Z f(ϕ

n(x)).
The sets

Lϕ,f(Λ) = {ℓϕ,f(x) : x ∈ Λ}
and

Mϕ,f(Λ) = {mϕ,f(x) : x ∈ Λ}
are called Lagrange Spectrum of (ϕ, f,Λ) and Markov Spectrum of (ϕ, f,Λ).

It turns out that dynamical Markov and Lagrange spectra associated to hyperbolic
dynamics are closely related to the classical Markov and Lagrange spectra. Several
results on the Markov and Lagrange dynamical spectra associated to horseshoes in
dimension 2 which are analogous to previously known results on the classical spectra
were obtained recently: in [20] it is shown that typical dynamical spectra associated
to horseshoes with Hausdorff dimensions larger than one have non-empty interior (as
the classical ones). In [18] it is shown that typical Markov and Lagrange dynamical
spectra associated to horseshoes have the same minimum, which is an isolated point
in both spectra and is the image by the function of a periodic point of the horseshoe.
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In [4] and [14], in the context of conservative diffeomorphism it is proven (as a
generalization of the results in [4]) that for typical choices of the dynamic and of
the function, the intersections of the corresponding dynamical Markov and Lagrange
spectra with half-lines (−∞, t) have the same Hausdorff dimensions, and this defines
a continuous function of t whose image is [0,min{1, D}], where D is the Hausdorff
dimension of the horseshoe.

For more information and results on classical and dynamical Markov and Lagrange
spectra, we refer to the books [3] and [9].

In this paper, we use that dynamical Markov and Lagrange spectra associated to
conservative horseshoes in surfaces are natural generalizations of the classical Markov
and Lagrange spectra. In fact, classical Markov and Lagrange spectra are not compact
sets, so they cannot be dynamical spectra associated to horseshoes. However, in [7] is
showed that, for any N ≥ 2 with N 6= 3, the initial segments of the classical spectra
until

√
N2 + 4N (i.e.,M∩(−∞,

√
N2 + 4N ] and L∩(−∞,

√
N2 + 4N ]) coincide with

the sets M(N) and L(N), given, in the notation we used in Perron’s characterization
of M and L by

M(N) = m(Σ(N)) = {m(θ) : θ ∈ Σ(N)}
and

L(N) = ℓ(Σ(N)) = {ℓ(θ) : θ ∈ Σ(N)}
where Σ(N) := {1, 2, . . . , N}Z.

It is proved also that M(N) and L(N) are dynamical Markov and Lagrange spec-
tra associated to a smooth real function f and to a horseshoe Λ(N) defined by a
smooth conservative diffeomorphism ϕ, and also that they are naturally associated
to continued fractions with coefficients bounded by N.

Here we use this relation between classical and dynamical spectra in order to under-
stand better the fractal geometry (Hausdorff dimension) of the preimage of half-lines
by the function k. We can state our main result as:

Theorem 1.1. Define T := int(L) = int(M). For any η ∈ T , D(η) = HD(k−1(η))
i.e.

HD(k−1((−∞, η))) = HD(k−1((−∞, η])) = HD(k−1(η)).

Even more,

• if η is accumulated from the left by points of T , then

D(η) > D(t), ∀t < η

• if η is accumulated from the right by points of T , then

D(η) < D(t), ∀t > η.

In particular, D|X is strictly increasing, where X is T or any interval contained in
T .
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This result in particular solves a question formulated by Y. Bugeaud and Y. Che-
ung to the first author: they asked whether there is T ∈ R such that HD(k−1(t)) is
continuous for t ∈ [T,+∞). It follows from Theorem 1.1 that HD(k−1(t)) is contin-
uous (and strictly increasing) for t ∈ [cF ,+∞). Notice that cF is minimum with this
property.

2. Preliminaries

2.1. Continued fractions and regular Cantor sets. The continued fraction ex-
pansion of an irrational number α is denoted by

α = [a0; a1, a2, . . . ] = a0 +
1

a1 +
1

a2+
1

...

,

so that the Gauss map G : (0, 1) → [0, 1), G(x) =
1

x
−
⌊

1

x

⌋

acts on continued fraction

expansions by
G([0; a1, a2, . . . ]) = [0; a2, . . . ].

For an irrational number α = α0 ∈ (0, 1), the continued fraction expansion α =
[0; a1, . . . ] is recursively obtained by setting an = ⌊αn⌋ and αn+1 = 1

αn−an
= 1

Gn(α0)
.

The rational approximations
pn
qn

:= [0; a1, . . . , an] ∈ Q

of α satisfy the recurrence relations

(2.1) pn = anpn−1 + pn−2 and qn = anqn−1 + qn−2, n ≥ 0

with the convention that p−2 = q−1 = 0 and p−1 = q−2 = 1. If 0 < aj ≤ N for all j,
it follows that

pn
N + 1

≤ pn−1 ≤ pn and
qn

N + 1
≤ qn−1 ≤ qn n ≥ 1.

Given a finite sequence (a1, a2, . . . , an) ∈ (N∗)n, we define

I(a1, a2, . . . , an) = {x ∈ [0, 1] : x = [0; a1, a2, . . . , an, αn+1], αn+1 ≥ 1}
then by 2.1, I(a1, a2, . . . , an) is the interval with extremities [0; a1, a2, . . . , an] =

pn
qn

and [0; a1, a2, . . . , an + 1] = pn+pn−1

qn+qn−1
and so

|I(a1, a2, . . . , an)| =
∣

∣

∣

∣

pn
qn

− pn + pn−1

qn + qn−1

∣

∣

∣

∣

=
1

qn(qn + qn−1)
,

because pnqn−1 − pn−1qn = (−1)n−1.
Also, for (a0, a1, . . . , an) ∈ (N∗)n+1 we set

I(a0; a1, . . . , an) = {x ∈ [0, 1] : x = [a0; a1, a2, . . . , an, αn+1], αn+1 ≥ 1},
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clearly as I(a0; a1, . . . , an) = a0 + I(a1, a2, . . . , an), we have

(2.2) |I(a0; a1, . . . , an)| = |I(a1, a2, . . . , an)|.
An elementary result for comparing continued fractions is the following lemma

Lemma 2.1. Let α = [a0; a1, . . . , an, an+1, . . . ] and α̃ = [a0; a1, . . . , an, bn+1, . . . ],
then:

• |α− α̃| < 1/2n−1,
• If an+1 6= bn+1, α > α̃ if and only if (−1)n+1(an+1 − bn+1) > 0.

The next lemma is from [17] (see lemma A.1)

Lemma 2.2. If a0, a1, a2 . . . , an, an+1, . . . and bn+1, bn+2, . . . are positive integers bounded
by N ∈ N and an+1 6= bn+1 then

|[a0; a1, a2 . . . , an, an+1, . . . ]− [a0; a1, a2 . . . , an, bn+1, . . . ]| > c(N)/q2n−1

> c(N)|I(a1, a2, . . . , an)|
for some positive constant c(N).

For the sequel, the following application of lemma 2.1 will also be useful

Lemma 2.3. Given R,N ∈ N, let β1, β2, β3 ∈ Σ(N)+ := {1, 2, . . . , N}N such that
[0; β1] < [0; β2] < [0; β3]. If for two sequences α = (αn)n∈Z and α̃ = (α̃n)n∈Z in Σ(N)
it is true that α0, . . . , α2R+1 = α̃0, . . . , α̃2R+1, then, for all j ≤ 2R + 1 we have

λ0(σ
j(. . . , α−2, α−1;α0, . . . , α2R+1, β

2)) < max{m(. . . , α−2, α−1;α0, . . . , α2R+1, β
1),

m(. . . , α̃−2, α̃−1; α̃0, . . . , α̃2R+1, β
3)}+ 1/2R−1.

Proof. It is just an application of lemma 2.1. Indeed, for j ≤ R + 1

λ0(σ
j(. . . , α−1;α0, . . . , α2R+1, β

2)) < λ0(σ
j(. . . , α−1;α0, . . . , α2R+1, β

1)) + 1/2R−1

≤ max{m(. . . , α−1;α0, . . . , α2R+1, β
1), m(. . . , α̃−1; α̃0, . . . , α̃2R+1, β

3)}+ 1/2R−1.

For R + 1 < j ≤ 2R + 1, if [αj; . . . , α2R+1, β
2] < [α̃j ; . . . , α̃2R+1, β

3]

λ0(σ
j(. . . , α−2, α−1;α0, . . . , α2R+1, β

2)) < λ0(σ
j(. . . , α̃−1; α̃0, . . . , α̃2R+1, β

3)) + 1/2R

≤ max{m(. . . , α−1;α0, . . . , α2R+1, β
1), m(. . . , α̃−1; α̃0, . . . , α̃2R+1, β

3)}+ 1/2R.

And for R + 1 < j ≤ 2R + 1, if [αj ; . . . , α2R+1, β
2] < [αj ; . . . , α2R+1, β

1]

λ0(σ
j(. . . , α−1;α0, . . . , α2R+1, β

2)) < λ0(σ
j(. . . , α−1;α0, . . . , α2R+1, β

1))

≤ max{m(. . . , α−1;α0, . . . , α2R+1, β
1), m(. . . , α̃−1; α̃0, . . . , α̃2R+1, β

1)}.
Then we have proved the result. �

We end this subsection with one definition

Definition 2.4. A set K ⊂ R is called a C1+α-regular Cantor set, α > 0, if there
exists a collection P = {I1, I2, ..., Ir} of compacts intervals and a C1+α-expanding
map ψ, defined in a neighbourhood of ∪1≤j≤rIj such that



CONCENTRATION OF DIMENSION IN THE LAGRANGE SPECTRUM 7

(i) K ⊂ ∪1≤j≤rIj and ∪1≤j≤r∂Ij ⊂ K,
(ii) For every 1 ≤ j ≤ r we have that ψ(Ij) is the convex hull of a union of Ir’s,

for l sufficiently large ψl(K ∩ Ij) = K and

K =
⋂

n≥0

ψ−n(
⋃

1≤j≤r

Ij).

More precisely, we also say that the triple (K,P, ψ) is a C1+α-regular Cantor set.

For example, in our context of sets of continued fractions. Let, as before, G be the
Gauss map and CN = {x = [0; a1, a2, ...] : ai ≤ N, ∀i ≥ 1}. Then,

CN =
⋂

n≥0

G−n(IN ∪ ... ∪ I1),

where Ij = [aj , bj ] and aj = [0; j, 1, N ] and bj = [0; j, N, 1]. That is, CN is a regular
Cantor set.

In a similar way, the set C̃N = {1, 2, ..., N} + CN with the map G
′

given for
a ∈ {1, . . . , N} and x = [0; a1, a2, ...] ∈ CN by

G
′

(a+ x) =
1

a+ x− ⌊a+ x⌋ =
1

x
= G(x) +

⌊

1

x

⌋

= G(x) + a1(x)

is also a regular Cantor set.

2.2. Results on Dynamical Markov and Lagrange spectra. Let ϕ : S → S
be a diffeomorphism of a C∞ compact surface S with a mixing horseshoe Λ and
let f : S → R be a differentiable function. Fix a Markov partition {Ra}a∈A with
sufficiently small diameter consisting of rectangles Ra ∼ Iua ×Isa delimited by compact
pieces Isa, I

u
a , of stable and unstable manifolds of certain points of Λ (see [1] theorem

2, page 172). The set B ⊂ A2 of admissible transitions consist of pairs (a, b) such
that ϕ(Ra) ∩ Rb 6= ∅; so, we can define the transition matrix B by

bab = 1 if ϕ(Ra) ∩ Rb 6= ∅ and bab = 0 otherwise, for (a, b) ∈ A2.

Let ΣA = {a = (an)n∈Z : an ∈ A for all n ∈ Z} and consider the homeomorphism of
ΣA, the shift, σ : ΣA → ΣA defined by σ(a)n = an+1. Let ΣB =

{

a ∈ ΣA : banan+1
= 1

}

,
this set is closed and σ-invariant subspace of ΣA. Still denote by σ the restriction
of σ to ΣB, the pair (ΣB, σ) is a subshift of finite type, see [12] chapter 10. The
dynamics of ϕ on Λ is topologically conjugate to the sub-shift ΣB, namely, there is a
homeomorphism Π : Λ → ΣB such that ϕ ◦ Π = Π ◦ σ.

Recall that the stable and unstable manifolds of Λ can be extended to locally
invariant C1+α foliations in a neighborhood of Λ for some α > 0. Using these foliations
it is possible define projections πu

a : Ra → {iua} × Isa and πs
a : Ra → Iua × {isa} of the

rectangles into the connected components {iua} × Isa and Iua × {isa} of the stable and
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unstable boundaries of Ra, where i
u
a ∈ ∂Iua and isa ∈ ∂Isa are fixed arbitrarily. In this

way, we have the unstable and stable Cantor sets

Ku =
⋃

a∈A
πs
a(Λ ∩Ra) and K

s =
⋃

a∈A
πu
a (Λ ∩Ra).

In fact Ku and Ks are C1+α dynamically defined, associated to some expanding
maps ψs and ψu defined in the following way: If y ∈ Ra1 ∩ ϕ(Ra0) we put

ψs(π
u
a1(y)) = πu

a0(ϕ
−1(y))

and if z ∈ Ra0 ∩ ϕ−1(Ra1) we put

ψu(π
s
a0(z)) = πs

a1(ϕ(z)).

The stable and unstable Cantor sets, Ks and Ku, respectively, are closely related
to the fractal geometry of the horseshoe Λ. For instance, it is well-known that,

HD(Λ) = HD(Ks) +HD(Ku)

and that in the conservative case

HD(Ks) = HD(Ku).

The study of the intersection of the spectra with half-lines is related to the study
of fractal dimensions of the set

Λt =
⋂

n∈Z
ϕ−n({y ∈ Λ : f(y) ≤ t}) = {x ∈ Λ : mϕ,f (x) = sup

n∈Z
f(ϕn(x)) ≤ t}

for t ∈ R. Following this, we also consider the subsets Λt through its projections on
the stable and unstable Cantor sets of Λ

Ku
t =

⋃

a∈A
πs
a(Λt ∩Ra) and K

s
t =

⋃

a∈A
πu
a (Λt ∩ Ra).

In [14] is showed the following result, extending a previous result from [4]:

Theorem 2.5. Let r ≥ 2 and ϕ ∈ Diff2(S) a conservative diffeomorphism preserving
a smooth area form ω and take Λ a mixing horseshoe of ϕ. If f ∈ Cr(S,R) satisfies
that ∀ z ∈ Λ, ∇f(z) 6= 0, then the functions

t 7→ HD(Ku
t ) and t 7→ HD(Ks

t )

are equal and continuous. Even more, one has

HD(Λt) = 2HD(Ku
t ).
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2.3. The horseshoe Λ(N). Given an integer N ≥ 2, write

Λ(N) = CN × C̃N .

If x = [0; a1, a2, ...] and y = [a0; a−1, a−2, ...] then we consider ϕ : Λ(N) → Λ(N) given
by

ϕ(x, y) = (G(x), a1 + 1/y)

= ([0; a2, a3, ...], a1 + [0; a0, a−1, ...]).

Also, equip Λ(N) with the real map f(x, y) = x+y. We note that ϕ can be extended
to a C∞-diffeomorphism on a diffeomorphic copy of the 2-dimensional sphere S2.

Notice also that ϕ is conjugated to the restriction to CN × CN of the map ψ :
(0, 1)× (0, 1) → [0, 1)× (0, 1) given by

ψ(x, y) =

(

G(x),
1

y + ⌊1/x⌋

)

and following [2] and [22] we know that ψ has an invariant measure equivalent to the
Lebesgue measure. In particular, ϕ also has an invariant measure equivalent to the
Lebesgue measure and then ϕ is conservative.

Indeed, if S = {(x, y) ∈ R2|0 < x < 1, 0 < y < 1/(1 + x)} and T : S → S is given
by

T (x, y) = (G(x), x− x2y),

then T preserves the Lebesgue measure in the plane. If h : S → [0, 1)× (0, 1) is given
by h(x, y) = (x, y/(1 − xy)) then h is a conjugation between T and ψ (and thus ψ
preserves the smooth measure h∗(Leb)).

For Λ(N) we have the Markov partition {Ra}a∈A where A = {1, 2, . . . , N} and Ra

is such that Ra∩Λ(N) = CN ×(CN +a) = CN ×CN +(0, a). By definition, ϕ expands
in the x-direction and contracts in the y-direction. Therefore, for (x, y) ∈ Ra we can
set πs

a(x, y) = (x, a+ [0;N, 1]) and

ψu(x, a + [0;N, 1]) = πs
a1(x)(φ(x, a+ [0;N, 1]))

= πs
a1(x)

(G(x), a1(x) + 1/(a+ [0;N, 1]))

= (G(x), a1(x) + [0;N, 1])

thus we can identify (Ku(Λ(N)), ψu) with (C̃N , G
′

). A similar identification can be
made for (Ks(Λ(N)), ψs).

One has that ϕ|ΛN
is topologically conjugated to σ : Σ(N) → Σ(N) (via a map

Π : Λ(N) → Σ(N)), and that in sequences, f becomes f̃ : Σ(N) → R given by

f̃(θ) = [0; a1(θ), a2(θ), ...] + a0(θ) + [0; a−1(θ), a−2(θ), ...] = λ0(θ),

where θ = (ai(θ))i∈Z, and so

Lϕ,f (Λ(N)) = L(N) and Mϕ,f(Λ(N)) =M(N).
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In this context, let α = (as1, as1+1, ..., as2) ∈ As2−s1+1 any word where s1, s2 ∈
Z, s1 < s2 and fix s1 ≤ s ≤ s2. Define then

R(α; s) :=

s2−s
⋂

m=s1−s

ϕ−m(Ram+s
).

Note that if x ∈ R(α; s) ∩ Λ(N) then the symbolic representation of x is in the way
(...as1 ...as−1; as, as+1...as2 ...) where on the right of the ; is the 0-th position.

Finally, let us consider AN = [0;N, 1] and BN = [0; 1, N ]. As

NAN + ANBN = 1 and BN +BNAN = 1,

we have AN =
BN

N
. Thus BN = −N+

√
N2+4N
2

, AN = −N+
√
N2+4N

2N
and then

max f |Λ(N) = 2BN +N =
√
N2 + 4N, min f |Λ(N) = 2AN + 1 =

√
N2 + 4N

N
.

3. Proof of the main theorem

3.1. Connection of subhorseshoes. For the next, it will be useful to give the
following definition

Definition 3.1. Given Λ1 and Λ2 subhorseshoes of a horseshoe Λ and t ∈ R, we
said that Λ1 connects with Λ2 or that Λ1 and Λ2 connect before t if there exist a
subhorseshoe Λ̃ ⊂ Λ and some q < t with Λ1 ∪ Λ2 ⊂ Λ̃ ⊂ Λq.

Lemma 3.2. Suppose Λ1 and Λ2 are subhorseshoes of Λ and for some x, y ∈ Λ we
have x ∈ W u(Λ1) ∩W s(Λ2) and y ∈ W u(Λ2) ∩W s(Λ1). If for some t ∈ R, it is true
that

Λ1 ∪ Λ2 ∪ O(x) ∪ O(y) ⊂ Λt,

then for every ǫ > 0, Λ1 and Λ2 connect before t+ ǫ.

Proof. Take a Markov partition P for Λ with diameter small enough such that
max f | ⋃

P∈R

P < t + ǫ, where R = {P ∈ P : P ∩ (Λ1 ∪ Λ2 ∪ O(x) ∪ O(y)) 6= ∅}
and consider

ΛR =
⋂

n∈Z
ϕ−n(

⋃

P∈R
P ).

Evidently Λ1 ∪ Λ2 ∪ O(x) ∪ O(y) ⊂ ΛR ⊂ Λt+ǫ, then the lemma will be proved if we
show that Λ1 and Λ2 form part of the same transitive component of ΛR.

Let x1 ∈ Λ1, x2 ∈ Λ2 and ρ1, ρ2 > 0. Take

η =
1

2
min{ρ1, ρ2,min{d(P,Q) : P,Q ∈ R and P 6= Q}}.

By the shadowing lemma there exist 0 < δ ≤ η such that every δ-pseudo orbit of Λ
is η-shadowed by the orbit of some element of Λ.
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On the other hand, as ϕ|Λ1 is transitive and x ∈ W u(Λ1) there exist y1 ∈ Λ1 ∩
B(x1, δ) and N1,M1 ∈ N such that d(ϕM1(y1), ϕ

−N1(x)) < δ and analogously as
ϕ|Λ2 is transitive and x ∈ W s(Λ2) there exist y2 ∈ Λ2 and N2,M2 ∈ N such that
d(ϕN2(x), y2) < δ and d(x2, ϕ

M2(y2)) < δ. Define then the δ-pseudo orbit:

. . . , ϕ−1(y1); y1, ϕ(y1), . . . , ϕ
M1−1(y1), ϕ

−N1(x), . . . , ϕN2−1(x), y2, ϕ(y2), . . .

Then there exists w ∈ Λ that η-shadowed that orbit. Moreover as the δ-pseudo
orbit have all its terms in

⋃

P∈R
P and η ≤ 1

2
min{d(P,Q) : P,Q ∈ R and P 6= Q} we

have also O(w) ⊂ ⋃

P∈R
P ; that is, w ∈ ΛR and furthermore

w ∈ B(x1, ρ1) and ϕM1+N1−1+N2+M2(w) ∈ B(x2, ρ2).

The proof that there exists w ∈ B(x2, ρ2) andM ∈ N such that ϕM(w) ∈ B(x1, ρ1)
is analog. �

Corollary 3.3. Suppose Λ1 and Λ2 are subhorseshoes of Λ with Λ1 ∪ Λ2 ⊂ Λt for
some t ∈ R. If Λ1 ∩ Λ2 6= ∅, then for every ǫ > 0, Λ1 and Λ2 connects before t+ ǫ.

Proof. If Λ1 ∩ Λ2 6= ∅, then every w ∈ Λ1 ∩ Λ2 satisfies w ∈ W u(Λ1) ∩W s(Λ2) and
w ∈ W u(Λ2) ∩W s(Λ1) and then we have the conclusion. �

Corollary 3.4. Let Λ1, Λ2 and Λ3 subhorseshoes of Λ and t ∈ R. If Λ1 connects with
Λ2 before t and Λ2 connects with Λ3 before t. Then also Λ1 connects with Λ3 before t.

Proof. By hypothesis we have two subhorseshoes Λ1,2 and Λ2,3 and q1, q2 < t with

Λ1 ∪ Λ2 ⊂ Λ1,2 ⊂ Λq1 and Λ2 ∪ Λ3 ⊂ Λ2,3 ⊂ Λq2.

Applying corollary 3.3 to Λ1,2 and Λ2,3, with t̃ = max{q1, q2} and ǫ = t − t̃ we have
the result. �

3.2. Dimension estimates. Fix an integer m ≥ 1 and consider the horseshoe

Λ := Λ(m+ 3) = C(m+ 3)× C̃(m+ 3)

equipped with the diffeomorphism ϕ and the map f given in the previous section.
Given ǫ > 0, we can take ℓ(ǫ) ∈ N sufficiently large such that if α = (a0, a1 · · · , a2ℓ(ǫ)) ∈
{1, 2, · · · , m+ 3}2ℓ(ǫ)+1 and x, y ∈ R(α; ℓ(ǫ)) then |f(x)− f(y)| < ǫ/4.

Consider

η ∈ (m+ 1 + [0; 1] + [0; 1, m+ 2, 1, m+ 3], m+ 4) ∩ T
0 which is accumulated from the left by points of T .

Given t ∈ (m+ 1 + [0; 1] + [0; 1, m+ 2, 1, m+ 3], η) ∩ T and 0 < ǫ < η − t, let

C(t, ǫ) = {α = (a0, a1 · · · , a2ℓ(ǫ)) ∈ {1, 2, · · · , m+ 3}2ℓ(ǫ)+1 : R(α; ℓ(ǫ)) ∩ Λt+ǫ/4 6= ∅}.
Define

P (t, ǫ) :=
⋂

n∈Z
ϕ−n(

⋃

α∈C(t,ǫ)

R(α; ℓ(ǫ))).
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Note that by construction, Λt+ǫ/4 ⊂ P (t, ǫ) ⊂ Λt+ǫ/2 and being P (t, ǫ) a hyperbolic
set of finite type (see Appendix A for the corresponding definitions and results), it
admits a decomposition

P (t, ǫ) =
⋃

x∈X
Λ̃x

where X is a finite index set and for x ∈ X , Λ̃i is a subhorseshoe or a transient set
i.e a set of the form τ = {x ∈ M : α(x) ⊂ Λ̃i1 and ω(x) ⊂ Λ̃i2} where Λ̃i1 and Λ̃i2

with i1, i2 ∈ X are subhorseshoes.
As for every transient τ set as before, we have

HD(τ) = HD(Ks(Λ̃i1)) +HD(Ku(Λ̃i2))

and for every subhorseshoe Λ̃i, being ϕ conservative, one has

HD(Λ̃i) = HD(Ks(Λ̃i)) +HD(Ku(Λ̃i)) = 2HD(Ku(Λ̃i))

therefore

(3.1) HD(P (t, ǫ)) = max
x∈X

HD(Λ̃x) = max
x∈X : Λ̃x is
subhorseshoe

HD(Λ̃x).

Now, in [17] was proved for s ≤ max f |Λ that

D(s) = HD(k−1(−∞, s]) = HD(Ku
s )

and by theorem 2.5, we have

HD(Ku
s ) =

1

2
HD(Λs).

Then, for some x ∈ X , HD(Λ̃x) ≥ 1 because Λt ⊂ P (t, ǫ) and

t∗1 = sup{s ∈ R : min{1, HD(Λs)} < 1} = sup{s ∈ R : HD(Λs) < 1} < t.

We will show that any subhorseshoe contained in P (t, ǫ) with Hausdorff dimension
greater or equal than 1 connects with the fixed orbit ξ, given by the kneading sequence
(1)i∈Z, before any time bigger than t + ǫ/2. To do that, take any δ > 0 and write

P̃ (t, ǫ) =
⋃

x∈X : Λ̃x is
subhorseshoe

Λ̃x =
⋃

i∈I
Λ̃i ∪

⋃

i∈J
Λ̃j

where

I = {i ∈ X : Λ̃i is a subhorseshoe and it connects with ξ before t+ ǫ/2 + δ}
and

J = {j ∈ X : Λ̃j is a subhorseshoe and it doesn’t connect with ξ before t+ ǫ/2+ δ}.
By proposition 3.2, given j ∈ J as Λ̃j ∪ ξ ⊂ Λt+ǫ/2 we cannot have at the same

time the existence of two points x ∈ W u(Λ̃j) ∩W s(ξ) and y ∈ W u(ξ) ∩W s(Λ̃j) such
that O(x) ∪ O(y) ⊂ Λt+ǫ/2+δ/2. Without loss of generality suppose that there is no
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x ∈ W u(Λ̃j)∩W s(ξ) with mϕ,f(x) ≤ t+ ǫ/2+ δ/2 (the argument for the other case is
similar). We will show that this condition forces the possible letters that may appear
in the sequences that determine the unstable Cantor set of Λ̃j.

Let us begin fixing R ∈ N large enough such that 1/2R−1 < δ/2 and consider the
set C2R+1 = {I(a0; a1, . . . , a2R+1) : I(a0; a1, . . . , a2R+1) ∩ Ku(Λ̃j) 6= ∅}; clearly C2R+1

is a covering of Ku(Λ̃j). We will give a mechanism to construct coverings Ck with

k ≥ 2R + 1 that can be used to efficiently cover Ku(Λ̃j) as k goes to infinity.
Indeed, if for some k ≥ 2R + 1, and I(a0; a1, . . . , ak) ∈ Ck, (a0, a1, . . . , ak) has

continuations with forced first letter, that is, for every α = (αn)n∈Z ∈ Π(Λ̃j) with
α0, α1, . . . , αk = a0, a1, . . . , ak one has αk+1 = ak+1 for some fixed ak+1, then we can
refine the original cover Ck, by replacing the interval I(a0; a1, . . . , ak) with the interval
I(a0; a1, . . . , ak, ak+1).

On the other hand, suppose that (a0, a1, . . . , ak) has two continuations with dif-
ferent initial letter, say γk+1 = (ak+1, ak+2, . . . ) and βk+1 = (a∗k+1, a

∗
k+2, . . . ) with

ak+1 6= a∗k+1. Take α = (αn)n∈Z ∈ Π(Λ̃j) and α̃ = (α̃n)n∈Z ∈ Π(Λ̃j), such that
α = (. . . , α−2, α−1; a0, a1, . . . , ak, γk+1) and α̃ = (. . . , α̃−2, α̃−1; a0, a1, . . . , ak, βk+1). If
ak+1 = i then, necessarily either a∗k+1 = i + 1 or a∗k+1 = i − 1 because if for ex-
ample ak+1 + 1 < a∗k+1 we can set s = ak+1 + 1 and therefore by lemma 3.5 as

[0; βk+1] < [0; s, 1] < [0; γk+1], we would have for all j ≤ k

λ0(σ
j(. . . , α̃−2, α̃−1; α̃0, . . . , α̃k, s, 1)) ≤ max{m(. . . , α−1;α0, . . . , αk, γk+1),

m(. . . , α̃−1; α̃0, . . . , α̃k, βk+1)}+ 1/2R−1

< t + ǫ/2 + δ/2.

For j = k + 1,

λ0(σ
j(. . . , α̃−2, α̃−1; α̃0, . . . , α̃k, s, 1)) = [0; α̃k, . . . , α̃0, α̃−1, . . . ] + s+ [0; 1]

< [0; α̃k, . . . , α̃0, α̃−1, . . . ] + s+ 1

< [0; α̃k, . . . , α̃0, α̃−1, . . . ] + a∗k+1

+[0; a∗k+2, a
∗
k+3, . . . ]

= λ0(σ
k+1(. . . , α̃−1; α̃0, . . . , α̃k, βk+1))

≤ m(. . . , α̃−1; α̃0, . . . , α̃k, βk+1)

≤ t+ ǫ/2

and for j > k + 1, clearly

λ0(σ
j(. . . , α̃−2, α̃−1; α̃0, . . . , α̃k, s, 1)) < 3 < t+ ǫ/2.

Then taking x = Π−1((. . . , α̃−2, α̃−1; α̃0, . . . , α̃k, s, 1)) one would have

x ∈ W u(Λ̃j) ∩W s(ξ) and mϕ,f(x) ≤ t+ ǫ/2 + δ/2

that is a contradiction. The case ak+1 − 1 > a∗k+1 is quite similar.
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Now, suppose ak+1 = i and a∗k+1 = i+1. We affirm that ak+2 = 1 because in other

case by lemma 3.5, as [0; βk+1] < [0; i, 1] < [0; γk+1], we would have again for all j ≤ k

λ0(σ
j(. . . , α̃−2, α̃−1; α̃0, . . . , α̃k, i, 1)) < t+ ǫ/2 + δ/2.

For j > k + 1, one more time

λ0(σ
j(. . . , α̃−2, α̃−1; α̃0, . . . , α̃k, i, 1)) < t+ ǫ/2

and for j = k + 1,

λ0(σ
j(. . . , α̃−2, α̃−1; α̃0, . . . , α̃k, i, 1)) = [0; α̃k, . . . , α̃0, α̃−1, . . . ] + i+ [0; 1]

< [0; α̃k, . . . , α̃0, α̃−1, . . . ] + i+ 1

< [0; α̃k, . . . , α̃0, α̃−1, . . . ] + a∗k+1

+[0; a∗k+2, a
∗
k+3, . . . ]

= λ0(σ
k+1(. . . , α̃−1; α̃0, . . . , α̃k, βk+1))

≤ m(. . . , α̃−1; α̃0, . . . , α̃k, βk+1)

≤ t+ ǫ/2.

Then for x = Π−1((. . . , α̃−2, α̃−1; α̃0, . . . , α̃k, i, 1)) one would get the contradiction

x ∈ W u(Λ̃j) ∩W s(ξ) and mϕ,f(x) ≤ t + ǫ/2 + δ/2.

Even more, we have ak+3 ∈ {m + 1, m+ 2, m+ 3} because if ak+3 = ℓ ≤ m, then
[0; βk+1] < [0; i, 1, ℓ+ 1, 1] < [0; γk+1] and by lemma 3.5 we would have for all j ≤ k

λ0(σ
j(. . . , α̃−2, α̃−1; α̃0, . . . , α̃k, i, 1, ℓ+ 1, 1)) < t+ ǫ/2 + δ/2.

For j = k + 1,

λ0(σ
j(. . . , α̃−2, α̃−1; α̃0, . . . , α̃k, i, 1, ℓ+ 1, 1)) = [0; α̃k, . . . , α̃0, α̃−1, . . . ] + i+

[0; 1, ℓ+ 1, 1]

< [0; α̃k, . . . , α̃0, α̃−1, . . . ] + a∗k+1

+[0; a∗k+2, a
∗
k+3, . . . ]

= λ0(σ
k+1(. . . , α̃−1; α̃0, . . . , α̃k, βk+1))

≤ m(. . . , α̃−1; α̃0, . . . , α̃k, βk+1)

≤ t+ ǫ/2

and for j > k + 1,

λ0(σ
j(. . . , α̃−2, α̃−1; α̃0, . . . , α̃k, i, 1, ℓ+1, 1)) < m+1+[0; 1]+[0; 1, m+2, 1, m+ 3] < t+ǫ/2

then taking x = Π−1((. . . , α̃−2, α̃−1; α̃0, . . . , α̃k, i, 1, ℓ+ 1, 1)) one would have

x ∈ W u(Λ̃j) ∩W s(ξ) and mϕ,f(x) ≤ t+ ǫ/2 + δ/2

that is again a contradiction.
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In a similar way, we must have a∗k+2 ∈ {m+1, m+2, m+3} because if a∗k+2 = ℓ ≤ m,

then [0; βk+1] < [0; i+1, ℓ+1, 1] < [0; γk+1] and as before we would have for all j ≤ k

λ0(σ
j(. . . , α̃−2, α̃−1; α̃0, . . . , α̃k, i+ 1, ℓ+ 1, 1)) < t + ǫ/2 + δ/2,

for j = k + 1,

λ0(σ
j(. . . , α̃−2, α̃−1; α̃0, . . . , α̃k, i+ 1, ℓ+ 1, 1)) = [0; α̃k, . . . , α̃0, α̃−1, . . . ] + i+ 1 +

[0; ℓ+ 1, 1]

< [0; α̃k, . . . , α̃0, α̃−1, . . . ] + a∗k+1

+[0; a∗k+2, a
∗
k+3, . . . ]

= λ0(σ
k+1(. . . , α̃−1; α̃0, . . . , α̃k, βk+1))

≤ m(. . . , α̃−1; α̃0, . . . , α̃k, βk+1)

≤ t+ ǫ/2

and for j > k + 1,

λ0(σ
j(. . . , α̃−2, α̃−1; α̃0, . . . , α̃k, i+1, ℓ+1, 1)) < m+1+[0; 1]+[0; 1, m+2, 1, m+ 3] < t+ǫ/2

that let us get a contradiction again.
In particular, in this case, we can refine the cover Ck by replacing the interval

I(a0; a1, . . . , ak) with the six intervals I(a0; a1, . . . , ak, i, 1, m+1), I(a0; a1, . . . , ak, i, 1, m+
2), I(a0; a1, . . . , ak, i, 1, m+3), I(a0; a1, . . . , ak, i+1, m+1), I(a0; a1, . . . , ak, i+1, m+
2) and I(a0; a1, . . . , ak, i+ 1, m+ 3) for one and only one i = 1, . . . , m+ 2.

Observe that, in fact, some of the intervals considered in the last paragraph, may
not be possible. For example, if η = m + 3 then t + ǫ/2 < m + 3; therefore the

letter m+3 cannot appear in the kneading sequence of any point of Λ̃j . But this will
not affect our argument. Indeed, we affirm that this procedure doesn’t increase the
0.49-sum, H0.49(Ck) =

∑

I∈Ck
|I|0.49 of the cover Ck of Ku(Λ̃j). That is, by 2.2 we need

to prove that

m+3
∑

j=m+1

|I(a1, . . . , ak, i, 1, j)|0.49 +
m+3
∑

j=m+1

|I(a1, . . . , ak, i+ 1, j)|0.49 < |I(a1, . . . , ak)|0.49

or

(3.2)

m+3
∑

j=m+1

( |I(a1, . . . , ak, i, 1, j)|
|I(a1, . . . , ak)|

)0.49

+

m+3
∑

j=m+1

( |I(a1, . . . , ak, i+ 1, j)|
|I(a1, . . . , ak)|

)0.49

< 1

where i = 1, . . . , m+ 2.
In this direction, we have the following lemmas

Lemma 3.5. Given a0, a1, . . . , an, a, b, c ∈ {1, . . . , m+ 3} we have

|I(a1, . . . , an, a, b)|
|I(a1, . . . , an)|

=
1 + r

(ab+ 1 + br)(ab+ a+ 1 + (b+ 1)r)
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and
|I(a1, . . . , an, a, b, c)|

|I(a1, . . . , an)|
=

1 + r

(abc + c+ a + (bc+ 1)r)(abc+ c+ a + ab+ 1 + (bc + b+ 1)r)

where r ∈ (0, 1).

Proof. Recall that the length of I(b1, . . . , bm) is

|I(b1, . . . , bm)| =
1

qm(qm + qm−1)
,

where qs is the denominator of [0; b1, . . . , bs]. And that we also have the recurrence
formula

qs+2 = bs+2qs+1 + qs.

Using this two and three times respectively, we have

|I(a1, . . . , an, a, b)| =
1

((ab+ 1)qn + bqn−1)((ab+ a+ 1)qn + (b+ 1)qn−1)

and

|I(a1, . . . , an, a, b, c)|

=
1

((abc + c+ a)qn + (bc + 1)qn−1)((abc + c+ a+ ab+ 1)qn + (bc + b+ 1)qn−1)

so, we conclude

|I(a1, . . . , an, a, b)|
|I(a1, . . . , an)|

=
qn(qn + qn−1)

((ab+ 1)qn + bqn−1)((ab+ a + 1)qn + (b+ 1)qn−1)

=
1 + r

(ab+ 1 + br)(ab+ a+ 1 + (b+ 1)r)

and
|I(a1, . . . , an, a, b, c)|

|I(a1, . . . , an)|

=
qn(qn + qn−1)

((abc + c+ a)qn + (bc + 1)qn−1)((abc + c+ a+ ab+ 1)qn + (bc + b+ 1)qn−1)

=
1 + r

(abc + c+ a+ (bc + 1)r)(abc+ c+ a+ ab+ 1 + (bc + b+ 1)r)

with r = qn−1

qn
∈ (0, 1). �

Lemma 3.6. Fix x, y, z, w > 0, then

d

dr

(

1 + r

(x+ yr)(z + wr)

)

=
(x− y)(z − w)− yw(r + 1)2

(ywr2 + (xw + yz)r + xz)2
<

(x− y)(z − w)− yw

(ywr2 + (xw + yz)r + xz)2

for r ≥ 0.

Proof. It’s a straightforward computation. �
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Using the previous lemmas, that i ≥ 1, m ≥ 1, r ∈ (0, 1), and that for j ∈
{m+ 1, m+ 2, m+ 3} we have

(2j + 1− (j + 1))(2j + 3− (j + 2))− (j + 1)(j + 2) = j(j + 1)− (j + 1)(j + 2) < 0,

for the first sum one has
m+3
∑

j=m+1

( |I(a1, . . . , ak, i, 1, j)|
|I(a1, . . . , ak)|

)0.49

=

m+3
∑

j=m+1

(

1 + r

(ij + j + i+ (j + 1)r)(ij + j + 2i+ 1 + (j + 2)r)

)0.49

≤
m+3
∑

j=m+1

(

1 + r

(2j + 1 + (j + 1)r)(2j + 3 + (j + 2)r)

)0.49

<

m+3
∑

j=m+1

(

1

(2j + 1)(2j + 3)

)0.49

≤
(

1

5× 7

)0.49

+

(

1

7× 9

)0.49

+

(

1

9× 11

)0.49

< 0.412

and for the second sum
m+3
∑

j=m+1

( |I(a1, . . . , ak, i+ 1, j)|
|I(a1, . . . , ak)|

)0.49

=

m+3
∑

j=m+1

(

1 + r

((i+ 1)j + 1 + jr)((i+ 1)j + i+ 2 + (j + 1)r)

)0.49

≤
m+3
∑

j=m+1

(

1 + r

(2j + 1 + jr)(2j + 3 + (j + 1)r)

)0.49

<
m+3
∑

j=m+1

(

2

(2j + 1)(2j + 3)

)0.49

≤
(

2

5× 7

)0.49

+

(

2

7× 9

)0.49

+

(

2

9× 11

)0.49

< 0.579

that proves 3.2 and so let us conclude that HD(Ku(Λ̃j)) ≤ 0.49. Finally, as we are
in the conservative setting

HD(Λ̃j) = 2HD(Ku(Λ̃j)) < 0.99.
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Fix δ = ǫ/2. By definition, for i ∈ I, Λ̃i connects with ξ before t + ǫ, then we
can apply corollary 3.4 at most |I| − 1 times to see that there exists a subhorseshoe
Λ̃(t, ǫ) ⊂ Λ and some q(t, ǫ) < t + ǫ such that

⋃

i∈I
Λ̃i ⊂ Λ̃(t, ǫ) ⊂ Λq(t,ǫ).

Now, remember that for any subhorseshoe Λ̃ ⊂ Λ being locally maximal we have

W s(Λ̃) =
⋃

y∈Λ̃

W s(y) and W u(Λ̃) =
⋃

y∈Λ̃

W u(y).

Then, for every x ∈ Λ such that ω(x) ⊂ Λ̃, there exists an y ∈ Λ̃ with
lim
n→∞

d(f(ϕn(x)), f(ϕn(y))) = 0, and so ℓϕ,f(x) = ℓϕ,f(y). Using this, we have

ℓϕ,f(P (t, ǫ)) = ℓϕ,f(P̃ (t, ǫ)) =
⋃

i∈I
ℓϕ,f(Λ̃i) ∪

⋃

j∈J
ℓϕ,f(Λ̃j).

On the other hand

HD(
⋃

j∈J
ℓϕ,f(Λ̃j)) = max

j∈J
HD(ℓϕ,f(Λ̃j)) ≤ max

j∈J
HD(f(Λ̃j)) ≤ max

j∈J
HD(Λ̃j) < 1

so int(
⋃

j∈J
ℓϕ,f(Λ̃j)) = ∅.

Also, it was proved in lemma 5.2 of [14] that, for t̃ ≤ max f |Λ,

L ∩ (−∞, t̃) =
⋃

s<t̃

ℓϕ,f(Λs).

For the sake of completeness, we will reproduce the proof below:
Let x ∈ Λ with ℓϕ,f(x) = η < t̃, then there exist a sequence {nk}k∈N such that

lim
k→∞

f(ϕnk(x)) = η. By compactness, without loss of generality, we can also suppose

that lim
k→∞

ϕnk(x) = y for some y ∈ Λ and so that f(y) = η.

We claim that mϕ,f (y) = η: in other case we would have for some k̃ ∈ Z and

r ∈ R, f(ϕk̃(y)) > r > η and then for k big enough by continuity f(ϕk̃+nk(x)) > η

that contradicts the definition of η. Now, take Ñ big enough such that if for two
elements a, b ∈ Λ their kneading sequences coincide in the central block (centered at
the zero position) of size 2Ñ + 1 then |f(a) − f(b)| < (t̃ − η)/4 and N big enough
such that for k ≥ N one has f(ϕk(x)) < η + (t− η)/4 and the kneading sequences of
ϕnk(x) and y coincide in the central block of size 2Ñ + 1. Suppose Π(x) = (xn)n∈Z
and Π(y) = (yn)n∈Z, then the point

ỹ = Π−1(. . . , y−n, . . . , y−1, xnN
, xnN+1, . . . )
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satisfies ỹ ∈ Λ(t+η)/2 and ℓϕ,f(ỹ) = η. Therefore, we conclude that

L ∩ (−∞, t̃) = ℓϕ,f({x ∈ Λ : ℓϕ,f(x) < t̃}) ⊂
⋃

s<t̃

ℓϕ,f(Λs)

and as for s < t̃, Λs ⊂ ℓ−1
ϕ,f(−∞, t̃), the other inclusion also holds and we have the

equality

L ∩ (−∞, t̃) =
⋃

s<t̃

ℓϕ,f(Λs).

Therefore

t ∈ int(mϕ,f (Λt+ǫ/4)) = int(M ∩ (−∞, t+ ǫ/4)) = int(L ∩ (−∞, t+ ǫ/4))

= int(
⋃

s<t+ǫ/4

ℓϕ,f(Λs)) = int(ℓϕ,f (Λt+ǫ/4))

⊂ int(ℓϕ,f(P (t, ǫ)))

and then, we must have

t < sup(
⋃

i∈I
ℓϕ,f(Λ̃i)) ≤ sup(ℓϕ,f(Λ̃(t, ǫ))) ≤ sup f(Λ̃(t, ǫ)) = max f |Λ̃(t,ǫ).

We have then proved the following result

Proposition 3.7. Given t ∈ (m + 1 + [0; 1] + [0; 1, m + 2, 1, m+ 3], η) ∩ T and

ǫ < η − t there exist some q(t, ǫ) < t + ǫ and a subhorseshoe Λ̃(t, ǫ) ⊂ Λq(t,ǫ) with

HD(Λ̃(t, ǫ)) ≥ 1 such that

(1) HD(Λt) ≤ HD(Λ̃(t, ǫ))

(2) for every subhorseshoe Λ̃ ⊂ Λt with HD(Λ̃) ≥ 0.99 one has Λ̃ ⊂ Λ̃(t, ǫ)
(3) t < max f |Λ̃(t,ǫ).

3.3. Putting unstable Cantor sets into k−1(η). Let η ∈ (m+1+[0; 1]+[0; 1, m+
2, 1, m+ 3], m+4)∩ T accumulated from the left by points of T and ǫ > 0 such that
m + 1 + [0; 1] + [0; 1, m+ 2, 1, m+ 3] < η − ǫ. Take any strictly increasing sequence
{tn}n≥0 of points of T such that t0 > η− ǫ and lim

n→∞
tn = η. According to proposition

3.7, we can find a sequence of subhorsehoes {Λn}n≥0 = {Λ̃(tn, (tn+1− tn)/2)}n≥0 with
the following properties

(1) HD(Λtn) ≤ HD(Λn)
(2) Λn ⊂ Λn+1

(3) tn < max f |Λn < tn+1.

Now, we will construct a homeomorphism θ : Ku(Λ0) → k−1(η) whose inverse is
Hölder inverse with exponent arbitrarily close to one.

Given n ≥ 0, being Λn a mixing horseshoe (because ξ ⊂ Λn), we can find some
c(n) ∈ N such that given two letters a and b in the alphabet A(Λn) of Λn there
exists some finite word of size c(n): (a1, . . . , ac(n)) (in the letters of A(Λn)) such that
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(a, a1, . . . , ac(n), b) is admissible; given a and b consider always a fixed (a1, . . . , ac(n))
as before. Also, as Λn is a subhorseshoe of Λ, it is the invariant set in the union of
some rectangles determined for a set of words of size 2p(n) + 1 for some p(n) ∈ N.

Now, take n ≥ 1 and consider the kneading sequence {xnr }r∈Z of some point xn ∈ Λn

such that f(xn) = max f |Λn. Also take r(n) > p(n+1)+p(n)+p(n−1) big enough such
that for any α = (a0, a1 · · · , a2r(n)) ∈ {1, 2, · · · , m + 3}2r(n)+1 and z, y ∈ R(α; r(n))
we have |f(x) − f(y)| < min{(tn+1 − max f |Λn)/2, (max f |Λn − tn)/2}. Finally, set
s(n) =

∑n
k=1(2r(k) + 2c(k) + 1).

Given a = [a0; a1, a2, . . . ] ∈ Ku(Λ0) for n ≥ 1 set a(n) := (as(n)!+1, . . . , as(n+1)!), so
one has

a = [a0; a1, a2, . . . ] = [a0; a1, . . . , as(1)!, a
(1), a(2), . . . , a(n), . . . ].

Define then

θ(a) := [a0; a1, . . . , as(1)!, h1, a
(1), h2, a

(2), . . . , hn, a
(n), hn+1, . . . ]

where
hn = (cn1 , x

n
−r(n), . . . , x

n
−1, x

n
0 , x

n
1 , . . . , x

n
r(n), c

n
2 )

and cn1 and cn2 are words in the original alphabet A = {1, . . . , m + 3} with |cn1 | =
|cn2 | = c(n) such that (a0, a1, . . . , as(1)!, h1, a

(1), h2, . . . , hn, a
(n)) appears in the knead-

ing sequence of some point of Λn.
It is easy to see using the construction of θ that for every a ∈ Ku(Λ0), k(θ(a)) = η,

so we have defined the map

θ : Ku(Λ0) → k−1(η)

a → θ(a)

that is clearly continuous and injective.
On the other hand, given any small ρ > 0 because of the growth of the factorial map,

we have |ã1 − ã2| = O(|θ(ã1)− θ(ã2)|1−ρ) for any ã1, ã2 ∈ Ku(Λ̃i) and |ã1 − ã2| small.
Indeed, if ã1 and ã2 are such that the letters in their continued fraction expressions
are equal up to the s-th letter and n ∈ N is maximal such that s(n)! < s then because
|hk| = 2r(k) + 2c(k) + 1; θ(ã1) and θ(ã2) coincide exactly in their first

s+

n
∑

k=1

(2r(k) + 2c(k) + 1) = s+ s(n)

letters.
Now, let α and β be finite words of positive integers bounded by N ∈ N and IN(α)

is the convex hull of I(α) ∩ CN . The so-called bounded distortion property let us
conclude that for some constant CN > 1

C−1
N |IN(α)||IN(β)| ≤ |IN(αβ)| ≤ CN |IN(α)||IN(β)|

also, for some positive constants λ1, λ2 < 1, one has

C−1
N λ

|α|
1 ≤ |IN(α)| ≤ CNλ

|α|
2
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So, if s is big such that s(n)/(s + s(n)) < ρ log λ2

log λ1−4 logCm+3
, using lemma 2.2, we have

for some constant C̃(m+ 3)

|θ(ã1)− θ(ã2)|1−ρ

≥ C̃(m+ 3)1−ρ|I(a1, . . . , as(1)!, h1, a(1), . . . , a(n−1), hn, as(n)!+1, . . . , as)|1−ρ

≥ C̃(m+ 3)1−ρ|Im+3(a1, . . . , as(1)!, h1, a
(1), . . . , a(n−1), hn, as(n)!+1, . . . , as)|1−ρ

= C̃(m+ 3)1−ρ|Im+3(a1, . . . , as(1)!, h1, a
(1), . . . , a(n−1), hn, as(n)!+1, . . . , as)| ×

|Im+3(a1, . . . , as(1)!, h1, a
(1), . . . , a(n−1), hn, as(n)!+1, . . . , as)|−ρ

≥ 1

C2n
m+3

C̃(m+ 3)1−ρ|Im+3(a1, . . . , as(1)!)||Im+3(a
(1))| . . . |Im+3(a

(n−1))| ×

|Im+3(as(n)!+1, . . . , as)||Im+3(h1)| . . . |Im+3(hn)| ×
|Im+3(a1, . . . , as(1)!, h1, a

(1), . . . , a(n−1), hn, as(n)!+1, . . . , as)|−ρ

≥ 1

C3n
m+3

C̃(m+ 3)1−ρ|Im+3(a1, a2, . . . , as)||Im+3(h1)| . . . |Im+3(hn)| ×

|Im+3(a1, . . . , as(1)!, h1, a
(1), . . . a(n−1), hn, as(n)!+1, . . . , as)|−ρ

≥ C̃(m+ 3)1−ρ|Im+3(a1, a2, . . . , as)|e−4n logCm+3es(n). log λ1 ×
|Im+3(a1, . . . , as(1)!, h1, a

(1), . . . a(n−1), hn, as(n)!+1, . . . , as)|−ρ

≥ C̃(m+ 3)1−ρ|Im+3(a1, a2, . . . , as)|e(log λ1−4 logCm+3)s(n) ×
|Im+3(a1, . . . , as(1)!, h1, a

(1), . . . a(n−1), hn, as(n)!+1, . . . , as)|−ρ

≥ C̃(m+ 3)1−ρ|Im+3(a1, a2, . . . , as)|eρ(s+s(n)) log λ2 ×
|Im+3(a1, . . . , as(1)!, h1, a

(1), . . . a(n−1), hn, as(n)!+1, . . . , as)|−ρ

≥ C̃(m+ 3)1−ρ

Cρ
m+3

|Im+3(a1, a2, . . . , as)| ×

|Im+3(a1, . . . , as(1)!, h1, a
(1), . . . , a(n−1), hn, as(n)!+1, . . . , as)|ρ ×

|Im+3(a1, . . . , as(1)!, h1, a
(1), . . . a(n−1), hn, as(n)!+1, . . . , as)|−ρ

≥ C̃(m+ 3)1−ρ

Cρ
m+3

|ã1 − ã2|.

Therefore the map θ−1 : θ(Ku(Λ0)) → Ku(Λ0) is a Hölder map with exponent 1−ρ
and then

HD(Ku(Λ0)) = HD(θ−1(θ(Ku(Λ0)))) ≤ 1

1− ρ
HD(θ(Ku(Λ0)))

≤ 1

1− ρ
HD(k−1(η)).
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Letting ρ go to zero, we obtain

HD(Ku(Λ0)) ≤ HD(k−1(η)).

Now, as we indicated before, for s ≤ max f |Λ one has

HD(k−1(−∞, s]) =
1

2
HD(Λs),

therefore

HD(k−1(−∞, η − ǫ]) =
1

2
HD(Λη−ǫ) ≤ 1

2
HD(Λt0) ≤

1

2
HD(Λ0)

= HD(Ku(Λ0)) ≤ HD(k−1(η)).

Letting ǫ tend to zero we have

HD(k−1(−∞, η]) ≤ HD(k−1(η))

and as the other inequality is clearly true, the first part of the result is proven for
η ∈ (m+ 1+ [0; 1] + [0; 1, m+ 2, 1, m+ 3], m+ 4)∩ T which is accumulated from the
left by points of T .

For the second part of the theorem, we need the following lemma whose proof is
essentially the same as the proof of lemma 2.5 of [8].

Lemma 3.8. Given (K,P, ψ) a Cα-regular Cantor set, if P ′ 6= P is a finite sub
collection of P that is also a Markov partition of ψ, then the Cantor set determined
by ψ and P ′

K̃ =
⋂

n≥0

ψ−n





⋃

I∈P ′

I





satisfies HD(K̃) < HD(K).

Corollary 3.9. Let Λ be a mixing horseshoe associated with a C2-diffeomorphism
ϕ : S → S of some surface S. Then for any proper mixing subhorsehoe Λ̃ ⊂ Λ

HD(Λ̃) < HD(Λ).

Proof. Refine the original Markov partition P of Λ in such a way that some P ′ ⊂ P,
P ′ 6= P is a Markov partition for Λ̃. Use the lemma 3.8 with the maps ψs and ψu

that define the stable and unstable Cantor sets, in order to obtain

HD(Λ̃) = HD(Ks(Λ̃)) +HD(Ku(Λ̃)) < HD(Ks(Λ)) +HD(Ku(Λ)) = HD(Λ).

�
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Given any t < η, take n ∈ N big enough such that t < tn. Now, as max f |Λn < tn+1

and tn+1 < max f |Λn+1 then Λn is a proper subhorseshoe of Λn+1, therefore

HD(k−1(−∞, t]) =
1

2
HD(Λt) ≤ 1

2
HD(Λn) <

1

2
HD(Λn+1)

≤ 1

2
HD(Λtn+2

) ≤ 1

2
HD(Λη)

= HD(k−1(−∞, η]).

Which proves the first item of the second part of the theorem in this case.
Asm ≥ 1 was arbitrary, we have the result for η ∈ (2+[0; 1]+[0; 1, 3, 1, 4],∞)∩T =

(3.4109...,∞) ∩ T which is accumulated from the left by points of T .
For η ∈ (t∗1, 3.4109...] ∩ T accumulated from the left by points of T , consider the

horseshoe Λ = Λ(2) (note that max f |Λ(2) =
√
12 > 3.4109...). As before, given

t ∈ (t∗1, η) ∩ T , 0 < ǫ < η − t and δ > 0 we consider the set

P̃ (t, ǫ) =
⋃

x∈X : Λ̃x is
subhorseshoe

Λ̃x =
⋃

i∈I
Λ̃i ∪

⋃

i∈J
Λ̃j

where for i ∈ I, Λ̃i connects with ξ before t + ǫ/2 + δ and for j ∈ J , Λ̃j doesn’t
connect with ξ before t+ ǫ/2 + δ. One more time, given j ∈ J , we will suppose that

there is no x ∈ W u(Λ̃j) ∩W s(ξ) with mϕ,f(x) ≤ t + ǫ/2 + δ/2.
Following the above procedure, given k ∈ N large enough we construct the coverings

Ck of Ku(Λ̃j) in such a way that given I(a0; a1, . . . , ak) ∈ Ck, if (a0, a1, . . . , ak) has
continuations with forced first letter ak+1 we replace the interval I(a0; a1, . . . , ak) with
the interval I(a0; a1, . . . , ak, ak+1).

On the other hand, if (a0, a1, . . . , ak) has two continuations with different initial
letter, say γk+1 = (1, ak+2, . . . ) and βk+1 = (2, a∗k+2, . . . ). Take α = (αn)n∈Z ∈ Π(Λ̃j)

and α̃ = (α̃n)n∈Z ∈ Π(Λ̃j), such that α = (. . . , α−2, α−1; a0, a1, . . . , ak, γk+1) and
α̃ = (. . . , α̃−2, α̃−1; a0, a1, . . . , ak, βk+1). We claim that ak+2 = 1 because in other case
by lemma 3.5, as [0; βk+1] < [0; 1] < [0; γk+1], we would have for all j ≤ k

λ0(σ
j(. . . , α̃−2, α̃−1; α̃0, . . . , α̃k, 1)) < t + ǫ/2 + δ/2,

and for j ≥ k + 1

λ0(σ
j(. . . , α̃−2, α̃−1; α̃0, . . . , α̃k, 1)) < 3 < t+ ǫ/2.

Then for x = Π−1((. . . , α̃−2, α̃−1; α̃0, . . . , α̃k, i, 1)) one would get the contradiction

x ∈ W u(Λ̃j) ∩W s(ξ) and mϕ,f(x) ≤ t + ǫ/2 + δ/2.

In a similar way, we must have a∗k+2 = 2 because if a∗k+2 = 1, then [0; βk+1] <

[0; 2, 2, 1] < [0; γk+1] and by lemma 3.5 we would have for all j ≤ k

λ0(σ
j(. . . , α̃−2, α̃−1; α̃0, . . . , α̃k, 2, 2, 1)) < t+ ǫ/2 + δ/2,
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for j = k + 1,

λ0(σ
j(. . . , α̃−2, α̃−1; α̃0, . . . , α̃k, 2, 2, 1)) = [0; α̃k, . . . , α̃0, α̃−1, . . . ] + 2 +

[0; 2, 1]

< [0; α̃k, . . . , α̃0, α̃−1, . . . ] + a∗k+1

+[0; a∗k+2, a
∗
k+3, . . . ]

= λ0(σ
k+1(. . . , α̃−1; α̃0, . . . , α̃k, βk+1))

≤ m(. . . , α̃−1; α̃0, . . . , α̃k, βk+1)

≤ t+ ǫ/2

and for j > k + 1,

λ0(σ
j(. . . , α̃−2, α̃−1; α̃0, . . . , α̃k, 2, 2, 1)) < 2 + [0; 1] + [0; 2, 2, 1] = 3, 0406... < t+ ǫ/2

then taking x = Π−1((. . . , α̃−2, α̃−1; α̃0, . . . , α̃k, 2, 2, 1)) one would have

x ∈ W u(Λ̃j) ∩W s(ξ) and mϕ,f(x) ≤ t+ ǫ/2 + δ/2

that is again a contradiction.
In particular, in this case, we can refine the cover Ck by replacing the interval

I(a0; a1, . . . , ak) with the intervals I(a0; a1, . . . , ak, 1, 1) and I(a0; a1, . . . , ak, 2, 2).
By lemma 3.5 we have the inequality

( |I(a1, . . . , ak, 1, 1)|
|I(a1, . . . , ak)|

)0.49

+

( |I(a1, . . . , ak, 2, 2)|
|I(a1, . . . , ak)|

)0.49

=

(

1 + r

(2 + r)(3 + 2r)

)0.49

+

(

1 + r

(5 + 2r)(7 + 3r)

)0.49

<

(

2

2× 3

)0.49

+

(

2

5× 7

)0.49

< 0.9

that let us conclude that HD(Λ̃j) < 0.99 again. The rest of the proof follows the
same lines as the previous one.

Finally, if η ∈ T is accumulated from the right by points of T , as before, we
can consider the horseshoe Λ = Λ(N), where N = 2 if η ≤ 2 + [0; 1] + [0; 1, 3, 1, 4]
and N = max{4, ⌊η⌋} otherwise. Take any strictly decreasing sequence {tn}n≥1 of
points of T such that lim

n→∞
tn = η and t1 < max f |Λ, also ǫ > 0 small enough such

that HD(Λη−ǫ) > 0.99 and take any t0 ∈ (η − ǫ, η). The techniques we developed
allow us construct then, a sequence {Λn}n≥0 of subhorseshoes of Λ with the following
properties

(1) max f |Λ0 < η
(2) max f |Λ1 < max f |Λ
(3) tn+1 < max f |Λn+1 < tn, ∀n ≥ 1
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(4) HD(Λtn) ≤ HD(Λn), ∀n ≥ 0
(5) Λ0 ⊂ Λn+1 ⊂ Λn, ∀n ≥ 1.

Therefore, we can define a map

θ : Ku(Λ0) → k−1(η)

a → θ(a)

given by

θ(a) = [a0; a1, . . . , as(1)!, h1, a
(1), h2, a

(2), . . . , hn, a
(n), hn+1, . . . ]

where

a = [a0; a1, a2, . . . ] = [a0; a1, . . . , as(1)!, a
(1), a(2), . . . , a(n), . . . ]

and the sequences {s(n)}n≥1 and {hn}n≥1 are defined as before and are such that
(a(n), hn+1, a

(n+1), hn+2, . . . ) appears in the kneading sequence of some point of Λn+1.
It is easy to see using the construction of θ that for every a ∈ Ku(Λ0), k(θ(a)) = η

and arguing as before, that θ is a homeomorphism with Hölder inverse whose exponent
is arbitrarily close to one. That implies that HD(k−1(−∞, η]) = HD(k−1(η)).

For the second part, corollary 3.9 implies, one more time thatHD(Λn+1) < HD(Λn),
for n ≥ 1 and then that HD(k−1(−∞, η]) < HD(k−1(−∞, t]), ∀t > η, as we wanted
to show.

Appendix A. Hyperbolic sets of finite type

Given a horseshoe Λ, we know that there is a subshift of finite type ΣB ⊂ ΣA and
a homeomorphism Π : Λ → ΣB such that ϕ ◦ Π = Π ◦ σ, as explained before. Take
a finite collection X of finite admissible words α = (a0, a1, . . . , an), we said that the
maximal invariant set

M(X) =
⋂

n∈Z
ϕ−n(

⋃

α∈X
R(α; 0))

is a hyperbolic set of finite type. Even more, it is said to be a subhorseshoe of Λ if
it is nonempty and ϕ|M(X) is transitive. Observe that a subhorseshoe need not be a
horseshoe; indeed, it could be a periodic orbit in which case it will be called a trivial
subhorseshoe.

By definition, hyperbolic sets of finite type have local product structure. In fact,
any hyperbolic set of finite type is a locally maximal invariant set of a neighborhood
of a finite number of elements of some Markov partition of Λ:

If X is as before and n(X) = max
α∈X

|α|, then the set X̃ of admissible words α̃ =

(a−n(X), . . . , a0, . . . , an(X)) such that α̃ = α1α2α3 where the words α1, α2, α3 are ad-
missible and for some n, α2 = (a0, a1, . . . , an) ∈ X , satisfies

M(X) =
⋂

n∈Z
ϕ−n(

⋃

α̃∈X̃

R(α; 0)).
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Suppose then, without loss of generality, that X ⊂ A. We set A = A(X) as the
matrix with entries Aα,β defined by Aα,β = 1 if the letters of X , α and β are such
that αβ is admissible and Aα,β = 0 otherwise.

Let ΣX = {α = (αn)n∈Z : αn ∈ X for all n ∈ Z} equipped with the usual shift σ :
ΣX → ΣX . Consider ΣA = {α = (αn)n∈Z ∈ ΣX : Aαn,αn+1

= 1}, this set is closed and
σ-invariant subspace of ΣX . The pair (ΣA, σ) is the two-side subshift of finite type
associated to A in the alphabet X .

Given α, β ∈ X , we said that α is related to β if for some k, ℓ > 0, (Ak)α,β > 0
and (Aℓ)β,α > 0. This corresponds to having a path from α to β and a path from β
to α in the graph GA that have as vertex set, the set X and as transition matrix, the
matrix A. We said α ∈ X is a transient state if α is not related to itself, i.e there is
no path from it to itself. In this context, the set ΣA can be identified as the set of
infinite paths in the graph GA.

We said that A is irreducible if for every α, β ∈ X there exists some ℓ ∈ N with
(Aℓ)α,β > 0. Equivalently, the matrix A is irreducible when it is possible to connect
by a path each pair of vertex in the graph GA.

Using the above relation, we can divide X into transients states and a collection
of disjoint classes that determine some submatrices of A. More precisely, it follows
from theorem 1.3.10 of [10] that there is a permutation matrix P such that

P−1AP =













A1 ∗ ∗ . . . ∗
0 A2 ∗ . . . ∗
0 0 A3 . . . ∗
...

...
...

. . .
...

0 0 0 . . . Am













where each Ai is a transition irreducible matrix that we call of transitive component
of A or the one by one matrix [0] corresponding to a transient state. If Ai1 , . . . , Air are
the transitive components of A, we said that ΣAi1

, . . . ,ΣAir
⊂ ΣA are the transitive

components of ΣA.
Next, we write observation 5.1.2 of [10]

Proposition A.1. For x ∈ ΣA, the following holds:

• the positive and negative limit sets of x, ω(x) and α(x) are each contained in
a transitive component of ΣA,

• x is nonwandering if and only if it belongs to a transitive component of ΣA,
• x is nonwandering if and only if ω(x) ∪ α(x) is a subset of some transitive
component of ΣA.

By proposition A.1, if some x ∈ ΣA doesn’t belong to any transitive component of
ΣA, then x is nonwandering and there are different transitive components ΣAia

and
ΣAi

b
such that ω(x) ⊂ ΣAia

and α(x) ⊂ ΣAi
b
.



CONCENTRATION OF DIMENSION IN THE LAGRANGE SPECTRUM 27

Definition A.2. Any τ ⊂M(X) for which there are two different subhorseshoes Λ1

and Λ2 of Λ such that

τ = {x ∈M(X) : ω(x) ⊂ Λ1 and α(x) ⊂ Λ2}
will be called a transient set or transient component of M(X).

Note that by the local product structure, given a transient set τ as before,

(A.1) HD(τ) = HD(Ks(Λ2)) +HD(Ku(Λ1)).

From the last discussion, we can recover a decomposition of the set Π(M(X)) and
then for the set M(X)

Proposition A.3. Any hyperbolic set of finite type M(X), associated with a finite
collection of finite admissible words X, can be written as

M(X) =
⋃

i∈I
Λ̃i

where I is a finite set of indices (that may be empty) and for i ∈ I, Λ̃i is a subhorse-
shoe or a transient set.
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