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Abstract

Derivative-free optimization (DFO) consists in finding the best value of an objective func-
tion without relying on derivatives. To tackle such problems, one may build approximate
derivatives, using for instance finite-difference estimates. One may also design algorithmic
strategies that perform space exploration and seek improvement over the current point.
The first type of strategy often provides good performance on smooth problems but at the
expense of more function evaluations. The second type is cheaper and typically handles
non-smoothness or noise in the objective better. Recently, full-low evaluation methods have
been proposed as a hybrid class of DFO algorithms that combine both strategies, respec-
tively denoted as Full-Eval and Low-Eval. In the unconstrained case, these methods showed
promising numerical performance.

In this paper, we extend the full-low evaluation framework to bound and linearly con-
strained derivative-free optimization. We derive convergence results for an instance of this
framework, that combines finite-difference quasi-Newton steps with probabilistic direct-
search steps. The former are projected onto the feasible set, while the latter are defined
within tangent cones identified by nearby active constraints. We illustrate the practical
performance of our instance on standard linearly constrained problems, that we adapt to
introduce noisy evaluations as well as non-smoothness. In all cases, our method performs
favorably compared to algorithms that rely solely on Full-eval or Low-eval iterations.

1 Introduction

Derivative-Free Optimization (DFO) methods are particularly useful for targeting complex opti-
mization problems, where the objective function is computed via numerical simulations, so that
derivatives are unavailable for algorithmic purposes. Derivative-free optimization now encom-
passes a wide range of algorithms, and has found applications in numerous fields of engineering
and applied science [1, 12, 13, 23, 31]. In these settings, evaluating the objective function rep-
resents the main computational bottleneck, that must be accounted for while designing DFO
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algorithms. Besides, simulation codes often enforce hard constraints on their parameters, typi-
cally under the form of bounds or linear relationships, that must be satisfied for the simulation
to terminate and for function information to be obtained. Such constraints must also be handled
by DFO schemes.

Direct-search methods [21] are a common choice of derivative-free algorithms due to their
ease of implementation. These iterative methods sample new function evaluations along suit-
ably chosen directions at every iteration, in order to find a point at which the function value
decreases. Direct-search schemes have been endowed with theoretical guarantees even in pres-
ence of non-smooth objectives, while being intrinsically robust to the presence of noise in the
function evaluations [1]. In presence of linear constraints, direct-search methods generally use
directions that conform to the geometry of the feasible set, thereby ensuring feasible descent
without relying on derivative information [22]. Recent results have proposed probabilistic vari-
ants of direct search, in which the directions are only guaranteed to be feasible descent with a
given probability [19]. A probabilistic direct-search iteration can be performed using a signifi-
cantly smaller number of directions (and, thus, of function evaluations) than its deterministic
counterpart.

An alternative to direct-search techniques consists in building an approximate derivative
from function evaluations, which then enables the calculation of steps similar to those in the
derivative-based setting. Model-based derivative-free techniques obey this logic, and rely on
trust-region globalization arguments from nonlinear optimization to guarantee convergence of
the methods [12]. As a result, bounds and linear constraints are typically handled in a sim-
ilar fashion than in the derivative-based setting [10], even though ad hoc strategies have also
been considered [18]. Another widely common approach consists in using finite differences to
approximate derivatives, so as to leverage existing algorithms from the derivative-based liter-
ature [29, Chapter 8]. In particular, recent advances in applying quasi-Newton updates us-
ing finite-difference gradients have demonstrated good numerical performance, especially in a
smooth setting [5, 6, 33]. This performance is mitigated by the inherent cost of finite-difference
estimates, that scales at least linearly with the dimension, and thus may be expensive to perform
in a simulation-based environment.

The full-low evaluation (Full-Low Evaluation) framework was recently proposed as a prin-
cipled way of combining derivative-free steps with different costs and properties [6]. In the
unconstrained setting, it was proposed to instantiate this framework using a BFGS step com-
puted through finite differences as well as a probabilistic direct-search iteration. This hybrid
approach was shown to outperform the individual strategies while being competitive with an
established solver on smooth and piecewise smooth problems.

In this paper, we propose an extension of the Full-Low Evaluation framework that handles
bounds and linear constraints by producing feasible iterates and feasible steps. We analyze an
instance of this approach that combines projected steps built on finite-difference gradient esti-
mates with direct-search steps based on probabilistic feasible descent. The former (Full-Eval
step) is considered expensive in terms of evaluations but provides good performance and con-
vergence results in the presence of a smooth objective. The latter (Low-Eval step) is cheaper
in terms of evaluations, while being more robust to noise or non-smoothness in the objective.
Similarly to the unconstrained setting, a switching condition determines the nature of the step
taken at each iteration.

The rest of this paper is organized as follows. Section 2 states our problem of interest, as well
as the key geometrical concepts used to design our algorithm. Section 3 describes our generic
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Full-Low Evaluation framework, as well as the two subroutines that define our instance of
interest. Section 4 provides convergence results for both smooth and non-smooth objectives.
Section 5 details our implementation and our experimental setup, while the output of our tests
is analyzed in Section 6. Final remarks are given in Section 7. A list of our test problems is
provided in Appendix A.

2 Linearly constrained optimization and tangent cones

The purpose of this section is twofold. First, we describe our problem of interest as well as
associated optimality measures in Section 2.1. These concepts will serve as a basis for the
Full-Eval part of our algorithm. Secondly, we discuss the notion of tangent cones and its
connection to feasibility in Section 2.2. Those definitions will be instrumental in designing our
Low-Eval step based on direct search.

2.1 Problem and optimality measure

In this paper, we are interested in solving linearly constrained problems of the form
min
x∈Rn

f(x)

s.t. Ax = b

ℓ ≤ AIx ≤ u,

(2.1)

where f : Rn → R, A ∈ Rm×n, AI ∈ RmI×n, b ∈ Rm and (ℓ, u) ∈ R̄mI × R̄mI where
R̄ = R ∪ {−∞, ∞} with ℓ < u. To encompass bound constrained problems into the general
formulation (2.1), we consider the possibility that the matrix A is empty, in which case m
is equal to zero. When m > 0, the matrix A is assumed to have full row rank, and we let
W ∈ Rn×(n−m) be an orthonormal basis for the null space of A. When m = 0, we consider W
to be the identity matrix in Rn. Finally, we denote the set of feasible points by F .

Assuming that the function f is continuously differentiable, it is possible to define a criticality
measure for problem (2.1) that characterizes first-order stationary point. We focus on the
quantity q(·) defined by

∀x ∈ F , q(x) := ∥PF [x − ∇f(x)] − x∥ . (2.2)

In derivative-free optimization, the metric (2.2) has been employed for analyzing the conver-
gence of algorithms designed for the linearly constrained setting [24, 25]. Although more recent
approaches have focused on another metric bearing a close connection with the direct-search
stepsize [19, 21], the measure (2.2) is quite common in projected gradient techniques [7]. Since
our theory relies on that of projected gradient techniques in the smooth setting, we naturally
focus on the measure (2.2).

When the smoothness of the function f is not guaranteed but f is locally Lipschitz continu-
ous, necessary optimality condition for problem (2.1) can be formulated based on the Clarke-Jahn
generalized directional derivative of f [20]. For a given point x ∈ F and a feasible direction d,
the Clarke-Jahn generalized directional derivative is defined as

f◦(x; d) := lim sup
y → x, y ∈ F

t ↓ 0, y + td ∈ F

f(y + td) − f(y)
t

. (2.3)
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Any x∗ ∈ F such that f◦(x∗; d) ≥ 0 for any feasible direction d is called a Clarke-Jahn stationary
point. Note that such a condition was recently used in the context of non-smooth optimization
with linear constraints [4]. In the linearly constrained case, the set of feasible directions at x∗

coincides with the tangent cone T (x∗).

2.2 Approximate Tangent Cones

Tangent cones are key concepts to characterize feasibility and optimality in constrained opti-
mization [29]. Although approximate tangent cones have been less studied, they have proven
quite useful in the context of derivative-free optimization, as they characterize directions that
are feasible for a given step size, by accounting for constraints that are either active or approx-
imately active [21]. We recall below the key definitions related to approximate tangent cones,
by following the presentation in Gratton et al. [19].

For convenience, we will define approximate tangent cones based on a parameterization of
the feasible set. More precisely, we fix a reference vector x̄ ∈ Rn−m such that Ax̄ = b. Then,
any feasible point x ∈ F can be written as x = Wx̃ + x̄, where x̃ ∈ Rn−m is such that

ℓ − AI x̄ ≤ AIWx̃ ≤ u − AI x̄.

where x̄ is fixed such that Ax̄ = b and Wx̃ = x − x̄.
Using this decomposition, we define the approximate active inequality constraints at x =

Wx̃ + x̄ ∈ F according to a step size ξ > 0 as

{
Iu(x, ξ) :=

{
i : |ui − [AI x̄]i − [AIWx̃]i| ≤ ξ

∥∥∥W ⊤A⊤
I ei

∥∥∥}
Iℓ(x, ξ) :=

{
i : |ℓi − [AI x̄]i − [AIWx̃]i| ≤ ξ

∥∥∥W ⊤A⊤
I ei

∥∥∥} ,
(2.4)

where e1, . . . , emI denote the coordinate vectors in RmI . Those indices in turn define the ap-
proximate normal cone associated with (x, ξ) as

N(x, ξ) := Cone
(
{W ⊤A⊤

I ei}i∈Iu(x,ξ)} ∪ {−W ⊤A⊤
I ei}i∈Il(x,ξ)}

)
. (2.5)

Rather than using directions from the approximate normal cone to compute steps, we rely
on the polar of this cone, called the approximate tangent cone and defined by

T (x, ξ) :=
{

v ∈ Rn |vTu ≤ 0 ∀u ∈ N(x, ξ)
}

. (2.6)

An important property of the approximate tangent cone is that it approximates the feasible
region around x, and that moving along all its directions for a distance of ξ from x does not
break feasibility [19]. Lemma 2.1 below provides a formal description of this property.

Lemma 2.1 ([19], Lemma 2.1) Let x ∈ F and ξ > 0. Then, for any vector d̃ ∈ T (x, ξ) such
that ∥d̃∥ ≤ ξ, we have x + Wd̃ ∈ F .

Direct-search techniques rely on approximate tangent cones to define new feasible points in
a way that guarantees convergence to first-order stationarity [22].
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3 Full-low evaluation framework with linear constraints

In this section, we describe our main algorithmic framework, that belongs to the class of
Full-Low Evaluation algorithms. The main idea behind this technique is the combination
of two categories of steps. On the one hand, Full-Eval steps, that are produced at a signifi-
cant cost in terms of function evaluations, are used to yield good performance of the method
especially in the presence of smoothness. On the other hand, Low-Eval steps are cheaper to
compute because they require less evaluations, and are often designed to handle the presence of
noise and/or non-smoothness in the objective function. We first present our general algorithm
that combines both types of steps, then dedicate a section to each category.

The general mechanism of the Full-Low Evaluation approach is described in Algorithm 1.
Full-Eval steps are consecutively taken until a certain condition is triggered, after which one
switches to Low-Eval iterations. The number of consecutive unsuccessful Low-Eval iterations
is a user-defined parameter and can be selected as a function of the last successful Full-Eval
iteration.

Algorithm 1 Full-Low Evaluation framework
Initialization: Choose an initial iterate x0 ∈ F . Set iteration t0 = Full-Eval.

1: For k = 0, 1, 2, . . .
2: If tk = Full-Eval, attempt to compute a Full-Eval step.
3: If success, update xk+1 and set tk+1 = Full-Eval.
4: Else, xk+1 = xk and tk+1 = Low-Eval.
5: If tk = Low-Eval, compute a Low-Eval step.
6: Update xk+1. Decide on tk+1 ∈ {Low-Eval, Full-Eval}.

Apart from requiring feasibility of the initial point, note that Algorithm 1 is identical to that
of Berahas et al. [6], and that linear constraints are assumed to be handled upon computation
of a Low-Eval or a Full-Eval step. In the next sections, we detail our choices for computing
those steps.

3.1 Full-eval step based on projections

Full-Eval steps can be implemented by building a model of the objective function around the
current point and minimizing it to define the next point. A popular approach that lies within
the derivative-free paradigm consists in computing a finite-difference gradient approximation to
define a search direction, as well as a stepsize computed via line search based on this approx-
imation [6]. We extend here this approach to the linearly constrained setting by considering
projections onto the feasible set, a popular technique for dealing with linear constraints [7].

If the k-th iteration of Algorithm 1 is a Full-Eval step, we define a search direction pk

based on an approximate gradient gk computed through finite differences. We then compute
candidate steps by considering the feasible direction

x̄k = PF [xk − pk] , (3.1)

and performing a line search along the direction x̄k − xk. More precisely, we seek the largest
value β ∈ (0, β̄] such that

f (xk + β(x̄k − xk)) ≤ f(xk) + cβg⊤
k (x̄k − xk). (3.2)
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where c ∈ (0, 1). We will show in Section 4 that condition (3.2) is satisfied for a sufficiently
small value of β.

Algorithm 2 describes the calculation of a Full-Eval step for the k-th iteration of Algo-
rithm 1. Similarly to the unconstrained case [6], we introduce a switching condition1 that
controls the norm of the Full-Eval step. A value β is accepted if it satisfies the decrease
condition (3.2) and

β ≥ γαk, (3.3)

where γ > 0 is independent of k. Condition (3.3) guarantees that β does not go below a certain
function of αk, which is the stepsize used for computing Low-Eval steps (see Section 3.2). When
both (3.2) and (3.3) are satisfied, we set βk = β and define the new iterate as xk + β (x̄k − xk).
On the other hand, if condition (3.3) is violated, the Full-Eval step is skipped.

Algorithm 2 Constrained Full-Eval Iteration: Feasible Line Search
Input: Iterate xk. Backtracking parameters β̄ > 0, τ ∈ (0, 1), and ξk.
Output: i-type(k + 1), xk+1, and αk+1.

1: Compute the gradient approximation gk as well as a search direction pk. Compute x̄k

according to (3.1).
2: Backtracking line-search: Set β = β̄. If (3.3) is false, go to line 6.
3: While True
4: if (3.2) is true or (3.3) is false, break.
5: Set β = τβ.
6: If (3.3) is true, set βk = β, xk+1 = xk + β(x̄k − xk), and tk+1 = Full-Eval. Else, set

xk+1 = xk and tk+1 = Low-Eval.
(The Low-Eval parameter αk remains unchanged, αk+1 = αk; see Algorithm 3.)

3.2 Low-eval step based on feasible descent cones

Low-Eval steps are based on the low evaluation paradigm of probabilistic direct search. This
approach can be extended to the linearly constrained case as described in Algorithm 3. We
suppose that a feasible initial point is provided by the user. At every iteration, the algorithm
uses a finite number of polling directions to seek a new feasible iterate x+ that reduces the
objective function value by a sufficient amount

f(x+) ≤ f(x) − ρ(α), (3.4)

where ρ is a forcing function classically employed in direct-search methods. The characteristics
of ρ are specified in Section 4.2.

1In the unconstrained case [6], we have proposed the switching condition β ≥ γρ(αk). Both work for the
convergence theory, in the sense of Lemma 4.2.
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Algorithm 3 Constrained Low-Eval Iteration: Feasible Direct Search
Input: Iterate xk ∈ F and stepsize αk. Direct-search parameters λ ≥ 1 and θ ∈ (0, 1).
Output: i-type(k + 1), xk+1, and αk+1.

1: Generate a finite set Dk of non-zero polling directions.
2: If a feasible poll point xk + αkdk is found such that (3.4) is true for some dk ∈ Dk, set

xk+1 = xk + αkdk and αk+1 = λαk.
3: Else, set xk+1 = xk and αk+1 = θαk.
4: Decide if tk+1 = Low-Eval or if tk+1 = Full-Eval.

As shown by Lemma 2.1, choosing directions of the form Wd̃, where d̃ ∈ T (xk, αk) with a
stepsize less or equal than αk ensures the feasibility of the Low-Eval step [19].

4 Convergence Analysis

4.1 Rate of convergence in the smooth case

In this section, we analyze the behavior of the class of Full-Low Evaluation methods in the
smooth case. We show that if the Full-Eval step generates an infinite sequence of iterates, then
the norm of q(xk) converges to zero with a rate of 1/

√
k. We now introduce the assumptions

needed for the analysis, starting with standard boundedness and smoothness requirements.

Assumption 4.1 The objective function f is bounded below by flow ∈ R, i.e., f(x) ≥ flow for
all x ∈ Rn.

Assumption 4.2 The function f is continuously differentiable and its gradient ∇f is Lipschitz
continuous with constant L > 0.

The next assumptions are related to our approximate gradient and stationary measure. For
any iterate xk in F computed by Algorithm 1, we define

qk = PF [xk − ∇f(xk)] − xk, qg
k = PF [xk − gk] − xk and qp

k = x̄k − xk = PF [xk + pk] − xk.
(4.1)

In oue algorithm, we rely on directions defined using gk. Those should be close to the
negative of that approximate gradient, in the sense of Assumption 4.3 below.

Assumption 4.3 For every iteration k,

(−gk)⊤qp
k

∥qg
k∥∥qp

k∥
≥ κ and up∥qp

k∥ ≤ ∥qg
k∥ ≤ Up∥qp

k∥.

with up > 0, Up > 0 and κ ∈ (0, 1].

When pk = −gk, Assumption 4.3 holds with κ = up = Up = 1. Indeed, the first inequality
can be proved using the property of the projection [7, Proposition 1.1.4(b)] that implies that

(xk − gk − x̄k)⊤(x − x̄k) ≤ 0 ∀x ∈ F .
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Moreover, using x = xk in the previous inequality as well as x̄k − xk = qg
k = qp

k gives

g⊤
k (x̄k − xk) ≤ −∥x̄k − xk∥2 ⇒ −g⊤

k qp
k ≥ ∥qg

k∥∥qp
k∥,

Finally, in order to relate the control the discrepancy between the true criticality measure
and its approximation using gk, we require the following assumption.

Assumption 4.4 The approximate gradient gk computed at xk satisfies

∥∇f(xk) − gk∥ ≤ ug∥qg
k∥, (4.2)

where ug ∈ (0, κ(1 − c)) is independent of k.

This condition generalizes that in full-low methods for unconstrained optimization [6, Assump-
tion 3.2], albeit with a restriction on the constant ug that becomes unnecessary in the uncon-
strained setting. Nevertheless, condition (4.2) can be guaranteed in a finite number of steps
when the gradient is estimated using finite differences as shown in Section 4.3.

We now start our analysis by establishing a lower bound on the stepsize βk.

Lemma 4.1 Let Assumptions 4.2, 4.3, and 4.4 hold. If the k-th iteration is a successful
Full-Eval iteration, then

βk ≥ βmin := min
{

β̄,
2τ(κ(1 − c) − ug)up

L

}
. (4.3)

Proof. If β = β̄ satisfies the decrease condition (3.2), then (4.3) holds trivially. We thus
suppose in the rest of the proof that there exists β such that (4.3) does not hold, i.e., that

cβg⊤
k (x̄k − xk) ≤ f(xk + β(x̄k − xk)) − f(xk). (4.4)

Using a Taylor expansion of f around xk on the right-hand side of (4.4), we obtain the following
inequalities

cβg⊤
k (x̄k − xk) ≤ β∇f(xk)⊤(x̄k − xk) + L

2 β2∥x̄k − xk∥2

cβg⊤
k (x̄k − xk) ≤ βg⊤

k (x̄k − xk) + β[∇f(xk) − gk]⊤(x̄k − xk)

+L

2 β2∥x̄k − xk∥2

0 ≤ (1 − c)βg⊤
k (x̄k − xk) + β[∇f(xk) − gk]⊤(x̄k − xk)

+L

2 β2∥x̄k − xk∥2. (4.5)

Using Assumption 4.3, we have

(gk)⊤qp
k ≤ −κ∥qg

k∥∥qp
k∥ ⇔ g⊤

k (x̄k − xk) ≤ −κ∥qg
k∥∥x̄k − xk∥,

hence
(1 − c)βg⊤

k (x̄k − xk) ≤ −(1 − c)κβ∥qg
k∥∥x̄k − xk∥. (4.6)
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We now turn to the second term in the right-hand side of (4.5). Using Cauchy-Schwarz inequality
together with Assumption 4.4, we obtain

[∇f(xk) − gk]⊤(x̄k − xk) ≤ ∥∇f(xk) − gk∥∥x̄k − xk∥
≤ ug∥qg

k∥∥x̄k − xk∥.

Overall, we thus obtain that

β[∇f(xk) − gk]⊤(x̄k − xk) ≤ ugβ∥qg
k∥∥x̄k − xk∥. (4.7)

Putting (4.6) and (4.7) into (4.5), we obtain

0 ≤ −(1 − c)κβ∥qg
k∥∥x̄k − xk∥ + ugβ∥qg

k∥∥x̄k − xk∥

+L

2 β2∥x̄k − xk∥2

0 ≤ −(κ(1 − c) − ug)β∥qg
k∥∥x̄k − xk∥ + L

2 β2∥x̄k − xk∥2.

Using κ(1 − c) − ug ≥ 0 from Assumption 4.4 together with Assumption 4.3, we show

0 ≤ −(κ(1 − c) − ug)uqβ∥x̄k − xk∥2 + L

2 β2∥x̄k − xk∥2

The latter inequality only holds as long as

β ≥ 2(κ(1 − c) − ug)up

L
,

hence the line-search procedure must terminate with

β ≥ 2τ(κ(1 − c) − ug)up

L
.

Combining this result with the case β = β̄ finally gives the desired result. □
We can now establish the main result of the smooth case.

Theorem 4.1 Let Assumptions 4.1–4.3 hold. For any K ≥ 1,

min
k=0,...,K−1

∥PF [xk − ∇f(xk)] − xk∥ ≤
(ug + 1)

√
Up√

κβmin

√
f(x0) − flow

c

1√
nK

SF

, (4.8)

where nK
SF is the number of successful Full-Eval iterations up to iteration K.

Proof. We denote by IK
SF the set of indices corresponding to successful Full-Eval iterations.

Let k ∈ IK
SF . By definition of such an iteration, the sufficient decrease condition (3.2) is satisfied

for xk+1 = x̄k(βk), where βk satisfies (4.3). Moreover, as shown in the proof of Lemma 4.1, we
have

g⊤
k (x̄k − xk) ≤ −κ∥qg

k∥∥x̄k − xk∥.
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Overall, we obtain

f(xk) − f(xk+1) ≥ −cβkg⊤
k (x̄k − xk)

≥ cκβk∥qg
k∥∥x̄k − xk∥

≥ cκβmin
Up

∥qg
k∥2.

Meanwhile, using Assumption 4.4 gives

∥qk∥ ≤ ∥qk − qg
k∥ + ∥qg

k∥ ≤ (ug + 1)∥qg
k∥.

Therefore, the decrease achieved at iteration k satisfies

f(xk) − f(xk+1) ≥ cκβmin
Up(ug + 1)2 ∥qk∥2. (4.9)

We now consider the changes in function values across all iterations in {0, . . . , K − 1}. Since the
iterate does not change on unsuccessful iterations and the function value decreases on successful
Low-Eval iterations, we have f(xk)−f(xk+1) ≥ 0 for all k ≤ K −1. Combining this observation
with Assumption 4.1 and (4.9) leads to

f(x0) − flow ≥ f(x0) − f(xK)

=
K−1∑
k=0

f(xk) − f(xk+1)

≥
∑

k∈IK
SF

f(xk) − f(xk+1)

≥ cκβmin
Up(ug + 1)2

∑
k∈IK

SF

∥qk∥2

≥ cκβmin
Up(ug + 1)2 nk

SF

(
min

0≤k≤K−1
∥qk∥

)2
.

Re-arranging the terms and using the formula for qk leads to the desired conclusion. □
The rate (4.8) matches existing result for the unconstrained case [6].

4.2 Convergence in the non-smooth case

When the smoothness of the function f is not guaranteed, we rely on the properties of the
Low-Eval steps, and in particular on the sufficient decrease guarantees certified by the forcing
function. To this end, we make the following assumption.

Assumption 4.5 The function ρ is positive, non-decreasing, and satisfies limα→0+ ρ(α)/α = 0.

As in the unconstrained setting [6], we require the following assumption on the failure of
Full-Eval iterations.

Assumption 4.6 There exists ϵg > 0 such that for any k ∈ ISF , where ISF denotes the set of
successful Full-Eval iterations, ∥qg

k∥ > ϵg.
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However, we still rely in the analysis on the switching condition (3.3), along with the as-
sumption that the Low-Eval iterations generate an infinite subsequence of iterates to prove that
the direct-search parameter αk goes to zero. This result requires the forcing function to satisfy
Assumption 4.5 used in the unconstrained regime.

Lemma 4.2 Let Assumption 4.5 hold. Assume that the sequence of iterates {xk} is bounded.
Then, there exists a point x∗ and a subsequence K ⊂ IUL of unsuccessful Low-Eval iterates for
which

lim
k∈K

xk = x∗ and lim
k∈K

αk = 0.

Proof. First, suppose that the set ISF ∪ IUF ∪ ISL is of infinite cardinality, where IUF

and ISL are the sets of unsuccessful Full-Eval and successful Low-Eval iterations, respectively.
Note that this set represents all iterations k for which αk does not decrease.

For all successful Full-Eval iterations k ∈ ISF , recall from (4.9) that

f(xk) − f(xk+1) ≥ cβk − gT
k (x̄k − xk) ≥ cκβk

Up
∥qg

k∥2.

From the fact that βk ≥ γαk, we get

f(xk) − f(xk+1) ≥ cκγ

Up
αk∥qg

k∥2 ≥
cκγϵ2

g

Up
αk. (4.10)

Meanwhile, successful Low-Eval iterations k ∈ ISL achieve sufficient decrease,

f(xk) − f(xk+1) ≥ ρ(αk). (4.11)

Note that in Full-Eval unsuccessful iterations k ∈ IUF neither xk nor αk changes.
Hence, given that for unsuccessful Low-Eval iterations (IUL) the function does not decrease,

we can sum from 0 to k ∈ ISF ∪ IUF ∪ ISL the inequalities (4.10) and (4.11) to obtain

f(x0) − f(xk+1) ≥
∑

k∈ISF

(f(xk) − f(xk+1)) +
∑

k∈ISL

(f(xk) − f(xk+1))

≥
cκγϵ2

g

Up

∑
k∈ISF

αk +
∑

k∈ISL

ρ(αk).

By the boundedness (from below) of f , we conclude that the series are summable, which implies
that limk∈ISF

αk = 0 and limk∈ISL
ρ(αk) = 0. Since α remains unchanged during unsuccessful

Full-Eval steps, and under Assumption 4.5, it follows that limk∈ISF ∪IUF ∪ISL
αk = 0.

It remains to consider the iterations in IUL. For each k ∈ IUL corresponding to an unsuc-
cessful Low-Eval iteration, consider the previous iteration k′ = k′(k) ∈ ISL ∪ IUF ∪ ISL with
k′ < k (k′ could be zero). The direct-search stepsize can then be written as αk = θk−k′

αk′ . Since
k′ → ∞ and τ ∈ (0, 1), one obtains αk → 0 for all k ∈ IUL.

We have thus proved that αk goes to zero for all k. Since αk is only decreased in unsuccessful
Low-Eval iterations, there must be an infinite subsequence of those. From the boundedness of
the sequence of iterates, one can extract a subsequence K of that subsequence satisfying the
statement of the lemma. □
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As in the unconstrained case, convergence results are established using the notion of gener-
alized Clarke-Jahn derivative [9] at x along a direction d. In Theorem 4.2, we show that there
exists a limit point which is Clarke-Jahn stationary, provided the so-called refining directions
are dense in the tangent cone.

Theorem 4.2 Let Assumption 4.5 hold. Assume that the sequence of iterates {xk} is bounded.
Let the function f be Lipschitz continuous around the point x∗ defined in Lemma 4.2. Let the
set of limit points of {

dk

∥dk∥
, dk ∈ Dk, k ∈ K

}
(4.12)

be dense in the tangent cone T (x∗), where K ⊂ IUL is given in Lemma 4.2.
Then, x∗ is a Clarke-Jahn stationary point, i.e., f◦(x∗; d) ≥ 0 for all normalized d in T (x∗).

Proof. The proof follows standard arguments in [2, 3, 34]. Let d̄ be a limit point of (4.12),
identified for a certain subsequence L ⊆ K. Then, from the basic properties of the generalized
Clarke-Jahn derivative, and k ∈ L,

f◦(x∗; d̄) = lim sup
xk → x∗, xk ∈ F

αk ↓ 0, xk + αkd̄ ∈ F

f(xk + αkd̄) − f(xk)
αk

≥ lim sup
xk → x∗, xk ∈ F

αk ↓ 0, xk + αkdk ∈ F

{
f(xk + αkdk) − f(xk)

αk
− L∗

f ∥dk − d̄∥
}

= lim sup
xk → x∗, xk ∈ F

αk ↓ 0, xk + αkdk ∈ F

{
f(xk + αkdk) − f(xk)

αk
+ ρ(αk)

αk

}
,

where L∗
f is the Lipschitz constant of f around x∗. Since k ∈ L are unsuccessful Low-Eval

iterations, it follows that f(xk + αkdk) > f(xk) − ρ(αk) which implies that

lim sup
xk → x∗, xk ∈ F

αk ↓ 0, xk + αkdk ∈ F

f(xk + αkdk) − f(xk) + ρ(αk)
αk

≥ 0.

From this and Assumption 4.5, we obtain f◦(x∗; d̄) ≥ 0. Given the continuity of f◦(x∗; ·), one
has for any d ∈ T (x∗) such that ∥d∥ = 1, f◦(x∗; d) = limd̄→d f◦(x∗; d̄) ≥ 0. □

4.3 More on the smooth case (use of finite difference gradients)

Let us return to the smooth case to clarify the imposition of Assumption 4.4. Such an assumption
is related to the satisfaction of the so-called criticality step in DFO trust-region methods [11, 12]
based on fully linear models. In the context of Algorithm 2, those models correspond to an
approximate gradient gk built from finite differences.

The i-th component of the forward FD approximation of the gradient at xk is defined as

[∇hk
f(xk)]i = f(xk + hkei) − f(xk)

hk
, i = 1, . . . , n, (4.13)
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where hk is the finite difference parameter and ei ∈ Rn is the i-th canonical vector. Computing
such a gradient approximation costs n function evaluations per iteration, and it is implicitly
assumed that such evaluations can be made. By using a Taylor expansion, the error in the
finite-differences gradient (in the smooth and noiseless setting) can be shown [12] to satisfy

∥∇f(xk) − ∇hk
f(xk)∥ ≤ 1

2
√

n L hk. (4.14)

It becomes then clear that one way to ensure Assumption 4.4 in practice, when gk =
∇hk

f(xk), is to enforce hk ≤ u′
g∥qhk

k ∥, where qhk
k = PF [xk − ∇hk

f(xk)] − xk for some u′
g > 0, in

which case ug = 1
2
√

n L u′
g. Enforcing such a condition is expensive but can be rigorously done

through a criticality-step type argument (see Algorithm 4).

Algorithm 4 Criticality step: Performed if hk > u′
g

∥∥∥qhk
k

∥∥∥
Input: hk, qhk

k

(0)
= qhk

k , and ω ∈ (0, 1). Let j = 0.
Output: qhk

k = qhk
k

(j)
and hk.

1: While hk > u′
g

∥∥∥∥qhk
k

(j)
∥∥∥∥ Do

2: Set j = j + 1 and hk = ωju′
g

∥∥∥∥qhk
k

(0)
∥∥∥∥.

3: Compute ∇hk
f(xk) using (4.13) and set qhk

k

(j)
= PF [xk − ∇hk

f(xk)] − xk

Proposition 4.1 shows that Algorithm 4 terminates in a finite number of steps.

Proposition 4.1 Let Assumption 4.2 hold. If ∥qk∥ > 0, then Algorithm 4 terminates in finitely
many iterations by computing hk such that the condition hk ≤ u′

g∥qhk
k ∥ is satisfied.

Proof. Let us suppose that the algorithm loops infinitely. Then, for all j ≥ 1, using Step 2
and the satisfaction of the while–condition in Step 1,

∥qhk
k

(j)
∥ ≤ ωj∥qhk

k

(0)
∥. (4.15)

On the other hand, for all j ≥ 1, the FD bound (4.14), followed by Step 2, gives us

∥∇f(xk) − ∇hk
f(xk)(j)∥ ≤ 1

2
√

nL ωju′
g∥qhk

k

(0)
∥. (4.16)

Hence, using (4.15)–(4.16), we have

∥qk∥ ≤ ∥qk − qhk
k

(j)
∥ + ∥qhk

k

(j)
∥ ≤ ∥∇f(xk) − ∇hk

f(xk)(j)∥ + ∥qhk
k

(j)
∥

≤ ∥∇f(xk) − ∇hk
f(xk)(j)∥ + ωj∥qhk

k

(0)
∥

≤
(√

nLu′
g

2 + 1
)

ωj∥qhk
k

(0)
∥,

where the second inequality on the first line comes from the [non-expansiveness of orthogonal
projection. By taking limits (and noting that ω ∈ (0, 1)), we conclude that qk = 0, which yields
a contradiction. □
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5 Numerical Setup

In this section, we will first present our implementation choices for the Full-Low Evaluation
linearly constrained method. The complete MATLAB implementation is available on GitHub2.
The repository includes all the necessary algorithms and testing scripts. The numerical environ-
ment of our experiments is also introduced (other methods/solvers tested, test problems chosen,
and performance profiles). The tests were run using MATLAB R2019b on an Asus Zenbook
with 16GB of RAM and an Intel Core i7-8565U processor running at 1.80GHz.

5.1 Practical Full-Eval implementation

In this section, we present a detailed discussion of the implementation of the
Full-Low Evaluation algorithm in the linearly constrained case. Building upon the principles
used in the unconstrained case, we introduce a direction pk that leverages second-order infor-
mation for faster convergence. Specifically, we define pk = WHkW ⊤gk, where Hk represents
an approximation of the inverse Hessian using the Broyden-Fletcher-Goldfarb-Shanno (BFGS)
quasi-Newton update [8, 15, 17, 32], as described in Algorithm 5. Here, W ∈ Rn×(n−m) denotes
an orthonormal basis for the null space of matrix A. Notably, due to the positive definiteness
of Hk, it follows that WHkW ⊤ is also positive definite.

Using WHkW ⊤gk instead of Hkgk offers two significant advantages. Firstly, the resulting
value of xk − pk automatically satisfies the equality constraints, since

A(xk − WHkW ⊤gk) = b − AW (HkW ⊤gk) = b.

Secondly, using this direction allows us to compute W ⊤gk rather than directly calculating gk,
thus reducing the computational cost of finite differences from n to n − m function evaluations.
Indeed, the forward finite-differences approximation can be reduced to the null space of the
linear equality constraints:

[W ⊤gk]i = f(xk + hkwi) − f(xk)
hk

, for i = 1, . . . , n − m, (5.1)

where hk is the finite difference parameter, and wi ∈ Rn is the i-th column vector of W . In the
numerical experiments, the parameter hk is set to the square root of Matlab’s machine precision.

Our Full-Eval line-search iteration is described in Algorithm 5, which includes BFGS up-
dates for the inverse Hessian approximation Hk using (5.4). Here, jk refers to the previous
Full-Eval iteration, and sk and yk are given in (5.3). Notably, in the non-convex case, the
inner product s⊤

k yk cannot be ensured to be positive. To maintain the positive definiteness of
the matrix Hk, we skip the BFGS update if s⊤

k yk ≥ ϵc∥sk∥∥yk∥ is not satisfied, with ϵc ∈ (0, 1)
being independent of k. In our implementation, we use ϵc = 10−10.

The line search follows the backtracking scheme described in Algorithm 2, using standard
values β̄ = 1 and τ = 0.5. A key feature of our Full-Low Evaluation methodology that led to
rigorous results (see the proof of Lemma 4.2) is to stop the line search once condition (3.3) is
violated. In our implementation, we use:

γ = 1, ρ(αk) = min(γ1, γ2α2
k), with γ1 = γ2 = 10−5. (5.2)

2https://github.com/sohaboumaima/FLE

14

https://github.com/sohaboumaima/FLE


For k = 0, we perform a backtracking line search using p0 = −WW ⊤g0 (and update t1
and x1) as in Algorithm 2 (with constants as in Algorithm 5). The initialization of H0 is done
as follows: If t1 = Full-Eval, then we set H0 = (y⊤

0 s0)/(y⊤
0 y0)I, in an attempt to make the

size of H0 similar to that of ∇2f(x0)−1 [29]. However, if t1 = Low-Eval, we set H0 = I.

Algorithm 5 Full-Eval Iteration: BFGS with FD Gradients
Input: Iterate xk with k ≥ 1. Information (xjk

, gjk
, Hjk

) from the previous Full-Eval itera-
tion jk (if k > 0). Backtracking parameters β̄ > 0 and τ ∈ (0, 1). Other parameters ϵc, γ, γ1 > 0.
Output: tk+1 and (xk+1, Hk, gk). Return the number nbk of backtrack attempts.

1: Compute the FD gradient W ⊤gk = W ⊤∇hk
f(xk) using (5.1).

2: Set
sk = xk − xjk

and yk = gk − gjk
. (5.3)

3: If s⊤
k yk ≥ ϵc∥sk∥∥yk∥, set

Hk =
(

I − sky⊤
k

y⊤
k sk

)
Hjk

(
I − yks⊤

k

y⊤
k sk

)
+ sks⊤

k

y⊤
k sk

. (5.4)

4: Else, set Hk = Hjk
.

5: Compute the direction −WHkW ⊤gk.
6: Perform a backtracking line-search and update tk+1 and xk+1 as in Algorithm 2.

5.2 Low-Eval implementation

We now elaborate on our implementation of Algorithm 3, and more precisely on the calculation
of the polling sets. Our algorithm uses positive generators of the approximate tangent cones
described in Section 2.2. By describing an approximate tangent cone as a conic hull of a finite
set of vectors, we can then use those vectors as (feasible) directions.

The problem of finding such positive generators from a description of the cone through
linear inequalities has attracted significant research in computational geometry, and is sometimes
referred to as the representation conversion problem [27]. Recent advances in linearly constrained
optimization have featured off-the-shelf softwares to compute those generators [4]. We follow here
a popular approach in the direct-search community [26], that splits the problem of computing
positive generators in two cases. In the first case, we are able to leverage the description of the
approximate normal cone through positive generators given by (2.5) to directly define that of
the approximate tangent cone. In the second case, we compute positive generators for a subset
of the cone, and positive generators of the tangent cone are then obtained by considering the
union of all these sets for all possible subsets of columns that yield a full row rank matrix [30].
One drawback of this strategy is that it leads to combinatorial explosion in the subsets of
columns that must be considered and the number of positive generators that are obtained. For
this reason, several implementations [21, 26] have relied on the double description method from
computational geometry [16]. This technique can significantly reduce the number of generators
that are used to describe the approximate tangent cone, in the minority of cases where it is
needed on standard test problems [26].

Our implementation is that of a probabilistic variant of the aforementioned approach pro-
posed by Gratton et al. [19], in which the approximate tangent cone is decomposed into a
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subspace part and a pointed cone part (i.e. a cone that does not contain a straight line). Given
a set of generators for the approximate tangent cone, we can then replace the subset related to
the subspace by a direction drawn uniformly at random within that subspace and its negative,
while we can randomly sample a fraction of the other generators corresponding to the pointed
cone part. Such an approach reduces the number of polling directions even further, while being
endowed with almost-sure convergence guarantees [19, Proposition 7.1]. Our implementation
follows that of the dspfd MATLAB code [19], that uses its own implementation of the double
description method.

5.3 Classes of problems tested and profiles used

Evaluating optimization methods crucially involves assessing their performance across diverse
scenarios. In pursuit of this, we perform experiments on smooth, noisy, and non-smooth prob-
lems. For each category, the test set is classified into three distinct classes, namely bound
constrained problems, general linearly constrained problems, and problems with at least one
linear inequality constraint. Detailed dimensions and inequality counts for each problem are
provided in the Appendix for reference.

For smooth bound constrained problems, we selected 41 instances from the CUTEst library.
The dimensions of these instances range from 2 to 20, and the number of bounds varies between 1
and 40. The relevant details are summarized in Table 1. In the context of smooth general linearly
constrained problems, we consider a comprehensive set of 76 CUTEst problems. Each of these
problems involves at least one linear constraint, which is not a bound on the variable. The
dimensions vary from 2 to 24, and in cases where linear inequalities are present, their count
ranges from 1 to 2000. A detailed overview of these general constrained problems can be found
in Tables 2 to 3.

To investigate the behavior of the optimization solvers on noisy functions, we conduct ex-
periments using perturbed versions of the aforementioned problems. Following the approach
of [28], the perturbed functions are formulated as f(x) = ϕ(x)(1 + ξ(x)), where ϕ represents
the original smooth function. In this case, ξ(x) is a realization of a uniform random variable
U(−ϵf , ϵf ). These noisy functions provide valuable insights into the robustness of optimization
algorithms in practical scenarios.

For the non-smooth problems, we transformed the smooth problem set by incorporating
ℓ1 penalties into the objective function. This conversion involved relocating some of the con-
straints to the objective function. To create such non-smooth constrained problems, we consid-
ered problems with both bounds and general linear constraints, and moved either the general
linear constraints or the bounds into the objective function. As a result of this transformation,
we generated a total of 52 bound constrained problems and 107 problems with general linear
constraints, out of which 52 included at least one inequality constraint. Comprehensive details
about these problems are presented in Tables 4 to 6. In generating general linearly constrained
optimization problems, we adopt a method where we penalize only the first portion of the bound
constraints in certain cases. This prevents the outcome from being dominated solely by linear
equality or inequality constraints. We denote this category as ”1/2B” in the tables for ease of
reference.

As an illustrative example, let us consider the transformation of problem LSQFIT. The
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original problem is formulated as follows:

min
x,y

5∑
i=1

(aix + y − bi)2

s.t. x + y ≤ 0.85
x ≥ 0,

(5.5)

where a = [0.1, 0.3, 0.5, 0.7, 0.9] and b = [0.25, 0.3, 0.625, 0.701, 1.0]. After the transformation,
the problem becomes:

min
x,y

5∑
i=1

(aix + y − bi)2 + λ|x + y − 0.85|

s.t. x ≥ 0,

(5.6)

where λ represents the penalty parameter. By incorporating the ℓ1 penalty term, we effectively
convert the original constrained problem into a non-smooth bound constrained problem, enabling
the exploration of optimization algorithms in scenarios involving non-smooth objective functions
and bound constraints.

Having outlined the landscape of our test problems, we now shift our focus to the metric
employed for comparative evaluation. Here, we introduce performance profiles as a tool to gauge
optimization solvers’ effectiveness. As outlined in [14], these profiles provide a mean of assessing
the performance of a designated set of solvers S across a given set of problems P. They are a
visual tool where the highest curve corresponds to the solver with the best overall performance.
Let tp,s > 0 be a performance measure of the solver s ∈ S on the problem p ∈ P, which in our
case was set to the number of function evaluations. The curve for a solver s is defined as the
fraction of problems where the performance ratio is at most α,

ρs(α) = 1
|P|

size {p ∈ P : rp,s ≤ α} ,

where the performance ratio rp,s is defined as

rp,s = tp,s

min{tp,s : s ∈ S}
.

The convention rp,s = +∞ is used when a solver s fails to satisfy the convergence test for
problem p. The convergence test used is

f(x0) − f(x) ≥ (1 − τ)(f(x0) − fL), (5.7)

where τ > 0 is a tolerance, x0 is the starting point for the problem, and fL is computed for
each problem p ∈ P as the smallest value of f obtained by any solver within a given number of
function evaluations. Solvers with the highest values of ρs(1) are the most efficient, and those
with the highest values of ρs(α), for large α, are the most robust.
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6 Numerical Results

6.1 Smooth problems

Bound constrained problems

Analyzing Figure 1, one observes that Full-Low Evaluation (red curve) demonstrates the best
performance in terms of efficiency (as indicated by the highest curve at a ratio of 1). It is
closely followed by pure Full-Eval (magenta curve), with NOMAD ranking third. However, when
considering robustness, NOMAD (black curve) outperforms the others, while our method ranks
second, making it the best overall.
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Figure 1: Performance profiles with τ = 10−3, 10−5 of the 4 solvers: dspfd: probabilistic direct search
based on feasible direction, constFLE: constrained Full-Low Evaluation, NOMAD, and constBFGS:
constrained Full-Eval. The test set contains 41 bound constrained problems from the CUTEst library.

Linearly constrained problems

On general linear equality problems, Figure 2 illustrates that our method outperforms the three
solvers in terms of both efficiency and robustness. Pure Full-Eval comes second in terms of
efficiency, while pure Low-Eval performs exceptionally well in terms of robustness and ranks
second for that metric. On the other hand, NOMAD exhibits lower performance due to its limited
handling of linear equality constraints, which are present in some of the problems.

Figure 3 provides a more specific comparison of the four solvers on the subset of problems
that contain at least one inequality constraint. Even in this context, Full-Low Evaluation
demonstrates the best performance, followed by Low-Eval and then Full-Eval. It is worth
noting that NOMAD shows improved performance compared to the previous experiment given the
lack of equality constraints.
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Figure 2: Performance profiles with τ = 10−3, 10−5 of the 4 solvers: dspfd: probabilistic direct search
based on feasible direction, constFLE: constrained Full-Low Evaluation, NOMAD, and constBFGS:

constrained Full-Eval. The test set contains 76 problems with general linear constraints from
the CUTEst library.
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Figure 3: Performance profiles with τ = 10−3, 10−5 of the 4 solvers: dspfd: probabilistic direct search
based on feasible direction, constFLE: constrained Full-Low Evaluation, NOMAD, and constBFGS:
constrained Full-Eval. The test set contains 40 problems with at least one inequality constraint from

the CUTEst library.
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6.2 Non-smooth problems

Bound constrained problems

Figure 4 displays the results obtained from testing non-smooth bound constrained problems.
Full-Low Evaluation is here the most efficient solver, while Full-Eval takes the second spot
for both low and high accuracy. Meanwhile, NOMAD showcases the best robustness. This observed
ranking of solvers in the bound constrained setting remains consistent even with the introduction
of the non-smooth regularization.
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Figure 4: Performance profiles with τ = 10−3, 10−5 of the 4 solvers: dspfd: probabilistic direct search
based on feasible direction, constFLE: constrained Full-Low Evaluation, NOMAD, and constBFGS:

constrained Full-Eval. The test set contains 52 non-smooth bound constrained problems.
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Linearly constrained problems

In Figure 5, we present the results on general non-smooth problems. One can see that the
Full-Low Evaluation curve is above all, followed by Full-Eval and Low-Eval, then NOMAD.
As with the smooth case, employing Full-Low Evaluation yields better results than using
individual steps alone, providing further confirmation of the effectiveness of our approach.

Furthermore, even within this context, NOMAD faces challenges posed by equality constraints.
However, upon their removal as shown in Figure 9, NOMAD demonstrates improved robustness
compared to Full-Eval.
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Figure 5: Performance profiles with τ = 10−3, 10−5 of the 4 solvers: dspfd: probabilistic direct search
based on feasible direction, constFLE: constrained Full-Low Evaluation, NOMAD, and constBFGS:

constrained Full-Eval. The test set contains 107 non-smooth general linear equality constraints.

6.3 Noisy functions

Bound constrained problems

In this context, NOMAD demonstrates the performance in terms of efficiency and robustness.
Referring to Figure 7, we can see that the curve corresponding to Full-Low Evaluation is
between the Full-Eval and Low-Eval curves. Such results are conform to observations made
in the unconstrained case [6], especially for low accuracy. This correspondence arises from
Full-Eval performing poorly when h is equal to the square root of machine precision. Note that
Full-Low Evaluation is able to outperform Low-Eval for high accuracy in term of robustness.

Linearly constrained problems

When tested on general linear equality constrained problems, pure Low-Eval (probabilistic di-
rect search) stands out as the most efficient solver, followed by Full-Low Evaluation which
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Figure 6: Performance profiles with τ = 10−3, 10−5 of the 4 solvers: dspfd: probabilistic direct search
based on feasible direction, constFLE: constrained Full-Low Evaluation, NOMAD, and constBFGS:

constrained Full-Eval. The test set contains 52 non-smooth problems with at least one inequality
constraint from the CUTEst library.

demonstrates superior robustness. Conversely as observed in Figure 8, NOMAD experiences a per-
formance decline similar to observations in both smooth and non-smooth cases. Figure 9 sheds
light on problems featuring linear inequalities. Notably, in this context, NOMAD’s performance
stands on par with Full-Eval, and it even surpasses it, especially under conditions demanding
higher accuracy.

7 Conclusions

We have proposed an instance of the Full-Low Evaluation framework tailored to the presence
of bound and linear constraints, by combining projected BFGS steps with probabilistic direct-
search steps within approximate tangent cones. The result method is equipped with similar
guarantees than in the unconstrained case. In addition, its performance has been validated in
linearly constrained problems with smooth, non-smooth, and noisy objectives. Those experi-
ments overall suggest that our algorithm is able to get the best of both worlds, and improve
over existing algorithms that do not combine Full-Eval and Low-Eval steps.

Other variants of the Full-Low Evaluation framework may be able to improve on our cur-
rent implementation. In particular, one could rely on trust-region steps as Full-Eval, while
one- or two-point feedback feasible approaches that have been proposed more generally in the
convexly constrained setting. In fact, extending the Full-Low Evaluation framework to non-
linear, convex constraints is a natural continuation of our work, which may benefit from existing
results in feedback methods as well as mature theory regarding projected gradient techniques.
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Figure 7: Performance profiles with τ = 10−1, 10−3 of the 4 solvers: dspfd: probabilistic direct search
based on feasible direction, constFLE: constrained Full-Low Evaluation, NOMAD, and constBFGS:

constrained Full-Eval. The test set contains 41 noisy bound constrained problems.
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[28] J. Moré and S. M. Wild. Benchmarking derivative-free optimization algorithms. SIAM J.
Optim., 20:172–191, 2009.

[29] J. Nocedal and S. J. Wright. Numerical Optimization. Springer-Verlag, Berlin, second
edition, 2006.

[30] C. J. Price and I. D. Coope. Frames and grids in unconstrained and linearly constrained
optimization: a nonsmooth approach. SIAM J. Optim., 14:415–438, 2003.

[31] L. M. Rios and N. V. Sahinidis. Derivative-free optimization: A review of algorithms and
comparison of software implementations. J. Global Optim., 56:1247–1293, 2013.

[32] D. F. Shanno. Conditioning of quasi-Newton methods for function minimization. Math.
Comp., 24:647–656, 1970.

[33] H.-J. M. Shi, M. Q. Xuan, F. Oztoprak, and J. Nocedal. On the numerical performance
of finite-difference-based methods for derivative-free optimization. Optim. Methods Softw.,
38:289–311, 2023.
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Appendix A List of Problems

Name Size Bounds
chenhark 10 10

explin 12 24
harkerp2 10 10
hatfldb 4 5

hs3 2 1
hs4 2 2

maxlika 8 16
ncvxbqp1 10 20

oslbqp 8 11
pspdoc 4 1
weeds 3 4
camel6 2 4

eg1 3 4
cvxbqp1 10 20

Name Size Bounds
explin2 12 24
hart6 6 12

himmelp1 2 4
hs2 2 1

hs3mod 2 1
hs5 2 4

mccormck 10 20
ncvxbqp2 10 20
palmer1a 6 2
palmer4a 6 2
qrtquad 12 12
simbqp 2 2

yfit 3 1
expquad 12 24

Name Size Bounds

hatflda 4 4
hs1 2 1
hs38 4 8
hs45 5 10
hs110 10 20
logros 2 2

mdhole 2 1
ncvxbqp3 10 20
palmer2b 4 2
palmer5b 9 2
probpenl 10 20

s368 8 16
sineali 20 40

Table 1: Bound constrained problems.

Name Size Bounds LE
aug2d 24 0 9

bt3 5 0 3
hs28 3 0 1
hs49 5 0 2
hs51 5 0 3

cvxqp2 10 20 2
fccu 19 19 8

hs041 4 8 1
hs54 6 12 1
hs62 3 6 1

ncvxqp1 10 20 5
ncvxqp3 10 20 5
ncvxqp5 10 20 2

fits 10 10 6
portfl2 12 24 1
portfl4 12 24 1

reading2 9 14 4
sosqp2 20 40 11

Name Size Bounds LE
genhs28 10 0 8

hs9 2 0 1
hs48 5 0 2
hs50 5 0 3
hs52 5 0 3

cvxqp1 10 20 5
degenlpa 20 40 15

hong 4 8 1
hs53 5 10 3
hs55 6 8 6
hs112 10 10 3

ncvxqp2 10 20 5
ncvxqp4 10 20 2
ncvxqp6 10 20 2
portfl1 12 24 1
portfl3 12 24 1
portfl6 12 24 1
sosqp1 20 40 11

Table 2: Linear equality constrained problems.
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Name Size Bounds LE LI
avgasa 8 16 0 10
biggsc4 4 8 0 7
dualc2 7 14 1 228
expfitb 5 0 0 102
hatfldh 4 8 0 7
hs118 15 30 0 17

hs21mod 7 8 0 1
hs268 5 0 0 5

hs35mod 3 4 0 1
hs36 3 6 0 1
hs44 4 4 0 6
hs76 4 4 0 3
hs86 5 5 0 10
lsqfit 2 1 0 1
oet3 4 0 0 1002

simpllpa 2 2 0 2
sipow1 2 0 0 2000
sipow2 2 0 0 2000
sipow3 4 0 0 2000

stancmin 3 3 0 2

Name Size Bounds LE LI
tfi2 3 0 0 101

avgasb 8 16 0 10
dualc1 9 18 1 214
dualc5 8 16 1 277
expfita 5 0 0 22
expfitc 5 0 0 502
hs105 8 16 0 1
hs21 2 4 0 1
hs24 2 2 0 3
hs35 3 3 0 1
hs37 3 6 0 2

hs44new 4 4 0 6
hubfit 2 1 0 1
oet1 3 0 0 1002

pentagon 6 0 0 15
simpllpb 2 2 0 3
sipow1m 2 0 0 2000
sipow2m 2 0 0 2000
sipow4 4 0 0 2000

zecevic2 2 4 0 2

Table 3: Linear inequality constrained problems.
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Name Pen. Const

avgasa LI
biggsc4 LI
dualc2 LE & LI
hatfldh LI
hs118 LI
hs21mod LI
hs35mod LI
hs36 LI
hs44 LI
hs76 LI
hs86 LI
lsqfit LI
simpllpa LI
stancmin LI
avgasb LI
dualc1 LE & LI
dualc5 LE & LI

Name Pen. Const

hs105 LI
hs21 LI
hs24 LI
hs35 LI
hs37 LI
hs44new LI
hubfit LI
simpllpb LI
zecevic2 LI
cvxqp2 LE
fccu LE
hs41 LE
hs54 LE
hs62 LE
ncvxqp1 LE
ncvxqp3 LE
ncvxqp5 LE

Name Pen. Const
odfits LE
portfl2 LE
portfl4 LE
reading2 LE
sosqp2 LE
cvxqp1 LE
degenlpa LE
hong LE
hs53 LE
hs55 LE
hs112 LE
ncvxqp2 LE
ncvxqp4 LE
ncvxqp6 LE
portfl1 LE
portfl3 LE
portfl6 LE
sosqp1 LE

Table 4: Non-smooth bound constrained problems.

Name Pen. Const
dualc2 LI
dualc1 LI
dualc5 LI
cvxqp2 B
cvxqp2 1/2 B
fccu B
fccu 1/2 B
hs41 B
hs41 1/2 B
hs54 B
hs54 1/2 B
hs62 B
hs62 1/2 B
ncvxqp1 B
ncvxqp1 1/2 B
ncvxqp3 B
ncvxqp3 1/2 B
ncvxqp5 B
ncvxqp5 1/2 B

Name Pen. Const

odfits B
odfits 1/2 B
portfl2 B
portfl2 1/2 B
portfl4 B
portfl4 1/2 B
reading2 B
reading2 1/2 B
sosqp2 B
sosqp2 1/2 B
cvxqp1 B
cvxqp1 1/2 B
degenlpa B
degenlpa 1/2 B
hong B
hong 1/2 B
hs53 B
hs53 1/2 B

Name Pen. Const

hs55 B
hs55 1/2 B
hs112 B
hs112 1/2 B
ncvxqp2 B
ncvxqp2 1/2 B
ncvxqp4 B
ncvxqp4 1/2 B
ncvxqp6 B
ncvxqp6 1/2 B
portfl1 B
portfl1 1/2 B
portfl3 B
portfl3 1/2 B
portfl6 B
portfl6 1/2 B
sosqp1 B
sosqp1 1/2 B

Table 5: Non-smooth linear equality constrained problems.
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Name Pen. Const

avgasa B
avgasa 1/2 B
biggsc4 B
biggsc4 1/2 B
dualc2 B
dualc2 LE
hatfldh B
hatfldh 1/2 B
hs118 B
hs118 1/2 B
hs21mod B
hs21mod 1/2 B
hs35mod B
hs35mod 1/2 B
hs36 B
hs36 1/2 B
hs44 B

Name Pen. Const
hs44 1/2 B
hs76 B
hs76 1/2 B
hs86 B
hs86 1/2 B
lsqfit B
lsqfit 1/2 B
simpllpa B
simpllpa LE
stancmin B
stancmin 1/2 B
avgasb B
avgasb 1/2 B
dualc1 B
dualc1 LE
dualc5 B
dualc5 LE
hs105 B

Name Pen. Const

hs105 1/2 B
hs21 B
hs21 1/2 B
hs24 B
hs24 1/2 B
hs35 B
hs35 1/2 B
hs37 B
hs37 1/2 B
hs44new B
hs44new 1/2 B
hubfit B
hubfit 1/2 B
simpllpb B
simpllpb 1/2 B
zecevic2 B
zecevic2 1/2 B

Table 6: Non-smooth linear inequality constrained problems.
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