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Do quantum correlations lead to better performance with respect to several different systems working inde-
pendently? For quantum thermal machines, the question is whether a working medium (WM) made of N
constituents exhibits better performance than N independent engines working in parallel. Here, by inspect-
ing a microscopic model with the WM composed by two non-interacting quantum harmonic oscillators, we
show that the presence of a common environment can mediate non-trivial correlations in the WM leading to
better quantum heat engine performance—maximum power and efficiency— with respect to an independent
configuration. Furthermore, this advantage is striking for strong dissipation, a regime in which two indepen-
dent engines cannot deliver any useful power. Our results show that dissipation can be exploited as a useful
resource for quantum thermal engines, and are corroborated by optimization techniques here extended to
non-Markovian quantum heat engines.

I. INTRODUCTION

On the road to the development of quantum technolo-
gies1, a fundamental question is whether quantum cor-
relations between the constituents of a system can im-
prove performances2. (for instance, the qubits in a quan-
tum computer). In the context of quantum thermal ma-
chines 3–20, the question can be posed as follows: can
a working medium (WM) made of N constituents show
better performances than N independent engines work-
ing in parallel? Furthermore, can unavoidable dissipation
be exploited to improve machine performance or does it
only play a detrimental role? Even though previous in-
vestigations remarkably found parameter regions where
a positive answer21–34, even related to damping induced
phenomena35–46 can be given, a complete picture has not
yet been achieved. In this work, we show that a quantum
heat engine where the working medium is composed by
two non-interacting quantum harmonic oscillators, con-
nected to common baths – see Fig. 1(a) – via periodically
modulated couplings47–49, exhibits an improvement in
performance due to bath-mediated correlations35,37 with
respect to the case of two independent single-oscillator
engines working in parallel – see Fig. 1(b). This effect is
striking in the case of strong dissipation, when one would
naively expect overdamped dynamics and poor perfor-
mance of the engine. While this is the case for indepen-
dent machines, for which the engine operating regime
disappears, the presence of common baths sustains in-
stead efficiency and power of the engine. We explain this
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FIG. 1. Sketch of the dynamical quantum heat engines under
study. The external driving of the machine occurs through
generic periodic modulations of the couplings with one reser-
voir. (a) Two quantum harmonic oscillators, with frequencies
ωA and ωB , are in contact with two common thermal reser-
voirs at temperatures Tν , with ν = 1, 2. The WM exchanges
heat currents Jν with the reservoirs and total power P gen-
erated by an external drive that periodically modulates the
weak coupling with the ν = 1 reservoir (dashed lines). The
ν = 2 WM-bath coupling is static and much stronger (solid
lines). (b) Two uncoupled oscillators in the same configu-
ration as in Panel (a) but now in contact with independent
thermal reservoirs. Here, no correlations are mediated by the
baths, and the quantum thermal machine consists of indepen-
dent two-terminal devices working in parallel.

surprising result in terms of the appearance, at strong
damping, of a frequency– and phase–locked mode50–53, in
which the oscillators have a common frequency and oscil-
late in phase opposition. This normal mode turns out to
be only weakly damped, with a damping time increasing
with the dissipation strength. Our results are first illus-
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trated in the case of monochromatic drives, and then cor-
roborated optimizing over arbitrary periodic drivings by
means of a gradient optimization methods (a technique
at the heart of many machine learning problems54–61),
without any a priori assumption on the shape or speed
of the drivings. Furthermore, we characterize the heat
engine performance in terms of both efficiency and ex-
tracted power. These quantities cannot be simultane-
ously optimized: indeed, high power engines typically ex-
hibit a low efficiency, and vice-versa. We thus employ the
concept of the Pareto front62, recently employed in the
context of quantum thermodynamics54,57,58,63–65, to find
optimal tradeoffs between the power and the efficiency
of the engine. Our calculations of the Pareto front ex-
tend the optimization approach to non-Markovian quan-
tum thermodynamics, beyond the standard Lindblad ap-
proximation. Finally, we have investigated whether there
is a relationship between collective advantage and the
establishment of non-classical correlations between the
two quantum harmonic oscillators (QHOs), focusing on
the logarithmic negativity 37,66–71 as a measure of en-
tanglement. While we could not find a direct connec-
tion between entanglement and collective advantage, we
obtained as an interesting byproduct a protocol to mea-
sure entanglement via a small number of measurements
of thermodynamic quantities, more precisely of the out-
put work at specific operating conditions, instead of a full
quantum tomography to reconstruct the density matrix
of the system.

II. GENERAL SETTING AND THERMODYNAMIC
OBSERVABLES

A. Model

We consider a quantum thermal machine, where the
WM is in contact with two thermal reservoirs ν = 1, 2
respectively at temperatures T1 and T2. The WM is com-
posed of two uncoupled (no direct coupling) QHOs, la-
belled l = A,B, as sketched in Fig. 1(a). This config-
uration with common environments, dubbed joint, will
be compared with the one sketched in Fig. 1(b), where
two independent QHOs work in parallel with separate
baths. The WM-bath couplings with the ν = 1 reservoir
are assumed weak and governed by a time–dependent pe-

riodic modulation47–49 g
(l)
1 (t) = g

(l)
1 (t + T ) with period

T = 2π/Ω. On the other hand, the couplings with the

ν = 2 reservoir are static, g
(l)
2 = 1. Coupling modulation

can be suitably engineered to perform thermodynamic
tasks47–49, and here we shall focus on the heat engine
working mode.

The total Hamiltonian is (we set h̄ = kB = 1)72

H(t) =
∑

l=A,B

Hl +
∑

ν=1,2

[
Hν +H

(t)
int,ν

]
, (1)

where the Hamiltonian of the l-th QHO reads Hl =

p2
l

2m + 1
2mω2

l x
2
l , with the two QHOs having different char-

acteristic frequencies ωA and ωB . The reservoirs are
modelled in the Caldeira-Leggett framework73–76 as a col-
lection of independent harmonic oscillators

Hν =
+∞∑

k=1

(
P 2
k,ν

2mk,ν
+

1

2
mk,νω

2
k,νX

2
k,ν

)
. (2)

A bilinear coupling in the WM and bath position oper-

ators, weighted by the driving controls g
(l)
ν (t), describes

the WM-reservoir interactions

H
(t)
int,ν =

∑

l=A,B

+∞∑

k=1

[
− g(l)ν (t)c

(l)
k,νxlXk,ν

+
(g

(l)
ν (t)c

(l)
k,ν)

2

2mk,νω2
k,ν

x2
l +

g
(l)
ν (t)g

(l̄)
ν (t)c

(l)
k,νc

(l̄)
k,ν

2mk,νω2
k,ν

xlxl̄

]
, (3)

where we introduced the convention according to which

if l = A then l̄ = B, and vice versa. The factors c
(l)
k,ν

represent the coupling between the l-th QHO and the
k-th mode of the ν-th reservoir. In the following we as-
sume that the couplings with the bath ν = 2 are much
stronger than those with the bath ν = 1. Without loss of
generality, we also choose for the bath ν equal couplings

c
(A)
k,ν = c

(B)
k,ν ≡ ck,ν . Looking ath the coupling with the

static bath ν = 2, this choice of equal couplings leads to a
mirror symmetry A ↔ B. In the resonant case ωA = ωB

this symmetry explains the existence of a dissipation-free
subspace, with the normal mode corresponding to rel-
ative coordinate xA − xB completely undamped35,37,38.
However, this implies that in the resonant case the sys-
tem cannot reach a periodic steady state, and thus we
are not going to deal with this case in the rest of this
work. The interaction in Eq. (3) includes counter-term
contributions that serve two purposes: to avoid renor-
malizations of the characteristic frequencies of the QHOs
ωA,B and to cancel the direct coupling among them, that
would naturally arise in the Caldeira–Leggett model (see
supporting information SI). The properties of the bath ν
are governed by the so-called spectral density74

Jν(ω) ≡
π

2

+∞∑

k=1

c2k,ν
mk,νωk,ν

δ(ω − ωk,ν) . (4)

Finally, we assume that at initial time t0→ −∞, the
reservoirs are in their thermal equilibrium at tempera-
tures Tν , with the total density matrix written in a factor-
ized form ρ(t0) = ρA(t0)⊗ρB(t0)⊗ρ1(t0)⊗ρ2(t0), where
ρl(t0) is the initial density matrix of each QHO (l =
A,B), and ρν(t0) = exp(−Hν/Tν)/Tr[exp(−Hν/Tν)] is
the thermal density matrix of each reservoir (ν = 1, 2).

B. Thermodynamic quantities

Hereafter, we work in the Heisenberg picture, and
we focus on averaged thermodynamic quantities such as
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power and heat currents, which determine the working
regime and the performance of a quantum thermal ma-
chine. Except in the resonant case ωA ≡ ωB

35,37, due
to dissipation the WM reaches a periodic steady state
regardless of the initial conditions. We then concentrate
on quantities averaged over the period T , in the off res-
onant case ωB < ωA. The average power is defined as

P ≡
∫ T

0

dt

T ⟨P (t)⟩ =
∫ T

0

dt

T Tr

[
∂H

(t)
int,1(t)

∂t
ρ(t0)

]
, (5)

where we have introduced both the temporal and quan-
tum averages (the latter denoted by ⟨. . .⟩), t0 → −∞
is the initial time and ρ(t0) the initial density matrix of
the system (see App. A). Notice that a working heat en-
gine is obtained when P < 0. Similarly, the average heat
current associated to the ν-th reservoir reads

Jν ≡
∫ T

0

dt

T ⟨Jν(t)⟩ = −
∫ T

0

dt

T Tr
[
Ḣν(t)ρ(t0)

]
, (6)

with Jν > 0 when energy flows into the WM. The average
power and heat currents are expressed (see App. A) in
terms of the QHOs and bath position operators xl(t) and
Xk,ν(t), respectively. The exact solution for Xk,ν(t) can
be found by inspecting the set of coupled equations of
motion, see also SI. The behaviour of thermodynamic
quantities is eventually determined by the dynamics of
xA(t) and xB(t).

As discussed in Ref.48, the above quantities satisfy the
energy balance relation P +

∑
ν Jν = 0, in compliance

with the first law of thermodynamics. Another relevant
quantity of interest is the so-called entropy production
rate σ ≡ −∑ν

Jν

Tν
. In accordance with the second law of

thermodynamics, it is always10,77 σ ≥ 0. This represents
another key figure of merit for thermal machines: for
instance for a good heat engine one should look for the
best power output while minimizing at the same time the
entropy production rate.

III. RESULTS

A. Bath-induced dynamics and response functions

Under the assumption that the WM is weakly coupled
to the modulated ν = 1 reservoir, a perturbative ap-

proach in H
(t)
int,1 is considered. The final expressions for

the average power and heat current read (see SI)

P =−
+∞∑

n=−∞
nΩ

∫ +∞

−∞

dω

2πm
J1(ω+nΩ)N(ω, nΩ)g†

n ·χ′′
2(ω)·gn,

(7)
and

J1=
+∞∑

n=−∞

∫ +∞

−∞

dω

2πm
(ω + nΩ)J1(ω + nΩ)N(ω, nΩ)

× g†
n · χ′′

2(ω) · gn, (8)

and J2 = −(P + J1). In the above expressions enter
J1(ω), the spectral density of the ν = 1 bath , governing
memory effects, and the function

N(ω,Ω) = coth

(
ω +Ω

2T1

)
− coth

(
ω

2T2

)
. (9)

It is worth noticing that the above quantities are writ-
ten as quadratic forms where we have introduced the 2n

components vector gn = (g
(A)
n , g

(B)
n )t (and g†

n its adjoint)

with g
(l)
n the n–th Fourier coefficient of g

(l)
1 (t). We as-

sume that these coefficients are related to two indepen-
dent drive sources, hence they satisfy two independent
constraints

∑

n

|g(l)n |2 = g(l)
2
, for l = A,B, (10)

where g(l) are two fixed normalization constants. Both
P and Jν depend on the imaginary part, χ′′

2(ω), of the
retarded response matrix χ2(ω) = χ′

2(ω) + iχ′′
2(ω). The

elements of the two-by-two matrix are indeed the Fourier
transform of (l, l′ = A,B)

χ
(l,l′)
2 (t) ≡ imθ(t)⟨[x(0)

l (t), x
(0)
l′ (0)]⟩ , (11)

where θ(t) is the step function and x
(0)
l (t) evolve under

the unperturbed Hamiltonian and their response func-
tions are linked to the static ν = 2 bath only (see
App. B). Their imaginary parts read

χ
(ll)
2

′′
(ω) =

ω(ω2 − ω2
l̄
)2γ′

2(ω)

|D(ω)|2 ,

χ
(ll̄)
2

′′
(ω) =

ω(ω2 − ω2
l )(ω

2 − ω2
l̄
)γ′

2(ω)

|D(ω)|2 , (12)

D(ω)=(ω2−ω2
A)(ω

2−ω2
B)+iω(2ω2−ω2

A−ω2
B)γ2(ω), (13)

and where γ′
2(ω) is the real part of the damping kernel

γ2(ω) of the bath ν = 2 (see App. B). In the following
discussion, we will assume a Ohmic spectral density for
the latter bath, which implies γ2(ω) = γ2, a constant real
number74. Looking at the structure of the symmetric
matrix χ′′

2(ω), one can notice that at any frequency ω
there is a null eigenvalue and a finite one given by

λ =
γ2ω

|D(ω)|2
[
2ω4 − 2(ω2

A + ω2
B)ω

2 + ω4
A + ω4

B

]
. (14)

It turns out that its associated frequency-dependent
eigenvector, when evaluated at ωA/B corresponds to the
localized vector (1, 0)t / (0, 1)t. Furthermore, it is pos-
sible to find a completely delocalized and anti-symmetric
eigenvector (−1, 1)t. This is achieved when the frequency
is equal to

ω̄ =

√
ω2
A + ω2

B

2
, (15)
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FIG. 2. Density plot of the eigenvalue λ as a function of
frequency ω and damping strength γ2 (in units of ωA). We
have fixed ωA = 1 and ωB = 0.6. Notice that with this choice
ω̄ of Eq. (15) corresponds to 0.82.

whose value will play an important role (see below). It is
instructive to evaluate the imaginary part of the response
function at these three points:

χ′′
2(ωl) =

1

γ2ωl

(
δl,A 0
0 δl,B

)
(16)

and

χ′′
2(ω̄) =

γ2ω̄

∆4

(
1 −1
−1 1

)
(17)

where we introduced ∆ =
√
(ω2

A − ω2
B)/2 for notational

convenience. From the above expression a completely
different behaviour as a function of γ2 emerges. Indeed,
for γ2 ≪ ωl the localized modes are predominant, while
they subside for γ2 ≫ ωl, when the delocalized mode be-
comes the leading one, as can be seen by the prefactors
of the above matrices. In Fig. 2 we plot the finite eigen-
value λ in a density plot as a function of frequency ω and
damping strength γ2. From this picture the above struc-
ture, and its evolution with increasing damping strength,
becomes clear.

This shows that the system response crucially de-
pends on the damping strength γ2. More precisely, this
can be seen by inspecting the zeros of D(ω) that gov-
ern intrinsic excitations of the normal modes (see also
App. B). Explicitly, at very weak damping (i.e., when
γ2 ≪ ωl) χ′′

2(ω) resembles the one of two independent
QHOs with differences of order O(γ2/ωl) Conversely, in
the opposite strong damping regime (i.e., when γ2 ≫
∆4/ω̄3) the key result is that the WM becomes effectively
frequency locked to a unique characteristic frequency. In
this regime the two QHOs oscillate, at finite time, with
a common frequency ω̄. Moreover, they are also phase
locked in anti–phase (see App. B). This important be-
haviour is tightly related to bath-mediated correlations:

indeed, γ2 plays a twofold role. On the one hand it is
responsible for dissipation but, on the other hand, it also
mediates an effective coupling between the two QHOs,
establishing non-trivial correlations between them even
without any direct, a–priori coupling.

B. Quantum thermal machine performance

We now present the effect of bath-mediated correla-
tions on the performance of a dynamical heat engine. To
ensure a working heat engine48,49 we choose for the bath
ν = 1 a structured non-Markovian environment 78–83

with a Lorentzian spectral function

J1(ω) =
d1mγ1ω

(ω2 − ω2
1)

2 + γ2
1ω

2
, (18)

with a peak centered at ω ∼ ω1, an amplitude governed
by d1, and a width determined by γ1. Notice that for
sufficiently small γ1 this spectral density acts as a sharp
filter, centered around ±ω1. Such structured environ-
ment represents a common example of non-Markovian
bath48,81 and can be realized with state-of-the-art super-
conducting circuits84–87.
To begin, we investigate the output power produced by

the heat engine, in the simple case of a monochromatic

drive: g
(A)
1 (t) = cos(Ωt) and g

(B)
1 (t) = cos(Ωt+ ϕ), with

Ω the external frequency and ϕ the relative phase of two
independent drives. Although the choice of a single har-
monic might seem a simplifying assumption, below we
show that in most cases this represents the optimal one.
In this case,in order to enforce the two constraints in
Eq. (10) with the symmetric choice g(l) = 1/

√
2, one

has g
(A)
n = δn,±1/2 and g

(B)
n = e∓iϕδn,±1/2 and Eq. (7)

becomes

P = −Ω

∫ +∞

−∞

dω

4πm
J1(ω +Ω)N(ω,Ω)χ′′

eff(ω) , (19)

with

χeff(ω) = χ
(A,A)
2 (ω)+χ

(B,B)
2 (ω)+2 cos(ϕ)χ

(A,B)
2 (ω), (20)

an effective response function that explicitly depends
on the phase ϕ, governing the constructive/destructive

interference induced by the non-diagonal term χ
(A,B)
2 .

Looking for the maximum output power, with these two
monochromatic drives, it is easy to see that only two
phase values are relevant, i.e., ϕ = 0 or ϕ = π.Indeed, for
ϕ = 0, χ′′

eff(ω) is peaked around ω ∼ ωl, while for ϕ = π
it is peaked around ω ∼ ω̄.
To appreciate the effects of bath-mediated correlations,

the output power produced by the joint configuration of
Fig. 1(a) should be compared to the one obtained in the
independent configuration of Fig. 1(b). In the latter case
P is given by an expression analogous to Eq. (19) where
χeff(ω) → χeff,ind(ω) = −∑l=A,B(ω

2 − ω2
l + iγ2ω)

−1.
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FIG. 3. Output power of Eq. (19) for the dynamical heat engine with a monochromatic drive. (a) Density plot of the

(dimensionless) output power −P̃ = −Pω2
A/d1 for the joint configuration, obtained by optimizing with respect to the phase

displacement ϕ, as a function of Ω/ωA and ω1/ωA with ωB = 0.6ωA, ϕ = 0, and damping strength γ2 = 0.1ωA. The inset shows
the comparison with the independent configuration of Fig. 1(b), on the same scale. (b) Same as in panel (a) but for strong
dissipation with γ2 = 100ωA and ϕ = π (see text). (c) Maximum output power for the representative value ωB = 0.6ωA as a
function of damping strength γ2, both in the joint and in the independent case. For the joint case, power is maximized over ω1,
Ω, and ϕ. (d) Maximum output power for the joint configuration in the very weak (γ2 → 0) and ultra–strong (γ2 → ∞) regime,
as a function of ωB/ωA. Here, the same optimization as in Panel (c) has been performed. Other parameters are: T1 = 0.6ωA,
T2 = 0.4ωA, and γ1 = 0.01ωA.

In the limit of small damping strength γ2 → 0, the
response function χ2(ω) reduces to the one above and
therefore no collective effects are expected to show up.
However we know that the response functions qualita-
tively change while increasing the damping strength. To
see these effects in Fig. 3(a) we consider the case of a
moderate damping strength γ2 = 0.1ωA. Here, the en-
gine output power is reported considering the tempera-
ture configuration88 T1 = 0.6ωA, T2 = 0.4ωA, and the
representative value ωB = 0.6ωA. The density plot in
the ω1 − Ω plane shows the working regions of the dy-
namical heat engine, where P < 0. From the figure it is
clear that these regions follow two distinct sectors that
correspond to the lines ω1 = ωl +Ω with l = A,B. This
is due to the Lorentzian spectral density of Eq. (18) act-
ing as an effective filter. For the representative value
ωB = 0.6ωA the maximum output power is obtained for

ϕ = 0. Already at this moderate damping γ2 = 0.1ωA a
dissipation-induced benefit in the output power starts to
emerge. This can be seen looking at the smaller values in
the inset of Fig. 3(a), where the power of the independent
case of Fig. 1(b) is reported.

Marked signatures of bath-mediated correlations shows
up in the strong dissipation regime (γ2 ≫ ωA,B), when
full frequency locking is established, as reported in
Fig. 3(b) with γ2 = 100ωA. Strikingly, the joint con-
figuration results in a wide and sizeable working regime
for the dynamical heat engine. Moreover, differently from
Panel (a), the working region is now concentrated along
a single line, i.e., ω1 = ω̄ + Ω that extends over a wider
region in the ω1 − Ω plane. The fact that only a sin-
gle region now appears is consistent with the frequency
locking mechanism, with the maximum power obtained
for ϕ = π. In addition, comparing the moderate and
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strong damping situation, one can note a large increase
in the output power magnitude observed for this param-
eter choice. The behaviour of the power as a function of
the damping strength γ2, both for the joint and the in-
dependent configuration, is analyzed in Fig. 3(c), where
the maximum output power is reported. It is clear that
above a certain critical value of γ2 the independent con-
figuration is fully overdamped and ceases to work as a
heat engine, while on the contrary the joint configura-
tion exhibits a solid and stable performance. Finally, in
Fig. 3(d) we have reported the maximum output power
of the joint case for the two opposite regimes of very
weak (γ2 → 0) and ultra–strong (γ2 → ∞) damping,
whose behaviours can be obtained in analytic form (see
App. C). In the former, weak damping regime, one finds
a phase–independent, completely uncorrelated power. In
the latter, instead, γ2 → ∞ regime, the dependence on
the phase ϕ is crucial: only for ϕ = π one obtains P < 0.
Figure 3(d) shows that a wide region of parameters exists
where the strong dissipation regime can even outperform
over its weak counterpart, demonstrating that frequency
locking can be the optimal working point to benefit from
collective effects.

C. Pareto optimal performances

Here, we generalize the analysis of the dissipation-
induced collective effects on the performance of quantum
thermal machine by (i) performing a functional optimiza-

tion over arbitrary periodic driving functions g
(l)
1 (t), and

(ii) deriving the Pareto front, i.e., the collection of driv-
ing functions that are Pareto–optimal tradeoffs between
power and efficiency η = −P/J1

89. A Pareto–optimal
cycle is one such that it is not possible to further im-
prove the power or efficiency, without sacrificing the other
one. The Pareto front is then defined as the collection
of (η,−P ) points of all Pareto–optimal cycles, which in
general will include the maximum power case, the max-
imum efficiency case, and intermediate tradeoffs. Note
that if a cycle is on the Pareto front of (η,−P ), it is
also on the Pareto front of (σ,−P ), i.e., it is also Pareto–
optimal between high power and low entropy production.
Therefore, we search for the Pareto front in (σ,−P ), and
then transform these points to (η,−P ) removing the non–
Pareto–optimal ones. We determine the (σ,−P ) Pareto
front of the dynamical heat engine with respect to the

driving coefficient g
(l)
n expressing both thermodynamic

quantities as −P ({g(l)n }) and σ({g(l)n }). As shown in the

SI without loss of generality we can assume the g
(l)
n coef-

ficients to be real. We then consider a collection of fixed
values of the entropy production rate {σi}, and for each
one, we repeat the following optimization problem

−Pi = max
{g(l)

n }

[
−P ({g(l)n })

]
, (21)

subject to σ({g(l)n }) = σi and the two constraints in
Eq. (10). The Pareto front is then given by all points
{(σi,−Pi)}. Using Parseval’s theorem, the two con-
straints in Eq. (10) are equivalent to bounding the time

average of |g(l)1 (t)|2. This allows us to control the driving
strength to both QHOs, ensuring that the coupling to
bath 1 remains in the weak-coupling regime.
We solve the optimization problem in Eq. (21) numeri-

cally, using gradient-based optimization techniques, con-
sidering a set of 5.000 discrete frequencies, i.e., 10.000

parameters g
(l)
n with n > 0 (negative frequency coeffi-

cients must be the same as positive ones to guarantee
that g(l)(t) is real).We then use automatic differentia-
tion and the ADAM algorithm90, implemented in the
PyTorch package91, to perform a gradient descent op-
timization starting from a random guess of the driving
parameters. A modification of the Lagrange multipliers
technique suitable for a gradient descent approach92 is
used to enforce the entropy constraint in Eq. (21), while
the two constraints in Eq. (10) are exactly imposed renor-
malizing the coefficients (see SI for details). In Fig. 4
we report the results for the moderate damping case
(γ2 = 0.1ωA) for three representative values of ωB . In
all cases, the value of ω1 has been chosen as the one that
yields the maximum output power.
Notably, in all cases, the entire Pareto front of the

bath-mediated situation in the joint case is strictly bet-
ter than that of the independent configuration, i.e., for
all points along the Pareto front of the independent case,
there is at least one point in the joint case that yields
higher power and higher efficiency. Furthermore, not
only is the maximum power higher, but especially the
efficiency of the joint case is enhanced along the entire
Pareto front, reaching values that are twice as large in the
ωB/ωA = 0.6, 0.9 cases – see panels (c-f) of Fig. 4. Inter-
estingly, as we move from ωB = 0.3ωA to ωB = 0.9ωA,
the Pareto fronts move from a region of high power and
low efficiency – upper left corner in panels (b,d,f) – to a
region of lower power but higher efficiency – lower right
corner in panels (b,d,f).
Again, the effect of the bath-mediated interaction be-

tween the QHOs is clearly visible, even in the moderate
damping case, comparing the optimal driving in the joint
and independent case. Indeed, in the latter, the optimal
driving consists of applying two different frequencies to
each QHO: intuitively, this is expected, since each QHO
has a different characteristic frequency. However, in the
joint case the optimal driving turns out to be monochro-
matic along the entire Pareto front, for all explored values
of ωB except for ωB = 0.6ωA, where two frequencies be-
come optimal when the power is lower than |P̃ | ∼ 0.086
(see SI).

In Fig. 5 we report the results of the joint case for the
strong dissipation regime at γ2/ωA = 100. As in Fig. 4,
we set ω1 to the value that yielded maximum power in
the corresponding ω1 − Ω plane and the left and right
Panels correspond, respectively, to the Pareto front in the
(σ,−P ) and (η,−P ) space. The three curves correspond
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0.0

0.1

0.2

0.3
−
P̃

ωB = 0.3ωAωB = 0.3ωA(a) (b)

Joint

Independent

0.0

0.1

0.2

0.3

−
P̃

ωB = 0.6ωAωB = 0.6ωA(c) (d)

0.0 0.5 1.0 1.5
σ̃

0.0

0.1

0.2

0.3

−
P̃

ωB = 0.9ωAωB = 0.9ωA(e)

0.3 0.4 0.5 0.6
η/ηC

(f)

FIG. 4. Comparison between the joint (blue dots) and inde-
pendent (orange dots) Pareto front in the moderate damping
case, i.e., γ2 = 0.1ωA. The left column reports the Pareto
front in the (σ̃,−P̃ ) space, and the right column reports the

same points in the (η/ηC,−P̃ ), where ηC = 1 − T2/T1 is the
Carnot efficiency. Each row corresponds to a different value of
ωB/ωA: (a,b) correspond to 0.3, (c,d) to 0.6 and (e,f) to 0.9.
For each ωB , the value of ω1 is fixed to the one that yields
maximum power as in Fig. 3(a). The driving magnitudes

are fixed to |g(l)|2 ≡ ∑
n |g(l)n |2 = 0.5, which are consistent

with the monochromatic driving. All other system parame-
ters are chosen as in Fig. 3. The numerical calculations are
performed optimizing over 5000 evenly spaced frequencies, for
each QHO, in the [0, 0.5ωA] interval. All plots report dimen-

sionless quantities, i.e., P̃ = Pω2
A/d1 and σ̃ = σ/ωA.

to the different values of ωB reported in the legend.
Remarkably, the strong dissipation regime displays a

high-performance Pareto front, reaching values of the
power that are roughly three times larger than in the
moderate damping regime, while operating at a high effi-
ciency η ∼ 0.5ηC. In addition, the optimal driving along
the entire Pareto front always consists of a monochro-
matic drive (see SI).

D. Measuring entanglement via average work

Before closing, we report another important result of
the strong damping regime: we will demonstrate a direct

0 1 2
σ̃

0.0

0.5

1.0

−
P̃

(a)

ωB = 0.3ωA ωB = 0.6ωA ωB = 0.9ωA

0.48 0.50 0.52
η/ηC

(b)

FIG. 5. Pareto front of the joint case in the ultra–strong
damping regime, i.e., γ2 = 100ωA. As in Fig. 4, (a) reports

the Pareto front in the (σ̃,−P̃ ) space, and (b) reports the

same points in the (η/ηC,−P̃ ). Each curve corresponds to
different values of ωB/ωA as shown in the legend. The driv-

ing magnitudes are fixed to |g(l)|2 = 0.5, which are consistent
with the monocromatic driving. All other system parameters
are chosen as in Fig. 3. The numerical calculations are per-
formed optimizing over 5000 evenly spaced frequencies, for
each QHO, in the [0, 0.5ωA] interval.

prescription to assess the degree of entanglement for the
WM from measurements of average works. The quan-
tifier we use for detecting quantum correlations is the
so-called logarithmic negativity35,42,66,67,69 En (see SI).
Here we discuss a possible pathway to measure the de-
gree of entanglement for a quantum system via thermo-
dynamic observables.
We recall that the logarithmic negativity is defined

as35,66,71

En ≡ Max
[
0,− log(2ν̃)

]
, (22)

where ν̃ is the so-called symplectic eigenvalue of the par-
tial transposed density matrix. Strictly positive values
of En are a fingerprint of entanglement. To be in this
regime, ν̃ < 1/2 is required and this implies a constraint
on temperatures: only for T < Tc, with Tc a critical tem-
perature, the WM will be entangled. The behaviour of Tc

is shown in Fig. 6 as a function of ωB for different damp-
ing strengths γ2. As one can see Tc tends to saturate to
the value T ∗ for γ2 → ∞. Since T ∗ is always the upper
bound with respect to all other critical temperatures we
focus on the best working point at ultra–strong damping.
In this regime we found a closed analytic expression for
ν̃ (see SI) given by

ν̃2 =
ω̄3T2 coth

2
(

ω̄
2T2

)

2(ω̄4 −∆4)

1

coth
(

ω̄
2T2

)
+ 2T2∆4

ω̄(ω̄4−∆4)

. (23)

Using the above expression we obtain the critical tem-
perature T ∗ shown as a black curve in Fig. 6.
We will now demonstrate a direct link between ν̃2 in

Eq. (23) and a combination of works W (obtained from
the average power as W = (2π/Ω)P (Ω)) evaluated at
different working points of the machine.
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FIG. 6. Plot of the critical temperature Tc below which non-
zero entanglement in the WM is expected as a function of
ωB for different values of γ2 (see legend). The black solid
line is the plot of the asymptotic critical temperature T ∗ for
γ2 → ∞. All temperatures are in units of ωA.

FIG. 7. Sketch of the three working points in the ω1−Ω plane

where we evaluate the average work W
(1,2,3)
ϕ . The horizontal

dotted line highlights the representative value for ω1 = ω∗
1

around which the spectral density J1(ω) is peaked.

As shown in the sketch of Fig. 7 we select three working
points in the ω1 − Ω plane, obtained at the intersection
between the horizontal dotted line at a fixed ω1 = ω∗

1 < ω̄
and three lines: ω1 = ω̄ − Ω (red), ω1 = Ω (green),
ω1 = −ω̄ + Ω (blue). In addition we consider a peaked
spectral function J1(ω), acting as a sharp filter.

Using monochromatic drives, in the ultra–strong
damping regime the average work crucially depends on
ϕ. We now inspect the following combination of these

average works: ∆Wϕ = W
(2)
ϕ +W

(3)
ϕ −W

(1)
ϕ . The result

(see App. C) is

∆Wϕ=π =
π

mω̄

[
coth

(
ω̄

2T2

)
+

2T2∆
4

ω̄(ω̄4 −∆4)

]
J1(ω

∗
1)

∆Wϕ=0 =
2πT2

m

ω̄2

ω̄4 −∆4
J1(ω

∗
1). (24)

Comparing these results with ν̃2 in Eq. (23) we arrive
at the important identity

ν̃2 =
coth2

(
ω̄

2T2

)

4

∆Wϕ=0

∆Wϕ=π
. (25)

This expression represents a direct link between entan-
glement and a function of the average works computed
for specific driving protocols. Equation 25 is universal
and does not depend on the particular working regime of
the thermal machine, provided that ultra–strong damp-
ing has been reached.

IV. DISCUSSION

We have shown that dissipation can trigger a collec-
tive advantage for a quantum heat engine made of two
non-interacting quantum harmonic oscillators connected
to common heat baths, with the couplings to one of them
periodically driven. This advantage is rooted in the non-
trivial correlations between the oscillators mediated by
the baths. Of particular interest is the regime of strong
dissipation, where two independent single-oscillator en-
gines working in parallel can not deliver any power,
whereas with common baths the engine shows high per-
formances. The fact that the strong dissipation is a
useful resource might seem surprising, but we have ex-
plained this result in terms of the appearance of a (weakly
damped) frequency- and phase-locked mode, with the
two oscillators moving with a common frequency and
oscillating in phase opposition. The claim of collective
advantage has been corroborated by the optimization
over generic periodic driving protocols, building the full
Pareto fronts and thus providing the optimal tradeoffs
between power and efficiency. As a final outcome of our
work, we have found a precise prescription in terms of
thermodynamic quantities, such as average works, which
allows to assess the degree of entanglement of the whole
quantum system.

Our results open up several perspectives. First of
all, it would be interesting to investigate whether the
dissipation-induced collective advantage can be extended
to N > 2 oscillators and possibly to establish a link
between collective advantage and multipartite quantum
correlations. Secondly, it would be interesting to consider
different, non linear working media, in particular hybrid
oscillator-qubit systems of particular interest for quan-
tum computing and more generally for quantum tech-
nologies. Thirdly, our Pareto front analysis paves the way
to the use of machine learning tools for non-Markovian
quantum thermodynamics processes.

Appendix A: Thermodynamic observables

The average power of Eq. (5) is associated to the time–
dependent power operator, induced by the time vary-

ing coupling coefficients g
(l)
1 (t) that modulate the ν = 1
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WM/bath coupling. Its expression is

P (t) =
∂H

(t)
int,1(t)

∂t
=
∑

l=A,B

+∞∑

k=1

[
− ġ

(l)
1 (t)ck,1xl(t)Xk,1(t)

+ g
(l)
1 (t)ġ

(l)
1 (t)

c2k,1
mk,1ω2

k,1

x2
l (t)

+ ∂t[g
(l)
1 (t)g

(l̄)
1 (t)]

c2k,1
2mk,1ω2

k,1

xl(t)xl̄(t)

]
. (A1)

The average heat currents in Eq. (6) instead describe the
heat flows from or toward the ν-th reservoirs, and depend
on the operators Jν(t) given by

Jν(t) = −Ḣν(t) = −
∑

l=A,B

g(l)ν (t)xl(t)
+∞∑

k=1

ck,νẊk,ν(t) .

(A2)
It is clear that these quantities depend on the WM and
baths position operators, that obey a set of coupled equa-
tions of motion (see SI). The bath position operators can
be expressed exactly as

Xk,ν(t) = ξk,ν(t) +
∑

l=A,B

ck,ν
mk,νωk,ν

∫ t

t0

ds g(l)ν (s)xl(s)

× sin[ωk,ν(t− s)], (A3)

where

ξk,ν(t) ≡Xk,ν(t0) cos[ωk,ν(t− t0)]

+
Pk,ν(t0)

mk,νωk,ν
sin[ωk,ν(t− t0)]. (A4)

The corresponding fluctuating force is

ξν(t) ≡
+∞∑

k=1

ck,νξk,ν(t), (A5)

with zero quantum average ⟨ξν(t)⟩ = 0 and correlator74

⟨ξν(t)ξν′(t′)⟩ = δν,ν′

∫ ∞

0

dω

π
Jν(ω)

×
[
coth

(
ω

2Tν

)
cos[ω(t− t′)]− i sin[ω(t− t′)]

]
. (A6)

Looking at Eqs. (A1), (A2), and (A3), the behaviour of
these thermodynamic quantities is determined by the dy-
namics of xA(t) and xB(t).

Appendix B: Time evolution of QHO operators and
response functions

The WM is weakly coupled to the ν = 1 reservoir.
Therefore, in the main text we have considered a pertur-
bative expansion under which the position operator of
the l-th QHO can be then written as

xl(t) = x
(0)
l (t) + ∆xl(t), (B1)

where x
(0)
l (t) evolves under the unperturbed Hamiltonian

and is influenced only by the coupling with the static

reservoir ν = 2. The perturbative correction due toH
(t)
int,1

is (see SI)

∆xl(t) =−i
∑

l′=A,B

∫ t

t0

dsg
(l′)
1 (s)ξ1(s)

[
x
(0)
l′ (s), x

(0)
l (t)

]
,

(B2)
with ξ1(t) defined in Eq. (A5). From this expression, it
is clear that to evaluate Eqs. (5)–(6) via Eqs. (A1)–(A2),
one needs the fluctuating force correlators74 ⟨ξ1(t)ξ1(t′)⟩,
given in Eq. (A6), and ⟨x(0)

l (t)x
(0)
l′ (t′)⟩, which depends

only on the static (unperturbed) bath ν = 2. The latter

are needed to evaluate the response functions χ
(ll′)
2 (t) de-

fined in Eq. (11). To obtain its expression and study its

properties, we begin considering the coordinates x
(0)
l (t)

of the WM, which satisfy a set of coupled Langevin equa-
tions (see also SI). These equations can be conveniently
written in Fourier space

[−ω2 + ω2
A − iωγ2(ω)]x

(0)
A (ω)

− iωγ2(ω)x
(0)
B (ω) =

ξ2(ω)

m
,

[−ω2 + ω2
B − iωγ2(ω)]x

(0)
B (ω)

− iωγ2(ω)x
(0)
A (ω) =

ξ2(ω)

m
. (B3)

They depend on the noise term ξ2(ω) =
∫∞
−∞ dteiωtξ2(t)

with ξ2(t) in Eq. (A5) and on the damping kernel in
Fourier space γ2(ω), defined in terms of the time kernel
γ2(t) (see SI) as

γ2(ω) =

∫ +∞

−∞
dteiωtθ(t)γ2(t) . (B4)

To understand the physics of two QHOs with bath-
mediated interactions, we study in Eq. (B3) the intrinsic
excitations of the normal modes in the absence of the
noise term (i.e., setting ξ2(ω) = 0). Following the stan-
dard procedure74, they are given by the zeros of D(ω)
in Eq. (13), which is the determinant of the coefficient
matrix of Eq. (B3).These zeros, which are four in our

case: zj = z′j + iz′′j , determine the dynamics of x
(0)
A,B(t)

at finite times. In particular, their real parts give the
possible frequencies of oscillations, while the imaginary
ones describe their damping. Their explicit form will
depend on the shape of the damping kernel γ2(ω) and,
eventually, on the spectral density of the static bath
ν = 2. Here, we consider a Ohmic spectral density with
a Drude cut–off J2(ω) = mωγ2/(1 + ω2/ω2

c ) which leads
to γ′

2(ω) = J2(ω)/mω and γ′′
2 (ω) = J2(ω)/mωc

74, with
ωc the high energy cut-off. When not necessary we will
consider the latter as the highest energy of the system
(ωc → ∞) with then J2(ω) = mωγ2, and a constant and
real γ2(ω) = γ2.

In Fig. 8 we report the real – Panel (a) – and imagi-
nary – Panel (b) – parts of the four zeros as a function of
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FIG. 8. Plot of (a) the real part z′j and (b) the imaginary
part z′′j of the four zeros of D(ω) for the case of a Ohmic
spectral density for the ν = 2 bath in the limit of large cut–
off ωc → ∞, as a function of the damping strength γ2 for
representative parameter values ωA = 1 and ωB = 0.6. All
quantities are in units of ωA.

the damping strength γ2. Looking at Fig. 8(a) it is easy
to see that for γ2 ≪ ωA,B the system behaves as two in-
dependent QHOs with characteristic frequencies ωA and
ωB . On the other hand, at large damping γ2 ≫ ∆4/ω̄3

(with ω̄ in Eq. (15) and ∆2 = (ω2
A − ω2

B)/2) two modes
are frequency locked to the common frequency ω̄ , with
z′1 = −z′4 → ω̄, while the other two are overdamped,
namely z′2 = −z′3 = 0.

Considering now the imaginary parts, shown in
Fig. 8(b) we see that for small damping they all are
∝ γ2, and acquire different behaviours at larger γ2.
In particular the zeros that tend to a finite frequency
z′1 = −z′4 → ω̄, have imaginary parts that tend to vanish
with increasing γ2. On the other hand, the overdamped
ones z2 and z3 possess imaginary contributions that run
together until a critical value and bifurcate after it with
opposite behaviour.

In the regime of very weak γ2 ≪ ωA,B we obtain

z1,4 = ±ωA − i
γ2
2
; z2,3 = ±ωB − i

γ2
2
, (B5)

while at ultra–strong damping γ2 ≫ ∆4/ω̄3 we have

z1,4 = ±ω̄ − i
∆4

4γ2ω̄2
; z2 = −i

(ω̄4 −∆4)

2γ2ω̄2
; z3 = −2iγ2,

(B6)
in full agreement with the behaviour reported in Fig. 8.
Notice that the zeros that survive at the common fre-

quency ω̄ are very stable, i.e., with a very small imagi-
nary part ∝ 1/γ2.
The above results demonstrate that at strong damp-

ing, the two QHOs become frequency locked oscillating,
at finite time, with a common frequency ω̄. Moreover,
they are also phase locked in anti–phase (with relative
phase π), as one can see from the relation of the ho-
mogeneous solution of Eq. (B3) with xA(ω) = −xB(ω)
at large γ2. All these regimes are reflected on the re-
tarded response function. Indeed, switching on the noise
ξ2(ω), the system (B3) has the long time compact so-

lution x† = χ2 · ξ†/m, where x = (x
(0)
A (ω), x

(0)
B (ω)) is

the two-component vector of the positions of the oscil-
lators, ξ = ξ2(ω)(1, 1) is the noise vector and χ2(ω) is
the two-by-two response-function matrix, inverse of the
coefficient matrix. Its elements are the Fourier transform
of Eq. (11) and are given by

χ
(ll)
2 (ω)=

−[ω2 − ω2
l̄
+ iωγ2(ω)]

D(ω)
; χ

(ll̄)
2 (ω)=

iωγ2(ω)

D(ω)
.

(B7)
The behaviour of the response function is connected to
the already discussed normal modes. We are particularly
interested in the imaginary part of such response func-
tion.
At very weak damping (γ2 ≪ ωA,B), χ

′′
2(ω) is exactly

the one of two independent QHOs (see also Eq. (B5)):

χ
(ll′)
2

′′
(ω) = δl,l′

iωγ2
(ω2 − ω2

l )
2 + ω2γ2

2

. (B8)

In the opposite regime (γ2 ≫ ∆4/ω̄3) from Eq. (B6) we
obtain

χ
(ll′)
2

′′
(ω) =

[
(1− δl,l′) +

ω2
l̄

ω2
l

δl,l′
] ω

ω2
l + ω2

l̄

|z′′2 |
ω2 + |z′′2 |2

+
ω(−1)1−δl,l′

2(ω2
l + ω2

l̄
)

∑

p=±

|z′′1 |(
ω+p

√
(ω2

l + ω2
l̄
)/2
)2
+ |z′′1 |2

. (B9)

Here, since z′′1 and z′′2 scale as 1/γ2 – see Eq. (B6) –
both the diagonal and the off diagonal response func-
tions are dominated by contributions peaked around
±ω̄ = ±

√
(ω2

A + ω2
B)/2. Indeed in this regime, the WM

becomes effectively frequency locked to a unique com-
mon frequency, i.e., ω̄. In addition, the phase locking
at π, discussed above, is here reflected in the property

χ
(ll̄)
2

′′
(ω) → −χ

(ll)
2

′′
(ω). Note that the first term in

Eq. (B9) ∝ ω, although negligible with respect to the
second one, can give a finite dissipative contributions to
the power (see below).
For the sake of comparison, we quote the behaviour as-

sociated to the independent configuration (see Fig. 1(b)).
In this case the response funtion is diagonal and given

by48 χ
(ll′)
2,ind(ω) = −δl,l′/[ω

2−ω2
l +iωγ2]. It is then straigh-

forward to see that at very weak damping the normal
modes are the same as in the joint case in Eq. (B5), while
for strong damping they are given by z1,ind = −iω2

A/γ2,
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z2,ind = −iω2
B/γ2 and z3,4,ind = −iγ2. As we can see, in

the latter case, all zeros are purely imaginary, implying
always an overdamped regime at strong damping. This
behaviour is in sharp contrast with the case discussed
above of the joint configuration.

Appendix C: Average power for weak and strong damping

To obtain expressions for the average power P in the
weak and in the strong damping regime, we start from

Eq. (19) and the expressions for χ
(ll̄)
2

′′
(ω) quoted above.

In the very weak damping regime γ2 ≪ ωA,B the average
power is phase–independent and using Eq. (B8) we get

P = − Ω

8m

∑

l=A,B

1

ωl

∑

p=±
pJ1(pωl +Ω)N(pωl,Ω). (C1)

In the opposite regime of ultra–strong damping γ2 ≫
∆4/ω̄3 we use instead Eq. (B9). Here, the power depends
on the phase ϕ. When ϕ = π one finds

Pπ=
Ω

4mω̄

[T2(ω
2
B−ω2

A)
2

ω̄ω2
Aω

2
B

J1(Ω)−
∑

p=±
pJ1(pω̄+Ω)N(pω̄,Ω)

]
,

(C2)
while for the case ϕ = 0 the dominant contributions of

χ
(ll′)
2 (ω), around the characteristic frequency ω̄, cancels

out in χeff(ω) and only the dissipative part around ω ∼ 0
remains yielding

P0 =
Ω

2m
T2J1(Ω)

(
1

ω2
A

+
1

ω2
B

)
> 0 , (C3)

i.e., no useful power can be delivered. Importantly,
we notice that the corresponding power of the indepen-
dent case, Pind, coincides exactly with the above result:
Pind ≡ P0. Indeed, in this regime we have χind

eff (ω) =∑
l=A,B i/[γ2(ω + iω2

l /γ2)].
From the above equations, it is easy to obtain the an-

alytic expressions of the average work at ultra–strong
damping along the lines of Fig. 7. For ϕ = π we have

W
(1)
ϕ=π = − π

2mω̄
J1(ω

∗
1)N(−ω̄, ω̄ − ω∗

1)

W
(2)
ϕ=π =

π

2m

T2

ω̄2

(ω2
B − ω2

A)
2

ω2
Aω

2
B

J1(ω
∗
1)

W
(3)
ϕ=π =

π

2mω̄
J1(ω

∗
1)N(−ω̄, ω̄ + ω∗

1) , (C4)

while for ϕ = 0 we obtain

W
(2)
ϕ=0 =

πT2

m

(
1

ω2
A

+
1

ω2
B

)
J1(ω

∗
1) (C5)

and W
(1)
ϕ=0,W

(3)
ϕ=0 → 0. From the above expressions it is

immediate to obtain the expressions for ∆Wϕ quoted in
Eq. (24).
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braria, Milan, 1906). Translated into English as Manual of Po-
litical Economy (Oxford University Press, Oxford, 2014).

63V. Patel, V. Savsani, and A. Mudgal, Many-objective thermo-
dynamic optimization of Stirling heat engine, Energy 125, 629
(2017).

64A. P. Solon and J. M. Horowitz, Phase transition in proto-
cols minimizing work fluctuations, Phys. Rev. Lett. 120, 180605
(2018).

65J. Gonzalez-Ayala, J. Guo, A. Medina, J. M. M. Roco, and A.
Calvo Hernández, Energetic Self-Optimization Induced by Sta-
bility in Low-Dissipation Heat Engines, Phys. Rev. Lett. 124,
050603 (2020).

66R. Simon, Peres-Horodecki Separability Criterion for Continuous
Variable Systems, Phys. Rev. Lett. 84, 2726 (2000).

67A. Serafini, F. Illuminati, M. G. A. Paris, and S. De Siena, Entan-
glement and purity of two-mode Gaussian states in noisy chan-
nels, Phys. Rev. A 69, 022318 (2004).

68J. P. Paz and A. J. Roncaglia, Dynamics of the Entanglement
between Two Oscillators in the Same Environment, Phys. Rev.
Lett. 100, 220401 (2008).

69R. Schmidt, J. T. Stockburger, and J. Ankerhold, Almost local
generation of EPR entanglement in non-equilibrium, Phys. Rev.
A 88, 052321 (2013).

70G. Vidal and R. F. Werner, Computable measure of entangle-
ment, Phys. Rev. A 65, 032314 (2002).

71M. B. Plenio, The logarithmic negativity: a full entanglement
monotone that is non convex, Phys. Rev. Lett. 95, 090503 (2005).

72The superscript (t) reminds the time-dependent modulation

g
(l)
1 (t).

73A. O. Caldeira and A. J. Leggett, Quantum tunnelling in a dis-
sipative system, Ann. Phys. 149, 374 (1983).

74U. Weiss, Quantum Dissipative Systems - 5th Edition (World
Scientific, Singapore, 2021).

75U. Weiss, R. Egger, and M. Sassetti, ”Low temperature transport
in a Luttinger liquid”, Phys. Rev. B 52, 16707 (1995).

76E. Aurell, Characteristic functions of quantum heat with baths
at different temperatures, Phys. Rev. E 97, 062117 (2018).

77M. Esposito, K. Lindenberg, and C. Van den Broeck, Entropy
production as correlation between system and reservoir, New J.
Phys. 12, 013013 (2010).

78M. Thorwart, E. Paladino, and M. Grifoni, Dynamics of the spin-
boson model with a structured environment, Chem. Phys. 296,
333 (2004).

79E. Paladino, A. G. Maugeri, M. Sassetti, G. Falci, and U. Weiss,
Structured environments in solid state systems: crossover from
Gaussian to non-Gaussian behavior, Physica E 40, 198 (2007).

80J. Iles-Smith, N. Lambert, and A. Nazir, Environmental dynam-
ics, correlations, and the emergence of noncanonical equilibrium
states in open quantum systems, Phys. Rev. A 90, 032114 (2014).
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SUPPLEMENTARY NOTE 1: THE
COUNTER-TERM OF A DISSIPATIVE TWO

OSCILLATORS SYSTEM

In this Section we derive the counter-term that appears

in the interaction Hamiltonian H
(t)
int,ν , in the presence of

two baths ν = 1, 2. The ν-th bath is of Caldeira–Leggett
type [1], with free Hamiltonian

Hν =

+∞∑

k=1

[
P 2
k,ν

2mk,ν
+

1

2
mk,νω

2
k,νX

2
k,ν

]
. (1)

The coupling between the WM and the ν-bath is of the
form

H
(t)
int,ν = −

[ ∑

l=A,B

+∞∑

k=1

g(l)ν (t)c
(l)
k,νxlXk,ν

]
+Hc.t.,ν . (2)

Here, the last term Hc.t.,ν represents the so-called
counter-term contribution that prevents possible renor-
malizations of the QHOs potentials Vl(xl) = 1

2mω2
l x

2
l

with l = A,B. Indeed, it is well known that the first

term of H
(t)
int,ν introduces a renormalization of the fre-

quencies ωl and induces a direct coupling between the
QHOs [2]. The counter-term is then inserted in order to
avoid these effects. Since the couplings between the two
oscillators, xA and xB , and the bath coordinates Xk,ν

are linear, the general form of Hc.t.,ν will be

Hc.t.,ν = λ(A)
ν x2

A + λ(AB)
ν xAxB + λ(B)

ν xB , (3)

where the three coefficients (for each bath ν) are now
determined with the following standard procedure [2, 3].
We consider the minimum of the total Hamiltonian H(t)

(see Eq. (1) in the main text) with respect to the envi-
ronment and the WM coordinates. From the requirement
∂H(t)

∂Xk,ν
= 0 we obtain

Xk,ν =
∑

l=A,B

g
(l)
ν (t)c

(l)
k,ν

mk,νω2
k,ν

xl . (4)

∗ matteo.carrega@spin.cnr.it

This value will be used to determine the minimum of
the Hamiltonian with respect to the WM coordinates xl,
which is given by

∂H(t)

∂xl
=

∂Vl(xl)

∂xl
+

∂Hc.t.,ν

∂xl
−
∑

l=A,B

+∞∑

k=1

g(l)ν (t)c
(l)
k,νXk,ν .

(5)
Now, to avoid renormalization effects we impose that this
minimum corresponds to the minimum of the bare poten-
tial Vl(xl)

∂H(t)

∂xl
=

∂Vl(xl)

∂xl
for l = A,B . (6)

This constraint results in the following relations

+∞∑

k=1

g(l)ν (t)c
(l)
k,νXk,ν = 2λ(l)

ν xl + λ(AB)
ν xl̄, (7)

where we remind the convention according to which if
l = A then l̄ = B, and vice versa. Inserting now Eq. (4)
into (7) we get

λ(A)
ν =

+∞∑

k=1

(g
(A)
ν (t)c

(A)
k,ν )

2

2mk,νω2
k,ν

; λ(B)
ν =

+∞∑

k=1

(g
(B)
ν (t)c

(B)
k,ν )

2

2mk,νω2
k,ν

λ(AB)
ν =

+∞∑

k=1

g
(A)
ν (t)g

(B)
ν (t)c

(A)
k,ν c

(B)
k,ν

mk,νω2
k,ν

. (8)

The final form of H
(t)
int,ν is now obtained from the inter-

action form in Eq. (2), with the counter-term given in
Eqs. (3) and (8). Notice that in this Section, for com-

pleteness, we left the explicit indices A and B in c
(A)
k,ν and

c
(B)
k,ν . In the following we will consider always c

(A)
k,ν = c

(B)
k,ν .

SUPPLEMENTARY NOTE 2: TIME
DEPENDENCE EVOLUTIONS OF WM AND

BATHS COORDINATES

Starting from Eq. (1) of the main text the equations
of motion, in the Heisenberg picture, for the QHO’s and
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reservoir degrees of freedom are, respectively,





ẋl =
pl
m

,

ṗl = −mω2
l xl −

∑

ν=1,2

+∞∑

k=1

[
− g

(l)
ν (t)ck,νXk,ν

+
(g

(l)
ν (t)ck,ν)

2

mk,νω2
k,ν

xl +
g
(l)
ν (t)g

(l̄)
ν (t)c2k,ν

mk,νω2
k,ν

xl̄

]
,

(9)

and




Ẋk,ν =
Pk,ν

mk,ν
,

Ṗk,ν = −mk,νω
2
k,νXk,ν +

∑

l=A,B

g
(l)
ν (t)ck,νxl ,

(10)

where the overdots denote time derivatives. The solution
for the position operator of the k-th oscillator of the νth
reservoir is exact and can be written in terms of the WM
coordinates

Xk,ν(t) = ξk,ν(t) +
∑

l=A,B

ck,ν
mk,νωk,ν

∫ t

t0

ds g(l)ν (s)xl(s)

× sin[ωk,ν(t− s)], (11)

where we have introduced

ξk,ν(t) ≡Xk,ν(t0) cos[ωk,ν(t− t0)]

+
Pk,ν(t0)

mk,νωk,ν
sin[ωk,ν(t− t0)], (12)

and t0 → −∞ the initial time. Notice that the corre-
sponding fluctuating noise is

ξν(t) =
+∞∑

k=1

ck,νξk,ν(t), (13)

with zero quantum average ⟨ξν(t)⟩ = 0 and correlator

⟨ξν(t)ξν′(t′)⟩ = δν,ν′

∫ ∞

0

dω

π
Jν(ω)

×
[
coth

(
ω

2Tν

)
cos[ω(t− t′)]− i sin[ω(t− t′)]

]
. (14)

To determine the time behaviour of xl(t) we remind that
we have assumed the coupling to the reservoir ν = 1 much
weaker than the one with ν = 2. In this spirit, we will

treat the interaction term H
(t)
int,ν=1 perturbatively. We

can then split the total Hamiltonian H(t) in Eq. (1) of

the main text asH(t) = H(0)+H
(t)
int,ν=1, whereH

(0) is the
”unperturbed” part, which contains all the contributions

of H(t) apart H
(t)
int,ν=1 which is indeed the perturbation.

Within this procedure the time dependence of the posi-
tion operator of the l-th QHO is

xl(t) = x
(0)
l (t) + ∆xl(t). (15)

Here, the first term is the leading one and it evolves under
the influence of the static ν = 2 reservoir

x
(0)
l (t) = eiH

(0)(t−t0)x
(0)
l e−iH(0)(t−t0) . (16)

On the other hand, the second term is the perturbative

correction evaluated at lowest order in H
(t)
int,ν=1

∆xl(t) = −i

∫ t

t0

ds
∑

l′=A,B

g
(l′)
1 (s)ξ1(s)

[
x
(0)
l′ (s), x

(0)
l (t)

]
.

(17)

From the above expressions it is clear that the time de-
pendence of xA,B(t) is directly obtained from the time

behaviour of the leading terms x
(0)
A,B(t). These latter op-

erators obey the coupled Langevin equations in the pres-
ence of the coupling with the static bath ν = 2. We have
(l = A,B; l̄ = B,A)

ẍ
(0)
l (t) + ω2

l x
(0)
l (t) +

∫ t

−∞
ds
[
γ2(t− s)ẋ

(0)
l (s)

+ γ2(t− s)ẋ
(0)

l̄
(s)
]
=

ξ2(t)

m
, (18)

with damping kernel

γν(t) =
1

m

+∞∑

k=1

c2k,ν
mk,νω2

k,ν

cos(ωk,νt) , (19)

and noise ξ2(t) given in Eq. (13). The formal solution, in
the long time limit, can be written as a convolution

x
(0)
l (t) =

∑

l′=A,B

1

m

∫ +∞

−∞
dsχ

(l,l′)
2 (t− s)ξ2(s) , (20)

where we have introduced the retarded response function
(see also App. B)

χ
(ll′)
2 (t) ≡ imθ(t)⟨[x(0)

l (t), x
(0)
l′ (0)]⟩ . (21)

Notice that here the quantum averages ⟨. . . ⟩ are per-
formed only with respect to the static ν = 2 reservoir
contribution and can be taken as thermal averages since
we are interested in the long time behaviour.

SUPPLEMENTARY NOTE 3: PERTURBATIVE
EXPRESSIONS OF THERMODYNAMIC

QUANTITIES

In this Section we derive closed expressions for the av-
erage power and heat currents under the assumption that
the (time-dependent) couplings with the ν = 1 reservoir
are weak. We start by considering the power expression
in Eq. (A1) in App. A. Inserting the solution Xk,1(t) of
Eq. (11), and after an integration by parts (exploiting
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also that g1(t0) = 0 because the coupling is switched on
at t+0 ), we obtain

P (t) = −
∑

l=A,B

ġ
(l)
1 (t)xl(t)

{
ξ1(t)

−
∑

l′=A,B

m

∫ t

t0

ds γ1(t− s)
d

ds
[g

(l′)
1 (s)xl′(s)]

}
, (22)

with the damping function defined in Eq. (19). Now,
using Eq. (15), we write P (t) at the lowest perturbative
order

P (t) = −
∑

l=A,B

{
ġ
(l)
1 (t)[x

(0)
l (t) + ∆xl(t)]ξ1(t)

−ġ
(l)
1 (t)x

(0)
l (t)

∑

l′=A,B

m

∫ t

t0

ds γ1(t− s)
d

ds
[g

(l′)
1 (s)x

(0)
l′ (s)]

}
.

(23)

In order to perform the quantum average ⟨P (t)⟩ we first

notice that ⟨x(0)
l (t)ξ̇1(t

′)⟩ = 0, since at this perturba-

tive order x
(0)
l (t) and ξ̇1(t) are completely decoupled. In

addition, it is useful to introduce in Eq. (22) the WM
correlators

C(l,l′)(t, s) ≡ C(l,l′)(t− s) = ⟨x(0)
l (t)x

(0)
l′ (s)⟩ , (24)

with combinations

C
(l,l′)
± (τ) = C(l,l′)(τ)± C(l′,l)(−τ) , (25)

and to change variable τ = t − s. After these steps it is
then straighforward to perform the average ⟨P (t)⟩ also
over the period. Defining the function

G(l,l′)(τ) =

∫ T

0

dt

T ġ
(l)
1 (t)g

(l′)
1 (t− τ) , (26)

we arrive at

P = −i
∑

l,l′=A,B

∫ +∞

0

dτ G(l,l′)(τ)
{
L1,s(τ)C

(l,l′)
− (τ)

+L1,aC
(l,l′)
+ (τ)

}
. (27)

In the above expression, we have L1(τ) ≡ L1,s(τ) +
L1,a(τ) with symmetric and anti-symmetric parts

L1,s(t) =

∫ +∞

0

dω

π
J1(ω) coth

(
ω

2T1

)
cos(ωt),

L1,a(t) = −i

∫ +∞

0

dω

π
J1(ω) sin(ωt) . (28)

Notice that L1(τ) corresponds to the noise correlator
⟨ξ1(τ)ξ1(0)⟩ defined in Eq. (14) and depends on the bath
spectral density J1(ω). For the sake of completeness
we quote also the identity mγ̇1(t) = −2iL1,a(t). To

obtain now the final expression for the power we use
the Fourier components of the functions L1,s,a(τ) and

C
(l,l′)
± (τ). They are

L1,s(ω) = J1(ω) coth

(
ω

2T1

)
; L1,a(ω) = J1(ω)

C
(l,l′)
+ (ω) =

2

m
coth

(
ω

2T2

)
χ
(l,l′)
2

′′
(ω) ,

C
(l,l′)
− (ω) =

2

m
χ
(l,l′)
2

′′
(ω) . (29)

For C
(l,l′)
± (ω) we used the fluctuation dissipation rela-

tion that links these correlators to the imaginary part of

the response function χ
(l,l′)
2 (ω). Concerning G(l,l′)(τ) in

Eq. (26) we use the Fourier decomposition

g
(l)
1 (t) =

+∞∑

n=−∞
g(l)n e−inΩt (30)

to find

G(l,l′)(τ) = −i
+∞∑

n=−∞
nΩg(l)n g

(l′)
−ne

−inΩτ . (31)

Exploiting these Fourier representations in Eq. (27), one
eventually arrives at the final expression for the average
power

P =−
+∞∑

n=−∞
nΩ

∫ +∞

−∞

dω

2πm
J1(ω+nΩ)N(ω, nΩ)g†

n·χ′′
2(ω)·gn ,

(32)

where gn = (g
(A)
n , g

(B)
n ) is a two-element vector and g†

n its
adjoint. We have also used the compact matrix notation
χ′′

2(ω), which is a two-by-two matrix whose entries are

the imaginary parts of the response functions χ
(l,l′)
2 (ω)

taken from Eq. (21), and introduced

N(ω,Ω) = coth

(
ω +Ω

2T1

)
− coth

(
ω

2T2

)
. (33)

Concerning the average heat currents Jν , similar steps
as detailed above can be followed. Here, we briefly re-
port few of them to arrive to the final closed expressions.
Considering Eq. (A2) of App.A and expanding xl(t) as
in Eq. (15), we have

J1(t) = −
∑

l=A,B

g
(l)
1 (t)

[
x
(0)
l (t)ξ̇

(l)
1 (t) + ∆xl(t)ξ̇

(l)
1 (t)

−m
∑

l′=A,B

∫ t

t0

ds x
(0)
l (t)x

(0)
l′ (s)g

(l′)
1 (s)γ̈1(t− s)

]
. (34)

After taking the quantum average, the lowest order per-
turbative expression reads

⟨J1(t)⟩ =
∑

l,l′=A,B

∫ t

t0

ds g
(l)
1 (t)g

(l′)
1 (s)

{
mγ̈1(t− s)

× C(l,l′)(t− s)− i⟨ξ1(s)ξ̇1(t)⟩C(l,l′)
− (t− s)

}
. (35)
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As before, the average over one period of the drive is
performed by introducing the correlators in Eq. (25), ex-
ploiting the Fourier decomposition in Eq. (30) and using
Eqs. (26)-(31). After some straightforward steps one
arrives at

J1=

+∞∑

n=−∞

∫ +∞

−∞

dω

2πm
(ω + nΩ)J1(ω + nΩ)N(ω, nΩ)

× g†
n · χ′′

2(ω) · gn , (36)

and similarly for the other heat current

J2=−
+∞∑

n=−∞

∫ +∞

−∞

dω

2πm
ωJ1(ω+nΩ)N(ω, nΩ)g†

n·χ′′
2(ω)·gn .

(37)

SUPPLEMENTARY NOTE 4: GENERAL
PROPERTIES OF THE PARETO FRONT

In this Section we derive general properties of the
Pareto-front and of the corresponding optimal driving.
In particular, we prove that: (i) Pareto optimal drives
for (η,−P ) are also optimal for (σ,−P ); (ii) the (σ,−P )
Pareto front is weakly convex; (iii) the strictly convex
(linear) part of the Pareto front can be described by real

coefficients g
(l)
n involving at most two (four) frequencies,

i.e., they are zero except for two (four) values of n; (iv)
the time-average of Pareto optimal drives is zero, i.e.,

g
(l)
0 = 0.

Since the time-dependent controls g
(l)
1 (t) are real, their

Fourier coefficients satisfy the property g
(l)
−n = (g

(l)
n )∗.

Using this, and the fact that χ
(AB)
2 (ω) = χ

(BA)
2 (ω), we

can rewrite the power and entropy production rate, as

P ({gn}) =
+∞∑

n=1

g†
n · I(P )

n · gn, (38)

σ({gn}) = σ0 +
+∞∑

n=1

g†
n · I(σ)n · gn, (39)

where the sums extend only over positive frequencies and

I
(P )
n and I

(σ)
n are 2x2 real and symmetric matrices given

by

[
I(P )
n

]
ll′

= −(nΩ)

∫ +∞

−∞

dω

2πm

[
J1(ω + nΩ)N(ω, nΩ)

− J1(ω − nΩ)N(ω,−nΩ)
]
χ
(ll′)
2

′′
(ω), (40)

[
I(σ)n

]
ll′

= − 1

T1

[
I(P )
n

]
ll′

+

(
1

T2
− 1

T1

)∫ +∞

−∞

dω

2πm
ω

×
[
J1(ω + nΩ)N(ω, nΩ) + J1(ω − nΩ)N(ω,−nΩ)

]

× χ
(ll′)
2

′′
(ω), (41)

for l, l′ = {A,B}. In Eq. (39) σ0 = (1/2)g†
0 · I

(σ)
0 · g0 is

the entropy production rate given by the zero-frequency
driving, i.e., the entropy production rate when the cou-
pling is constant in time. The second law of thermo-
dynamics prescribes σ0 ≥ 0. Since the zero frequency
component g0 does not contribute to the power and it
only has a detrimental effect on the entropy production
rate, all Pareto-optimal drivings will have g0 = 0. From
now on we thus set g0 = 0.
We now define the 2Nmax-component vector

g =
(
g
(A)
1 , g

(B)
1 , g

(A)
2 , g

(B)
2 , . . . , g

(A)
Nmax

, g
(B)
Nmax

)t
,

(42)
where Nmax is a maximum cut-off value (not to be con-
fused with ωc) introduced for numerical purposes. With
this definition, g is given by the concatenation of gn

for all n = 1, 2, . . . , Nmax. Let us further introduce
two (2Nmax)x(2Nmax) matrices, I(P ) and I(σ), such that
Eqs. (38) and (39) can be written as

P (g) = g† · I(P ) · g, σ(g) = g† · I(σ) · g. (43)

Importantly, I(P ) and I(σ) are block-diagonal matrices
with 2x2 blocks along the diagonal given by, respectively,

I
(P )
1 , I

(P )
2 , . . . I

(P )
Nmax

and I
(σ)
1 , I

(σ)
2 , . . . I

(σ)
Nmax

. Therefore,
they have the property that they only mix components
with the same frequency index n.

Our goal is to characterize the (σ,−P ) and the (η,−P )
Pareto fronts assuming that I(P ) and I(σ) are fixed ma-
trices. The optimization is performed with respect to
the vector g with 2Nmax components. We assume that
Ω is a sufficiently small frequency such that nΩ is ap-
proximately continuous. We then consider a large value
of Nmax such that NmaxΩ = 0.5ωA. This corresponds
to optimizing the performance of the quantum thermal
machine with respect to an arbitrary driving. The opti-
mization is carried out imposing the two constraints on
the Fourier coefficients detailed in the main text. These
constraints can be conveniently written in terms of gn as

+∞∑

n=1

g†
n ·Π(A)

n · gn = |g(A)|2,
+∞∑

n=1

g†
n ·Π(B)

n · gn = |g(B)|2,

(44)
where

Π(A)
n =

(
1 0
0 0

)
, Π(B)

n =

(
0 0
0 1

)
, (45)

project on the corresponding subspace relative to QHO
A or B. We can write the constraints in terms of g as

g† ·Π(A) · g = |g(A)|2, g† ·Π(B) · g = |g(B)|2, (46)

where the projector Π(A) (Π(B)) is a (2Nmax)x(2Nmax)

diagonal matrix with Π
(A)
n (Π

(B)
n ) along its diagonal. We

notice that if there was a single constraint on the square
norm of g, the optimization of the power and entropy pro-
duction rate would be straightforward, because they are
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quadratic forms, and their maximum (minimum) would
be given by the largest (smallest) eigenvalue. However,
as we now show, the presence of 2 constraints and the
search of the full Pareto front introduces a richer set of
solutions.

Pareto optimal drives for (η,−P ) are also Pareto
optimal for (σ,−P ) (but not vice-versa)

We now show that if a drive is optimal for (η,−P ),
then it is also optimal for (σ,−P ). This implies that if
we find the full (σ,−P ) Pareto front, and we transform
these points to (η,−P ), we will have a set of points that
necessarily contains the full (η,−P ) Pareto front. Indeed,
in Figures 4 and 5 of the main text the plots in the right
column are found by transforming all points in the left
column, and selecting only those that are Pareto-optimal.

The transformation between the two Pareto fronts is
given by the identity

η(σ, P ) = ηC

[
1− σT2

P

]−1

. (47)

We now use Eq. (47) to prove our statement by
contradiction. Let g be a driving that is Pareto
optimal for power and efficiency, i.e., such that
[η(σ(g), P (g)),−P (g)] is on the Pareto front. If, by con-
tradiction, [σ(g),−P (g)] was not also on the Pareto front
for power and entropy production, then there would be a
driving ḡ such that [σ(ḡ),−P (ḡ)] is strictly better than
[σ(g),−P (g)]. This means that either

P (ḡ) < P (g) σ(ḡ) ≤ σ(g), (48)

or

P (ḡ) ≤ P (g) σ(ḡ) < σ(g). (49)

If Eq. (48) is true, using the monotonicity of η(P, σ)
with respect to P and σ, and using that σ > 0 and P < 0
in the heat engine regime, we have that

η(σ(ḡ), P (ḡ)) ≥ η(σ(g), P (ḡ)) > η(σ(g), P (g)). (50)

Eqs. (48) and (50) imply that the driving g has a strictly
worse extracted power and efficiency with respect to ḡ,
which would be a contradiction to our hypothesis. There-
fore Eq. (48) cannot be true. A similar argument can be
used if Eq. (49) is true, thus concluding our proof by
contradiction.

The outer strictly convex part of the (σ,−P ) Pareto

front can be described by real coefficient g
(l)
n

involving at most two frequencies

We can determine the outer strictly convex part of the
(σ,−P ) Pareto front maximizing the figure of merit

Fc(g) = −cP (g)− (1− c)σ(g) = g† · I(F )
c · g (51)

for all values of c ∈ [0, 1] [4], where

I(F )
c = −cI(P ) − (1− c)I(σ) (52)

is a block-diagonal, real and symmetric matrix. Graph-
ically, the optimization of Fc(g) corresponds to finding
the outermost points of the Pareto front that are tangent
to the vector (c, 1 − c) in the (σ,−P ) plane. To enforce
the constraints in Eq. (46), we introduce the following
Lagrangian

Lc(g, λ
(A), λ(B)) =

1

2
Fc(g)

− 1

2

∑

l=A,B

λ(l)
[
g† ·Π(l) · g − |g(l)|2

]
. (53)

The derivative of Lc(g, λ
(A), λ(B)) with respect to λ(A)

and λ(B) imposes the constraints in Eq. (46). Since the
driving g is, in principle, a complex, we express it as
g = a+ ib. The optimality conditions are then obtained
deriving the Lagrangian with respect to the real parame-

ters a and b. Using that I
(F )
c , Π(A) and Π(B) are real and

symmetric matrices, and that Π(A) + Π(B) = Id, it can
be shown that the optimality condition for the complex
vector g can be expressed as

[
I(F )
c + λd

(
Π(A) −Π(B)

)]
g = λsg, (54)

where, for convenience, we introduced λd = (λ(B) −
λ(A))/2 and λs = (λ(B) + λ(A))/2.
Let (ḡ, λ̄s, λ̄d) be an optimal driving. It must satisfy

Eq. (54) and the constraints in Eq. (46). From Eq. (54),
we see that ḡ is an eigenvector of

M = I(F )
c + λ̄d

(
Π(A) −Π(B)

)
(55)

with eigenvalue λ̄s. Since M is real and symmetric, there
will be an orthonormal basis of real vectors {ei}i that
generate the eigenspace of M relative to the eigenvalue
λ̄s. Furthermore, since M is block-diagonal with 2x2
matrices along the diagonal, we can assume that each
eigenstate ei has at most two non-null components cor-
responding to a single frequency index n.

In general, ḡ will be a complex linear combination of
{ei}i, i.e.

ḡ =
∑

i

ζ̄iei. (56)

As we prove below, there is a linear combination {ζi}i
of the {ei}i vectors that (i) is real, (ii) satisfies the con-
straints, (iii) has the same value of the figure of merit
Fc(ḡ), and (iv) has at most 2 non-null components.

Having the same figure of merit means that the corre-
sponding power and entropy production lie on the tan-
gent of the Pareto front in (σ(ḡ),−P (ḡ)). However, since
we are characterizing the outer strictly convex part of the
Pareto front, the only point that can lie along the tangent
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in (σ(ḡ),−P (ḡ)), satisfying the constraints, is the point
(σ(ḡ),−P (ḡ)) itself. Therefore, we can equivalently pick
the real linear combination of real vectors g =

∑
i ζiei

to represent the (σ(ḡ),−P (ḡ)) point on the Pareto front,
proving the statement of this Subsection.

We now prove the existence of {ζi}i. First we notice
that if g =

∑
i ζiei satisfies the constraints in Eq. (46),

we have that

Fc(g) =
(
λ̄s − λ̄d

)
|g(A)|2 +

(
λ̄s + λ̄d

)
|g(B)|2. (57)

This can be derived multiplying Eq. (55) by g† and g
respectively from the left and right. Notably, in Eq. (57)
Fc(g) does not depend on the specific linear combination.
Therefore, any linear combination g =

∑
i ζiei satisfying

the constraints in Eq. (46) will have the same value of
the figure of merit of F (ḡ).

We now show that there is always a real linear combi-
nation {ζi}i, satisfying the constraints in Eq. (46), with
at most two non-null coefficients, concluding the proof of
this Subsection. For O = Π(A),Π(B), let us consider the
identity

(g)
† ·O ·g =

∑

i

|ζi|2eit ·O ·ei+
∑

i ̸=j

ζ∗i zjei
t ·O ·ej. (58)

We impose that the coefficients {ζi}i satisfy the con-
straints in Eq. (46). Using that ei

t · O · ej = 0 (proven
below), this yields, for l = A,B,

∑

i

Pli|ζi|2 = |g(l)|2, (59)

where Pli = ei
t ·Π(l) ·ei. Equation (59) is a linear problem

for the coefficients |ζi|2. Since Eq. (59) only depends on
the square modulus of ζi, we can equivalently assume
that ζi is real. Since Pli is a 2xm matrix, where m is
the number of elements of {ei}i, it has at most rank 2.
Combined with the fact that a non-null solution exist,
i.e., ḡ =

∑
i z̄iei, it can be shown that it is always possible

to find a solution with at most two non-null coefficients.
To conclude the proof, we show that ei

t·O·ej = 0 for all
i ̸= j. We distinguish two cases. If ei and ej correspond
to different frequency indices n, then ei

t ·O ·ej is trivially
null, because Π(A),Π(B) are diagonal. If they correspond

to the same frequency index n, let us denote with e
(n)
i

and e
(n)
j the two dimensional vector containing the non-

null components of ei and ej, respectively. e
(n)
i and e

(n)
j

are orthonormal eigenvectors of the corresponding 2x2
matrix

Mn =
[
I(F )
c

]
n
+ λ̄d

(
Π(A)

n −Π(B)
n

)
, (60)

relative to the same eigenvalue λ̄s. Here
[
I(F )
c

]
n
= −cI(P )

n − (1− c)I(σ)n . (61)

Since Mn is a 2x2 matrix with two identical eigenvalues
λ̄s, it can be shown that Mn = λ̄sId. Since Mn is diago-
nal, without loss of generality we can choose ei

(n) = (1, 0)

and ej
(n) = (0, 1). With this choice, ei

t · O · ej is zero

because Π
(A)
n and Π

(B)
n are diagonal matrices.

The (σ,−P ) Pareto front is weakly convex and

generated by real coefficients g
(l)
n involving at most

two (four) frequencies where it is strictly convex
(linear)

Let us consider the outer strictly convex part of the
Pareto front identified as in the previous Subsection. Be-
low we prove that, mixing at most 4 frequencies with real

coefficients g
(l)
n , we can find solutions generating the en-

tire convex hull of the outer strictly convex part. The
entire Pareto front is then given by the outer border of
the convex hull, which in turns is composed of a strictly
convex part (mixing at most two frequencies with real
coefficients – as proven in the previous Subsection), and
segments (mixing at most four frequencies with real coef-
ficients). Indeed, if by contradiction there was a strictly
better solution outside of the convex hull, which is a
weakly convex curve, there would be a value of c such
that the maximum of Fc(g) in Eq. (57) coincides with
such a solution. By hypothesis, this point cannot be
part of the convex hull, but all points maximizing Fc(g)
generate the convex hull, and are thus part of it. This
concludes the proof.

We now show that, given two drivings g(1) and g(2)

belonging to the outer strictly convex part of the Pareto
front, we can find drivings with real coefficients mixing
at most four frequencies that generate the entire segment
between (σ(g(1)),−P (g(1))) and (σ(g(2)),−P (g(2))).

Using the results of the previous Subsection, g(1) and
g(2) satisfy the constraints in Eq. (46) and can be ex-
pressed as real combination of two frequencies, i.e.,

g(1) = x11g
(11) + x12g

(12),

g(2) = x21g
(21) + x22g

(22),
(62)

where g(ij), for i, j = 1, 2, are real vectors with a single
frequency and xij are real coefficients.

Let us consider the drive

ḡ(a) =
√
ag(1) +

√
1− ag(2) (63)

which, by construction, has real coefficients and mixes at
most 4 frequencies. For O = I(P ), I(σ),Π(A),Π(B) let us
compute

ḡ(a)† ·O · ḡ(a) = ag(1)† ·O ·g(1) +(1− a)g(2)† ·O ·g(2)

+ 2
√
a
√
a− 1g(1)† ·O · g(2). (64)

If g(1)† · O · g(2) = 0, ḡ(a) satisfies both constraints
in Eq. (46), and its power and entropy production
rate linearly interpolate between (σ(g(1)),−P (g(1))) and
(σ(g(2)),−P (g(2))) for a ∈ [0, 1]. This would conclude



7

the proof. From Eq. (62), we see that g(1)† ·O · g(2) = 0
if each term

g(1i)† ·O · g(2j) = 0, (65)

for i, j = 1, 2. If g(1i) and g(2j) belong to differ-
ent frequencies, then Eq. (65) is true because O =
I(P ), I(σ),Π(A),Π(B) are block diagonal. If instead they
belong to the same frequency, we can change one of the
two frequencies by an infinitesimal amount. This will
have an arbitrarily small effect on the performance and
on the constraints, but guarantees that Eq. (65) holds.

SUPPLEMENTARY NOTE 5: NUMERICAL
APPROACH TO FIND THE PARETO FRONT

Here we provide some details on the numerical ap-
proach used to compute the Pareto fronts shown in Fig-
ures 4 and 5 of the main text and we show some repre-

sentative examples of the distribution of g
(l)
n found with

this optimization method.
As described in the main text, we must solve numer-

ically the optimization problem in Eq. (21) subject to
three constraints: two on the norm of the drivings and
one on the entropy production rate.. We exactly enforce

the two normalization conditions on the g
(l)
n coefficients

expressing them as a function of unconstrained real pa-

rameters {g̃(l)n } through the relations

g(l)n = |g(l)| g̃
(l)
n√

∑
m

[
g̃
(l)
m

]2 , (66)

and then we perform the numerical optimization with

respect to {g̃(l)n }. Within the Section, the coefficients g
(l)
n

are always to be intended as functions of {g̃(l)n } through
Eq. (66).

The constraint on the entropy production rate is in-
stead imposed through a Lagrange multiplier. We thus
introduce the Lagrangian

L({g̃(l)n }, α) = P ({g(l)n }) + α
[
σ({g(l)n })− σi

]
, (67)

where α is a Lagrange multiplier. Here the power

P ({g(l)n }) and entropy production σ({g(l)n }) are computed
as in Eq. (43) considering only real coefficients (as proven
in the previous Section, this is not a restrictive assump-
tion). As shown in Ref. [5], we can numerically solve
the optimization problem performing a gradient descent

of L({g̃(l)n }, α) with respect to the g̃
(l)
n parameters, and a

gradient ascent with respect to α. However, this can lead
to an unstable optimization. Ref. [5] proposes to over-
come this problem adding an additional penalty term to
the Langrangian, leading to

L({g̃(l)n }, α) = P ({g(l)n }) + α
[
σ({g(l)n })− σi

]

+ γ
[
σ({g(l)n })− σi

]2
, (68)

where γ > 0 is a fixed hyperparameter. This additional
term has no effect when the constraint is exactly satisfied,
but improves convergence (see Ref. [5] for details).
In practice, we use the PyTorch framework [6] to com-

pute the gradients of L({g̃(l)n }, α), given in Eq. (68), with

respect to {g̃(l)n } and α using automatic differentiation.
We then use the Adam optimizer [7], with a learning rate

of 0.01, to minimize L({g̃(l)n }, α) with respect to {g̃(l)n },
and we use a gradient ascent, with a learning rate of

0.003, to maximize L({g̃(l)n }, α) with respect to α. To en-
sure that α remains positive [5], we express it as α = eβ ,
and perform a gradient ascent with respect to β. We also
fix γ = 1.

We start from a random guess of {g̃(l)n } uniformly sam-
pled in the [0, 1) interval, and we start from α = 1. We

then alternate one optimization step for {g̃(l)n }, and one
for α, for a total of 16.000 times. We verified that this
choice of hyperparameters and this number of optimiza-
tion steps lead to a very stable and consistent optimiza-
tion. The same hyperparameters are used for all results
presented in this manuscript.

We now show some representative values of g
(l)
n that

emerge from the numerical optimizations leading to Fig-
ures 4 and 5 (main text). In Supplementary Figure 1

Supplementary Figure 1. |g(l)n |2, for l = A (blue circles) and
l = B (red crosses), as a function of the frequency ω = nΩ,
found in specific points of Figure 4 (main text), i.e., in the
moderate damping case. The left (right) column is relative
to the independent (joint) case, while each row corresponds
to a different value of ωB reported on each panel. (a,b,e,f)
correspond to the maximum power driving, while (c) cor-

responds to the (σ̃, |P̃ |) = (0.13, 0.021) point, and (d) to

(σ̃,−P̃ ) = (0.12, 0.065).

we report the square modulus of the optimal driving co-

efficients |g(l)n |2, as a function of the frequency ω = nΩ,
relative to specific points in Figure 4 (main text). In par-
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ticular, the left (right) column is relative to the indepen-
dent (joint) case, while each row corresponds to a differ-
ent value of ωB (reported on each panel). Panels (a,b,e,f)
report the square modulus of the coefficients in the maxi-
mum power case, while panel (c,d) report a case with low
power and low entropy production. In particular, Panel
(c) corresponds to the (σ̃, |P̃ |) = (0.13, 0.021) point,

while Panel (d) corresponds to (σ̃, |P̃ |) = (0.12, 0.065).
Since we are optimizing over 5.000 values of ω, points
that appear to be “vertical” correspond to extremely sim-
ilar frequencies, and thus we consider them as a single
frequency (it is likely that optimizing for more steps or
decreasing the learning rate could yield exactly a sin-
gle frequency). As discussed in the main text, we see
that the independent case always finds two distinct fre-
quencies for each QHO [see panels (a,c,e)]. On the other
hand, the joint case at maximum power is always given
by a single frequency [see panels (b,f)]. Along the rest
of the Pareto front, the joint case is also always optimal
at a single frequency, except for the low power regime
at ωB = 0.6ωA, where two frequencies become optimal.
Such an example is reported in Panel (d). Interestingly,
as opposed to the independent case where each QHO is
operated at a distinct frequency, here QHO A is driven
at both frequencies.

Supplementary Figure 2. |g(l)n |2, for l = A (blue circles) and
l = B (red crosses), as a function of the frequency ω = nΩ,
found in specific points of Figure 5 (main text), i.e., in the
ultra-strong damping case. Only the joint case is considered
since the independent case does not operate as a heat engine
in this regime. Each row corresponds to a different value of ωB

reported on each panel. All plots correspond to the driving
that maximizes the power.

In Supplementary Figure 2 we report the same data,
i.e., the square of the driving coefficients as a function
of the frequency, relative to the maximum power points
in Figure 5 (main text). Only the joint case is analyzed
since the independent case does not operate as a heat

engine in this regime. Each row corresponds to a different
value of ωB (reported on each panel). As discussed in the
main text and confirmed in Figure 5 (main text), in all
these cases the optimal driving is monochromatic and
occurs at ω = ω̄.

SUPPLEMENTARY NOTE 6: LOGARITHMIC
NEGATIVITY

In this Section we provide some details on the evalu-
ation of possible fingerprint of entanglement in the WM
in the case of bath-mediated correlations. To this end
we restrict the analysis to the ν = 2 reservoir, the one
responsible for mediating correlations, since the other is
only weakly coupled to the quantum system.
We recall that the logarithmic negativity [8–11] is de-

fined as

En ≡ Max
[
0,− log(2ν̃)

]
. (69)

A finite En is a fingerprint of entanglement. Therefore
it is required that ν̃ < 1/2, where ν̃ is the so-called sym-
plectic eigenvalue of the partial transposed density ma-
trix [8]. For gaussian states this quantity can be written
as [10, 11]

2ν̃2 = ∆−
√
∆2 − 4 det(Σ) . (70)

In the above equation we have introduced the covariance
matrix

Σ =

(
α γ
γt β

)
(71)

where the two-by-two submatrices α and β refer to the
A and B QHO correlators, while γ refers to mixed ones.
In particular, these are given by

α =

(
⟨x(0)

A (t)x
(0)
A (t)⟩s ⟨x(0)

A (t)p
(0)
A (t)⟩s

⟨p(0)A (t)x
(0)
A (t)⟩s ⟨p(0)A (t)p

(0)
A (t)⟩s

)
(72)

β =

(
⟨x(0)

B (t)x
(0)
B (t)⟩s ⟨x(0)

B (t)p
(0)
B (t)⟩s

⟨p(0)B (t)x
(0)
B (t)⟩s ⟨p(0)B (t)p

(0)
B (t)⟩s

)
(73)

and

γ =

(
⟨x(0)

A (t)x
(0)
B (t)⟩s ⟨x(0)

A (t)p
(0)
B (t)⟩s

⟨p(0)A (t)x
(0)
B (t)⟩s ⟨p(0)A (t)p

(0)
B (t)⟩s

)
(74)

in terms of equal time symmetrized (see the subscripts)
position and momentum correlators. Here, we are in-
terested in the long time behaviour, when a stationary
regime has been reached, therefore these quantities do
not depend on time. In Eq. (70) we have also introduced

∆ = det(α) + det(β)− 2 det(γ). (75)
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Supplementary Figure 3. Logarithmic negativity En as
a function of the normalized temperature T2/ωA for γ2 =
0.1ωA. Different curves refer to different values of ωB/ωA.

The symmetrized position and momentum correlators
can be written in terms of the imaginary part of the re-
sponse function χ2 as

⟨x(0)
l (t)x

(0)
l′ (t)⟩s =

∫ +∞

−∞

dω

2πm
χ
(ll′)
2

′′
(ω) coth

(
ω

2T2

)

⟨p(0)l (t)p
(0)
l′ (t)⟩s = m

∫ +∞

−∞

dω

2π
ω2χ

(ll′)
2

′′
(ω) coth

(
ω

2T2

)
,

(76)

while all other correlators of the form ⟨x(0)
l (t)p

(0)
l′ (t)⟩s

are zero. Therefore, all submatrices α, β, and γ have
diagonal components only. It is worth to note that the

momentum-momentum correlator in Eq. (76) contains a
logarithmic divergence at high frequencies and, in gen-
eral, a cut-off ωc in the Ohmic Drude form of the damping
function γ2(ω). However, it is possible to demonstrate
(not shown) that ν̃, and thus also En, have finite values
in the ωc → +∞ limit. Indeed, even though ν̃ depends
on combinations of position and momentum correlators,
all logarithmic divergences cancel out and thus ν̃ is a
well-behaved expression also when ωc → +∞.
Inspecting Eqs.(70)-(76), one can evaluate En in

Eq. (69). A representative example of En for the moder-
ate damping case γ2 = 0.1ωA, and for different ωB/ωA,
is reported in Supplementary Figure 3 showing that it
is finite at sufficiently low temperatures, while it van-
ishes at higher ones. A closed expression for ν̃ can be
found in the strong damping regime. Indeed, exploiting
the asymptotic expressions reported in the main text one
can arrive at analytical expressions for the correlators in
Eq. (76). In doing so, a useful relation is

lim
η0→0

ω coth

(
ω

2T2

)
η0

ω2 + η20
→ 2πT2δ(ω) , (77)

which implies that the position-position correlator takes
contributions both from ω ∼ 0 and from ω ∼ ω̄, while the
momentum-momentum one is governed by contributions
close to ω̄. After some passages, one eventually arrives
at

ν̃2 =
T2ω̄

3 coth2(ω̄/(2T2))

2ω2
Aω

2
B

1

coth(ω̄/(2T2)) +
T2(ω2

B−ω2
A)2

2ω̄ω2
Aω2

B

.

(78)
Recalling that finite entanglement is expected for ν̃ <
1/2, this will define the critical temperature T ∗ in the
asymptotic regime of large γ2: ν̃(T

∗) = 1/2.
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