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Abstract

Ligand unbinding is mediated by the free energy change, which has intertwined con-

tributions from both energy and entropy. It is important but not easy to quantify their

individual contributions. We model hydrophobic ligand unbinding for two systems, a

methane particle and a C60 fullerene, both unbinding from hydrophobic pockets in

all-atom water. By using a modified deep learning framework, we learn a thermody-

namically optimized reaction coordinate to describe hydrophobic ligand dissociation for

both systems. Interpretation of these reaction coordinates reveals the roles of entropic

and enthalpic forces as ligand and pocket sizes change. Irrespective of the contrasting

roles of energy and entropy, we also find that for both the systems the transition from

the bound to unbound states is driven primarily by solvation of the pocket and ligand,

independent of ligand size. Our framework thus gives useful thermodynamic insight

into hydrophobic ligand dissociation problems that are otherwise difficult to glean.

Ligand dissociation is an important process driving conformational change and function-

ality of proteins and other macromolecules.1 One of the most important examples of ligand
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unbinding is the dissociation of inhibitory drug from a target protein molecule.2 Experi-

ments are excellent for determining the thermodynamics3 an kinetics of ligand unbinding,4

but they can lack direct mechanistic details of the unbinding event at the atomic level. As

such, a common approach to gain information regarding the dissociation mechanism at the

atomic spatial scale and with high temporal resolution is through the use of atomistic molec-

ular dynamics (MD) simulations.5 However, for ligands with a small dissociation constant,

the residences times in the receptor are prohibitively long for study with atomistic MD,

and, to study the dissociation process computationally, enhanced sampling procedures are

required.2,6–8

Generally, once an MD simulation has achieved adequate sampling of the association-

dissociation process, the simulation trajectory statistics is used to model the effective reaction

coordinate (RC) for describing the dissociation event. While the simplest reaction coordinate

one generally considers is the distance of the ligand from the binding site, it is not the most

informative RC. This is because it accounts for only a single degree of freedom and ignores

contributions from the solvent and any relevant internal degrees of freedom the system may

possess. Variational methods can be utilized to optimize the RC to elucidate the details

of the dissociation mechanism and kinetics.5 Furthermore, these more detailed RCs will be

more informative regarding how the ligand and binding site behave at the transition state

straddling the bound and unbound states.

Here, we model the ligand-receptor dissociation process by utilizing two model sys-

tems of hydrophobic binding: a united atom methane particle9–12 and a C60 Buckminster

fullerene7,13,14 binding to a hydrophobic cavity that interacts with the ligand and surround-

ing TIP4P water solvent via dispersion interactions only; visual representations of these

systems are given in in Figure S1. We choose to study two systems of hydrophobic dissoci-

ation because it is known15–17 that both the size and shape of ligand and cavity affect the

thermodynamics, kinetics, and mechanism of unbinding. There are many methods available

to develop potential RCs for studying this process, including using maximum likelihood of

2



sampling paths,18 estimating transfer matrices,19 principal20 and independent21 component

analyses, and machine learning based approaches,22–27 among others. Here we find RCs for

describing the unbinding process in both systems using the state predictive information bot-

tleneck (SPIB) method,28–30 a deep learning based method that finds non-linear RCs using a

variational autoencoder (VAE)31 architecture. We choose this framework due to its ability to

accurately predict the metastable states of a system,28,29 model the committor function,28,30

and learn the effective driving mechanisms for rare events in solution.29,32 Furthermore, this

framework allows for introducing thermodynamic intuition into machine learning of the re-

action coordinates. As we show in this letter, this extension is a powerful way to quantify

and optimize the enthalpic and entropic contributions to the thermodynamic barriers from

simulations at just a single temperature.

The thermodynamics of unbinding for a similar methane system studied here has been

previously elucidated in great detail previously,10–12 including a separation of the contribu-

tions of the free energy of unbinding into its energetic and entropy contributions. Given

the sensitivity of the thermodynamics of hydrophobic association and dissociation to hy-

drophobe shape and size,16 we modify the SPIB loss function with an extra term in the

spirit of the EncoderMap approach33 to encourage the separation of the energy and entropy

barriers surmounted during the dissociation process into two separate reaction coordinates.

This modification of the SPIB loss function allows the architecture to effectively learn the

relevant thermodynamic profiles of hydrophobic unbinding, explicitly adding physics into

the neural network’s learning procedure.

For both systems, we find that the free-energy barrier to dissociation is overall dominated

by an entropy barrier. However for methane, there is also a small energy barrier impeding

dissociation while fullerene dissociation is entirely downhill in energy. Furthermore, for

both these systems, we find that a one-dimensional RC space is adequate for capturing the

thermodynamics of unbinding. This result is due to the dominance of the entropy barrier

to the unbinding free-energy barrier and a lack of a significant energy barrier to unbinding
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along the learned RC in both cases. Modifying the SPIB to explicitly account for energy and

entropy barriers along the RC is critical for finding these thermodynamic barriers; without

it, the SPIB returns a thermodynamically ignorant RC that my miss critical intricacies

regarding the ligand unbinding mechanism.

This study is not the first to study non-trivial RCs for the fullerene system. In Ref. 14,

the authors utilize a combination of time-lagged independent component analysis (tICA)34,35

and Markov state models (MSMs)36 to discover novel RCs for fullerene dissociation from an

identical hydrophobic pocket as presented here. An optimized, in the sense of maximal spec-

tral gap separation, one-dimensional RC was developed using the spectral gap optimization

of order parameters (SGOOP)37 and reweighted autoencoder variational Bayes (RAVE),38

the precursor to SPIB, techniques. Both methods found that the ligand’s z-distance from

the pocket, with the hydration state of the pocket contributing little to the optimized RC.

However, in both cases, only three input features were considered while constructing the RC:

the z-distance of the ligand from the pocket; the radial distance of the ligand from the center

of the pocket, ρ; and the hydration state of the pocket, NW, pocket. For the methane-pocket

system, RCs different from the ligand’s z-distance from the pocket have not been examined

in detail. Here, we use a richer six input feature basis, described in Figure 1 for the fullerene

system, to learn a non-linear RC that optimizes the entropy barrier using the augmented

SPIB formalism. Explicitly, the six features input to the SPIB are the (x, y, z) coordinates

of the ligand in the reference frame of the pocket; radial distance of the ligand from the

center of the pocket, ρ =
√

x2 + y2; and the solvation state of the pocket, NW, pocket, and

the ligand, either methane, NW, methane, or the fullerene, NW, fullerene. Since both systems are

constrained along the ρ coordinate, the x, y, and ρ input features serve essentially as noisy

features.

The SPIB architecture is based on the variational autoencoder (VAE) architecture,31

with the addition of a lagtime τ to the loss function and the prediction of state labels in

place of reconstruction of the original input data. These augmentations to the original VAE
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ρ

z

NW, ligand
NW, pocket

Figure 1: Schematic definitions of the input features to the SPIB analysis for RC discovery in
the fullerene system; the definitions are analogous for the methane system. The schematic
on the left illustrates the definition of the radial distance from the center of the pocket,
ρ =

√
x2 + y2, with x and y both defined with respect to the center-of-mass of the atoms

lining the pocket. The schematic on the right shows the definition of both the pocket- and
ligand-water coordination numbers, NW, pocket and NW,ligand, respectively, as well as the z-
distance from the pocket, z. Both images are created using VMD v1.9.3.39

give a model that minimizes the following loss function, which is similar in structure to the

variational information bottleneck:40

L =Epθ(z|x)

[
− log (qθ(y(t+ τ)|z(t))) + β log

(
pθ(z(t)|x(t))

rθ(z)

)]
=Eqθ(z|x) [− log (pθ(y(t+ τ)|z(t)))] + βDKL (pθ(z(t)|x(t))||rθ(z)) . (1)

In eq. 1, pθ(z|x) is the encoder generating the latent space z from the input features x,

qθ(y(t + τ)|z(t)) is the decoder generating the predicted metastable state, y, at a lagtime

τ given the observed value of the RC at time t, z(t), rθ(z) is an assumed mulitmodal prior

distribution of z, and θ denotes the set of all learnable parameters of the model. The opti-

mal RC space z minimizing eq. 1 is a set of RCs that optimally predicts the coarse-grained

dynamics in the state space y at a lagtime τ in the future while simultaneously minimizing
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the Kullback-Leibler divergence from an initial, assumed prior distribution rθ(z), with the

trade-off given by the hyperparameter β. The prior for this model is taken as a set of en-

coded representations from each of the separate states in the state space y from the training

data extracted from the biased MD simulations, which prevents posterior mode collapse.41

Further details regarding the SPIB theory and architecture can be found in previous pub-

lications28–30 and the associated GitHub repository (https://github.com/tiwarylab/State-

Predictive-Information-Bottleneck). Specific details regarding the SPIB training for the two

model systems presented here are listed in Table 1; further details regarding the training are

given in the SI.

Table 1: SPIB Parameters for the Methane and fullerene Systems

System τ , ps β lra

Methane 5 1×10−2 0.0001
fullerene 10 1×10−2 0.0001
a
Learning Rate

To encourage the RC space discovered by SPIB to have one RC that maximizes the

entropy barrier along and another that maximizes the energy barrier, we introduce an extra

physics-based regularization term, γf(z), to the SPIB loss function to generate the following:

L =Epθ(z|x) [− log (qθ(y(t+ τ)|z(t)))] + βDKL (pθ(z(t)|x(t))||rθ(z))

− γf(z), (2)

with γ an extra hyperparameter akin to β and f(z) an arbitrary function of the RC space.

To optimize the entropy and energy profiles in the learned RC space, f(z) should be set in

the following form:

f(z) = max
int z1

(−T∆S(z1)) + max
int z2

(∆U(z2)) (a),
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where z1 and z2 are the two components of z, −T∆S(z1) the entropy barrier along z1, and

∆U(z2) the energy barrier along z2. The notation maxint zi denotes that the barrier maximum

is taken on the interior of the coordinate dimension spanned by zi. That is, the boundaries

of zi are ignored in the optimization of the thermodynamics input to the loss function eq. 2

to avoid spurious optimization of noisy barriers caused by poor sampling on the boundaries

of zi.

For the two hydrophobic systems studied here, we find that optimization of the energy

barrier along z2 produces a redundant coordinate with little extra information. From this

we conclude that the role of energetic barriers in the dissociation process is dwarfed by

the entropy contribution, which has been observed previously for the methane unbinding

system.10,11 That is, in the two cases of hydrophobic ligand dissociation studied here, a

single RC captures the significant free-energy barrier to unbinding, which is dominated by

the entropy contribution, and the second RC optimized along the energy contribution can be

ignored safely. As such, for the results shown in this Letter, we only learn a one-dimensional

RC space subject to the added constraint

f(z) = f(z1) = max
int z1

(−T∆S(z1)) (b)

to simplify and robustify the RC learning process. In this case, the only advantage to

thermodynamic training along the second RC is to serve as a regularization term improving

the original SPIB’s ability to optimize entropy and entropy barriers in the RC space.

The energy and entropy profiles along the RC are calculated using the geometric free

energy,42,43 as described previously.30 Briefly, the free energy, energy, and entropy are calcu-

lated in one-shot from simulations run at a single temperature T using following definitions:

G(z) = −kBT ln

(∫
Rn

e−U(x)/kBT ×δ(Φ(x)− z) det(G̃)
1
2dx

)
(3)
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⟨U(z)⟩Σ(z) := U(z) =
1

Nz

∫
U(x)e−U(x)/kBT

× δ (Φ(x)− z) det
(
G̃
) 1

2
dx (4)

−T∆S(z) = ∆G(z)−∆U(z). (5)

In the above, Nz is a normalization constant:

Nz =
N∑
k=1

IΦ(x(k)) det(G̃)
1
2 ,

G̃ is the gram matrix of the coordinate transformation induced by the SPIB encoder Φ(x),∫
Rn dx (· · · ) denotes integration over the n-dimensional input space to the SPIB neural net-

work, δ (· · · ) is the Dirac delta function, ⟨f(x)⟩Σ(z) = 1
Nz

∫
dxf(x)e−U(x)/kBT denotes the

averaging of some generic function of the inputs f(x) over a given level set Σ(z) of z. Fi-

nally, IΦ(x(k)) is an indicator function over Σ(z) which is equal to 1 if Φ(x(k)) maps to Σ(z)

and is equal to 0 otherwise. Finally, it should be noted that since we use the already reduced

input feature space x ∈ Rn, with n < N , N being the size of the system configuration space,

the discovered RCs are not gauge invariant, in general.

For this SPIB variant to learn thermodynamic-barrier optimized RCs, it requires an input

time series of the described input features with a constant timestep between them. Practi-

cally, the only way to generate such a time series is through the use of atomistic molecular

dynamics (MD) trajectories. All MD simulations reported here are performed using GRO-

MACS 2021.444 patched with PLUMED 2.8.0.45 The paraffin-like walls for the simulation

with methane as the ligand are built using LAMMPS (build 10 March 2021).46 For the

fullerene system, the starting structure and GROMACS run files (topologies and PLUMED

files) are taken from the GitHub repository corresponding to Ref. 7 (https://github.com/hocky-
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research-group/PenaUnbindingPaper). Both systems are solvated in TIP4P water, and

Lennard-Jones interactions between particles are evaluated using Lorentz-Berthelot mix-

ing rules. These interaction parameters are given in Tables 2 and 3. More explicit details

regarding the MD simulations for both the methane and fullerene simulations are given in

the SI.

Since ligand unbinding is typically a rare event on the molecular scale, we utilize well-

tempered metadynamics (WTMetaD)47 to accelerate ligand unbinding from the pocket.

Both the methane and fullerene simulations are biased along the z coordinate alone with

harmonic position restraints with a spring constant equal to 418.4 kJ /(mol nm nm) in

the ρ coordinate. The biased production runs total 76.1 ns and 94.2 ns in length for the

methane and fullerene simulations, respectively. These simulation timescale has previously

been shown to be adequate for converging the free energy for both systems using either

umbrella sampling9,10 or WTMetaD.7,13,37,38 For WTMetaD, the width of the deposited

Gaussians is found by running a short, unbiased simulation and calculating the standard

deviation of the z coordinate in each simulation. Further details regarding the WTMetaD

parameters are given in the SI, and the GROMACS input files and PLUMED files required for

reproducing the biased simulations for both the methane and fullerne systems are available on

GitHub (https://github.com/tiwarylab/hydrophobic-ligand-dissociation) and the PLUMED

nest (https://plumed.org/nest/eggs/XXX).

Table 2: Lennard-Jones parameterization for the methane binding system

System ϵ, kJ/mol σ, nm
Methane 1.2301 0.373
Wall 0.0024 0.4152
Pocket 0.008 0.4152
TIP4Pa 0.6485 0.3154
a
Interaction site on the oxygen atom

The WTMetaD trajectories from both systems show good sampling of both the ligand

bound and the ligand unbound states; the sampling can be quantified by plotting free-energy

surfaces in the space of the z-distance and hydration states of the pocket and ligand. Figure 2
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Table 3: Lennard-Jones parameterization for the fullerene binding system

System ϵ, kJ/mol σ, nm
fullerene 0.2761 0.35
Wall 0.0024 0.4152
Pocket 0.008 0.4152
TIP4Pa 0.6485 0.3154
a
Interaction site on the oxygen atom

show two-dimensional free-energy surfaces for the methane (Figure 2a and 2b) and fullerene

(Figure 2a and 2b) systems as functions of the z-distance from the pocket and a solvation

coordinate, either the solvation state of the solute (Figure 2a and 2c) or the pocket (Figure

2b and 2d). While the plots for both solutes are qualitatively similar in that as the solute

moves further from the pocket, on average, both its solvation state and that of the pocket

increases, there are quantitative differences due to the differing geometries of the pocket

and the solutes. For methane, due to its smaller size, its hydration is sigmoidal-shaped

as a function of z while the hydration of the fullerene is more linear as a function of z.

Furthermore, for the methane system, the solvation of the pocket is a nontrivial function

of z, (Figure S2 and Ref. 10) while for the fullerene system, it is monotonically increasing

with z until an insignificant maximum when the fullerene is in the bulk solvent (Figure S2),

indicating different drying effects upon unbinding caused by the differing system geometries.

The above noted differences in the solvation behavior of the pocket and solute cause dif-

ferences in the learned reaction coordinates describing the unbinding process. For methane,

the results of the SPIB analysis for discovering the unbinding reaction coordinate are given

in Figure 3. A normalized version of the learned RC shown in Figure 3a is a non-trivial

function of both z and NW, methane, showing that measuring the thermodynamics as a func-

tion of z alone may not be optimal. Figure 3b shows that exiting the pocket along this

learned RC requires the methane to first surmount a small energy barrier of around 5 kJ

/ mol. This energy barrier is followed by a much larger entropy barrier over 15 kJ / mol,

which constitutes the majority of the free-energy penalty for unbinding. The peak of this

significant entropy barrier coincides nicely with the border between the metastable states
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Figure 2: Two-dimensional free-energy surfaces for methane as a function of a) (z,
NW, methane) and b) (z, NW, pocket) and the fullerene as a function of c) (z, NW, fullerene) and
d) (z, NW, pocket).
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discovered by the SPIB method, as shown in Figure 3c. Mechanistically, we find through

direct observation of simulation frames on the border between the metastable states roughly

corresponds to times when the methane particle is located at the mouth of the pocket, near

z = 0.0 nm, which also corresponds closely to the maximally dry state of the pocket. Thus,

this entropy barrier is likely due to hydrophobic vacuum formation within the pocket. A few

of these frames sampled from the peak of the entropy barrier are shown explicitly in Figure

S4. Concurrently, the energy barrier is likely caused by the non-monotonic wetting of the

pocket as the methane particle moves to larger values of z because, as the methane samples

the maximally dry pocket state, it gains no favorable interactions with the pocket but loses

some with the pocket-bound waters. Since both pocket and ligand are purely hydrophobic,

the hydrophobic effect generates both the energy and entropy barriers for dissociation of

methane.

Finally, Figure 3d shows that the above analysis could not have been obtained without the

use of physics based regularization of the machine learning loss function. The development

of this entropy barrier is demonstrated in Figure 3d, where the -T∆S(z1) profile is shown

as a function of the hyperparameter γ governing the weight of the entropy barrier along

the RC to the SPIB loss function, as given in eq. 2. In general, increasing the value of γ

causes an increase in the entropy barrier along the RC, which, given that we are learning a

one-dimensional RC, is the expected behavior when increasing the weight of the f(z) term in

the SPIB loss function. Without the inclusion of this extra regularization term in the SPIB

loss function, we find only one metastable state and an incorrect physical picture of ligand

dissociation (Figure S5).

An analogous analysis for the SPIB-learned RC for fullerene unbinding when the γ hy-

perparameter is set to 0.1 is given in Figure 4. As with methane, the learned RC for fullerene

unbinding, shown in Figure 4a, reports on whether the ligand is bound or unbound and is

a non-trivial function of z. Figure 4b shows that the free-energy barrier to unbinding is

due exclusively to entropy effects, with unbinding being downhill in energy along the RC,
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Figure 3: a) Projection of the learned SPIB one-dimensional RC z1 onto the space spanned
by (z, NW, methane) features. b) Thermodynamic profile along a normalized version of z1,
ẑ1, with the decomposition into energy, entropy, and free energy shown. Shaded error bars
correspond to one standard error of the mean calculated by dividing the trajectory into four
blocks. c) Projection of the entropy term -T∆S(z1) to the free-energy profile along z1 onto the
space spanned by (z, NW, methane). The dashed contour line shows the contour between the
two metastable states discovered by the SPIB RC, which nearly coincides with the entropy
barrier along the SPIB RC also shown in b). d) Evolution of the entropy contribution
to the free-energy profile along the learned reaction coordinate z1 as a function of the γ
hyperparameter controlling the relative contribution of the entropy penalty to the SPIB loss
function. In this instance, the largest value of the hyperparameter γ gives an RC with the
largest entropy barrier along the profile.
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in contrast to the case for methane. The entropy -T∆S(z1) is shown projected onto the (z,

NW, pocket) space in Figure 4c, with the boundary between the bound and unbound states

shown by the grey contour lines. This boundary lies near the peak of the entropy barrier,

similar to the case of methane unbinding. This similarity is likely due to similarities in the

physical origin of the entropy barrier, which corresponds to the de-wetting transition where

waters start to fill the pocket (Figure S3) and occurs when the fullerene is poised at the

mouth of the pocket (Figure S4).

Finally, Figure 4d shows the entropy barrier along the learned RC as a function of the

γ hyperparameter. As γ is increased beyond 10−3, an entropy barrier appears and grows

monotonically. In contrast to the case of methane unbinding, we do not require the γf(z)

term in the SPIB loss function to discover multiple metastable states for fullerene unbinding

(Figure S6), but increasing γ to 0.1 condenses the bound state to a single metastable state.

The two learned metastable states at γ=0.1 also coincide with the bound and unbound

states, with the border between the two marking the de-wetting transition. As with methane

unbinding, discovering this metastable representation and entropy barrier corresponding to

the de-wetting transition is only possible by directly accounting for the free-energy profile of

the RC in the SPIB loss function.

Although we have discovered RCs with maximal entropy barriers to unbinding, we have

not quantified how much each input feature contributes to the dissociation mechanism. Since

the SPIB RCs are learned using a non-linear encoder, they are not readily interpretable. To

interpret the important input features to the SPIB for transitioning between the metastable

states identified using SPIB, we utilize the Thermodynamically Explainable Representations

of AI and other black-box Paradigms (TERP) method,48,49 which, given local inputs and their

mapped RC values when passed through the non-linear encoder, finds the best local, linear

approximation to the model by minimization of a loss function that contains an accuracy

term regularized by a complexity loss similar in spirit to a Bayesian information criteria;50

full details of the method can be found in Ref. 48.

14



a) b)

c) d)

1.0 1.5 2.0
z, nm

0

10

20

30

40

N
W

,p
o
ck

e
t

= 0.1

20

0

20

40

60

80

-T
S
(z

1
),

 k
J 
/ 

m
o
l

1.0 1.5 2.0
z, nm

0

10

20

30

40

N
W

,p
o
ck

e
t

= 0.1

0.0

0.2

0.4

0.6

0.8

1.0

z 1

0.0 0.2 0.4 0.6 0.8 1.0
z1

0

10

20

30

-T
S

(z
1
),

 k
J 
/ 

m
o
l

= 0

= 1e-05

= 0.0001

= 0.001

= 0.01

= 0.1

1.0 1.5 2.0
z, nm

0

10

20

30

40

N
W

,p
o
ck

e
t

= 0.1

20

0

20

40

60

80

-T
S

(z
1
),

 k
J 
/ 

m
o
l

0.0 0.2 0.4 0.6 0.8 1.0
z1

20

0

20

40

60

80
-T

S
(z

1
),

 k
J 
/ 

m
o
l

= 0

= 1e-05

= 0.0001

= 0.001

= 0.01

= 0.1

0.0 0.2 0.4 0.6 0.8 1.0
z1

25

0

25

50

75

fr
e
e
 e

n
e
rg

y
, 
kJ

 /
 m

o
l G(z1)

U(z1)

T S(z1)

Figure 4: a) Projection of the normalized learned one-dimensional SPIB RC onto the space
spanned by (z, NW, pocket) for the fullerene system. The RC takes high values when the
fullerene is bound to the pocket and low values in the bulk solvent. b) Thermodynamic
profile along the SPIB RC with the decomposition into energy, entropy, and free-energy
shown. The vertical, dashed, grey line marks the approximate value of ẑ1 where the fullerene
can be considered to be unbound and in the bulk solvent state. Shaded error bars correspond
to one standard error of the mean calculated by dividing the trajectory into four blocks.
c) Projection of the entropy term -T∆S(z1) to the free-energy profile along z1 onto the
space spanned by (z, NW, pocket). The dashed contour line shows the contours between the
metastable states discovered by the SPIB RC, which nearly coincides with the onset of the
entropy barrier along the SPIB RC in b). d) Evolution of the entropy contribution to the free-
energy profile along the learned reaction coordinate z1 as a function of the γ hyperparameter
controlling the relative contribution of the entropy penalty to the SPIB loss function. As is
the case with methane unbinding, utilization of the γ hyperparameter is required to discover
an RC with a substantial entropy barrier.
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To determine which input features are the most important to the SPIB RC for describing

transitions between the SPIB metastable states, we select 100 samples from the border

between each metastable state. These are samples likely to belong to the transition state

ensemble, as the boundary between SPIB states corresponds to isocomittor equaling 0.5.28,30

In other words, these samples are points in the trajectory that transition to the neighboring

metastable state in the subsequent timestep. Analyzing the local, linear model generated

by TERP for these samples allows us to interpret the SPIB RC’s behavior in that region,

meaning TERP can be used to estimate which input features are important for describing

the metastable transitions.

For interpretation of the methane unbinding RC, we examine the SPIB model when the γ

hyperparameter is set to 0.1, corresponding to the results in Figure 3. In this case, the SPIB

model predicts there are two metastable states, shown in Figures 5a and 5b, corresponding

to the bound and unbound states. The SPIB RC is interpreted at 100 samples on the border

between the metastable states. The feature coefficients in the linear, local model for these

points are shown in Figure 5b. Using this result, we see that transitions between the SPIB

metastable states is dictated primarily by solvation of the methane particle, with solvation

of the pocket playing a secondary role. Despite the z-distance between ligand pocket being

the trivial reporter on ligand binding, at the transition state, z plays a nearly vanishing

role. This effect is likely related to the sharp de-wetting transition51 seen previously for the

fullerene equivalent of this system. There the transition to the bulk occurs due to wetting of

the pocket, not a large-scale movement along z. Here, the transition states in the metastable

region are methane poised at the mouth of the pocket (Figure S4), where small changes in

the RC will lead to rapid solvation or desolvation of the methane. Thus, although changes

in z are by necessity required for unbinding, they do not play a major role in the transition

between bound and unbound states for this methane-pocket system.

The analogous TERP analysis is performed for the SPIB RC learned for the fullerene

system with the γ hyperparameter set equal to 0.1; the results are displayed in Figure
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Figure 5: a) Metastable states of the SPIB-learned RC for methane when γ = 0.1, the same
case as presented in Figure 3, when projected onto the space spanned by a) (z, NW, methane).
The yellow stars denote 100 random samples from the border between the metastable states.
These points are input to TERP to extract the relevant SPIB features for the transition
between the metastable states. The non-zero feature weights for the best linear, local surro-
gate SPIB model are given in b). Error bars are negligible compared to bar height and have
been omitted. c) Metastable states of the SPIB-learned RC for the fullerene system when
γ = 0.1, the same case as presented in Figure 4, when projected onto the space spanned by
(z, NW, pocket). The yellow stars have the same function as in a). These points are input to
TERP to extract the relevant SPIB features for the transition between the metastable states.
The non-zero feature weights for the best linear, local surrogate SPIB model are given in d)
The error bars in the bar plots indicate two standard errors of the mean calculated over the
100 sampled trajectory points.
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5c,d. For the fullerene system the SPIB discovers two metastable states, Figure 5c, with the

weight of the input features at the transition state given in Figure 5d. Similar to the methane

system, the main driver of transitions between bound and unbound states is the solvation

of the hydrophobic ligand, Interestingly, despite the more significant change in the pocket

hydration state when the fullere is unbound, the solvation of the pocket plays a secondary

role in SPIB RC. This result of the pocket solvation playing the minor role in the RC is

in agreement with previously learned linear RCs for this system.37,38 However, in contrast

to these previous studies, we explicitly account for the solvation state of the solute in the

learned RC.

While it may seem that the lack of weight of the z coordinate is in conflict with the RCs

reported in Refs. 37,38, we note that we only examine the importance of the input features

to the RC belonging to the transition state ensemble whereas the RCs elucidated in Refs.

37,38 are reporting on the global importance of the input features to the RC by examining

the weights of a linear model. The global importance of the z-coordinate to the SPIB RC

for the fullerene system can be seen by examination of the projection of the RC in the (z,

NW, pocket) space in Figure 4a, where the projected RC increases as a function of z.

Here we have reported machine-learned reaction coordinates (RCs) describing the dissoci-

ation of two model hydrophobic ligands, a united atom methane particle and a C60 fullerene,

of different sizes from hydrophobic pockets with slightly different geometries but identical

non-bonded interaction potentials. We take the established state predictive information bot-

tleneck (SPIB) method28 for learning RCs and add an extra penalty term to the loss function

to encourage the discovery of RCs possessing free energy profiles with large entropy barriers.

While the entropy profiles along the learned RCs for both systems are qualitatively similar,

the energy profiles differ significantly.

For unbinding of the united atom methane, the optimized RC shows that the methane

must first surmount a small energy barrier followed by a larger entropy barrier. The un-

binding process is uphill along the RC’s free energy profile until the solute reaches the bulk
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solvent. For the optimized coordinate, we find two metastable states, one for the bound

state and one for the unbound state. The border between them is demarcated by a large

entropy barrier. Adding the extra penalty term to the loss function explicitly accounting

the for the entropy barrier along the RC is required for discovering this optimized RC with

a non-trivial unbinding thermodynamic profile.

For the C60 fullerene, the optimized RC indicates that unbinding from the pocket is

energetically favorable, but is overall uphill in free energy along the RC, due to a large

entropy cost. As with methane, the unbinding free-energy barrier is entropy dominated.

The unbinding free energy change is significantly larger for the fullerene compared to the

methane particle, roughly 75 kJ / mol for the fullerene versus roughly 15 kJ / mol for

methane.

It should be emphasized that the results presented here for both methane and the fullerene

systems rely on calculating the energy profile via the short-ranged intermolecular interac-

tions of the ligand with the rest of the system. As such, the entropy barriers to unbinding in

both cases are likely due to the ligand being able to form a larger number of more favorable

intermolecular interactions with the TIP4P water solvent, which has a larger Lennard-Jones

well-depth parameter compared to the hydrophobic pocket atoms. If the type or the pa-

rameterization of the solvent is changed, the discovered RC and subsequent thermodynamic

profiles will change as well.

These results demonstrate the utility of including an explicit thermodynamic penalty

when using machine learning for the discovery of reaction coordinates for non-trivial physical

systems. Without the extra term describing the entropy barrier along the RC in eq. 2, the

SPIB approach is unable to learn an RC possessing a significant entropy barrier to dissociate

for either system. This type of entropy-dominated reaction coordinate should be useful as a

biasing variable for use in path-based enhanced sampling approaches such as milestoning,52

transition path sampling,53 and forward flux sampling.54 We also expect the learned RCs

presented here to be transferrable to more realistic models of hydrophobic binding and
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unbinding, such as the noted interactions of C60 fullerenes with certain proteins55–57 or drug

dissociation from proteins23 and RNA.58
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