
Efficient Full-frequency GW Calculations using a Lanczos Method

Weiwei Gao,1 Zhao Tang,2 Jijun Zhao,3, ∗ and James R. Chelikowsky2, 4, 5, †

1Key Laboratory of Materials Modification by Laser,
Ion and Electron Beams, Ministry of Education,

Dalian University of Technology, Dalian 116024, China
2Center for Computational Materials, Oden Institute for Computational Engineering and Sciences,

The University of Texas at Austin, Austin, TX 78712
3Key Laboratory of Atomic and Subatomic Structure and Quantum Control (Ministry of Education),

Guangdong Basic Research Center of Excellence for Structure and Fundamental Interactions of Matter,
School of Physics, South China Normal University, Guangzhou 510006, China
4Department of Physics, The University of Texas at Austin, Austin, TX 78712

5McKetta Department of Chemical Engineering, The University of Texas at Austin, Austin, TX 78712

The GW approximation is widely used for reliable and accurate modeling of single-particle
excitations. It also serves as a starting point for many theoretical methods, such as its use in
the Bethe-Salpeter equation (BSE) and dynamical mean-field theory. However, full-frequency GW
calculations for large systems with hundreds of atoms remain computationally challenging, even after
years of efforts to reduce the prefactor and improve scaling. We propose a method that reformulates
the correlation part of the GW self-energy as a resolvent of a Hermitian matrix, which can be
efficiently and accurately computed using the standard Lanczos method. This method enables
full-frequency GW calculations of material systems with a few hundred atoms on a single computing
workstation. We further demonstrate the efficiency of the method by calculating the defect-state
energies of silicon quantum dots with diameters up to 4 nm and nearly 2,000 silicon atoms using
only 20 computational nodes.

As a first-principles approach based on many-body
perturbation theory, the GW approximation has been
successfully applied to accurately compute quasiparticle
excitation in weakly and moderately correlated materi-
als [1–3]. The approximation also plays an essential role
in the first-principles calculations of excitonic effects using
the GW+BSE approach [4, 5] and is used in conjunction
with other methods [6–11]. The computational scaling of
different implementations of GW approximation ranges
from O(N) to O(N6) and typically has a much larger
pre-factor compared to density functional theory (DFT)
calculations with semi-local exchange-correlation func-
tionals [12, 13].

During the last decade, different formulations and algo-
rithms have been proposed and implemented for acceler-
ating GW calculations to meet the challenge of modeling
large and complex materials [12, 13]. A few seminal pa-
pers have demonstrated GW calculations of quasiparticle
energies of large systems with the number of atoms rang-
ing from 1,000 to around 2,700 [14–18]. These large-scale
GW calculations rely on well-crafted numerical optimiza-
tion and large computation resources, which are of limited
accessibility. Even with notable advancements, GW calcu-
lations for systems with a few hundred atoms, which are
typically required for computationally studying a point
defect in solids or small quantum dots, cannot be per-
formed routinely. Owing to the significant expense of
data curation, GW calculations are rarely used in wide-
reaching data-driven research, such as constructing large
databases of material properties and training supervised
machine-learning models.

In GW calculations, one of the most computationally

expensive steps is calculating the frequency-dependent
screened Coulomb potential W . In many implementa-
tions, the irreducible polarizability function and then
the inverse dielectric function are calculated to compute
W [19, 20]. Such a procedure deals with the frequency
dependence of W using approximations like plasmon-pole
models or numerical tools such as contour deformation or
analytical continuations [12, 21]. Alternatively, another
approach computes the reducible polarizability and W
by solving the Casida equation derived in linear-response
time-dependent density functional theory [22–26]. Once
all the eigenvalues and eigenvectors of the Caisda equation
are solved, the frequency-dependent W and GW quasipar-
ticle self-energies can be written and computed in a closed
form [23–25]. While this approach is formally simple and
works efficiently for small systems with less than 40 atoms,
it becomes numerically intractable for large systems due
to the high cost of solving the Casida equation.

Here, we propose a method that avoids solving the
Casida equation while still allowing us to perform full-
frequency GW calculations analytically and efficiently.
To better illustrate the concept, we discuss our method
applied to finite systems, for which real-valued wave func-
tions and simplified notations can be used. Initially, we
perform DFT calculations to obtain Kohn-Sham orbitals
|ϕm⟩ and their corresponding energies ϵm, which are used
as an initial approximation for quasiparticle wave func-
tions and energies, respectively. Next, the Casida equation
can be constructed [22–24, 26, 27](
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The dimension of matrices A and B is N2
vc, where Nvc =

Nv · Nc scales as O(N2) with respect to system size N .
Here Nv and Nc represent the number of occupied and
empty orbitals, respectively. With the random-phase
approximation (RPA) used in the GW approximation,
the matrix elements of A and B are given as

Avc,v′c′ = (ϵc − ϵv)δvv′δcc′ + (vc|v′c′) (2)

Bvc,v′c′ = (vc|c′v′)

=

∫ ∫
ϕv(r)ϕc(r)ϕc′(r

′)ϕv′(r′)

|r− r′|
d3rd3r′ (3)

We use indices v and v′ for occupied states, c and c′ for
empty states, and k, l, n, and m for general orbitals,
respectively. For finite systems, the Casida equation can
be reformulated as a smaller eigenvalue problem [23, 24]

CZs = ZsΩ2
s (4)

where C = (A−B)1/2(A+B)(A−B)1/2 is a symmetric
matrix of dimension N2

vc. After solving Eq. 4 for the eigen-
pairs (Zs,Ω2

s) of C, one can compute the full-frequency
GW self-energy

⟨ϕm|ΣGW(ω)|ϕm⟩ = Σex
mm +Σcorr

mm(ω), (5)

Σex
mm = −

∑
v

(vm|vm), (6)

Σcorr
mm(ω) =

Nv+Nc∑
n

Nvc∑
s

W s
nmW s

nm

ω − ϵn + ηn(Ωs − iδ)
(7)

where ηn is 1 for occupied orbitals and -1 for empty
orbitals, and δ is a positive infinitesimal number to avoid
singularity. The matrix elements W s

nm are

W s
nm =

∑
vc

(nm|vc)
√

ϵc − ϵv
Ωs

Zs
vc. (8)

The exchange part of the self-energy Σex
mm is inde-

pendent of frequency and relatively easy to compute,
while the correlation part Σcorr

mm (ω) includes the frequency-
dependent screening effects of dielectric responses. The
poles of frequency-dependent screened effects can be de-
termined by the eigenvalues of C. As a result, the
most expensive step of the aforementioned method is
diagonalizing the Casida equation, as the computational
cost scales as O(N6). To make further progress, we
intend to avoid this costly step by defining a vector
|Pnm⟩ of dimension Nvc, which has elements given by
(Pnm)vc = (nm|vc)(ϵc − ϵv)

1/2. Then W s
nm becomes

W s
nm = ⟨Pnm|Zs⟩Ω− 1

2
s . (9)

Σcorr
mm can be rewritten as

Σcorr
mm(ω) =

Nv+Nc∑
n=1

Σcorr
mm(ω, n), (10)

where

Σcorr
mm(ω, n) =

1

zn

Nvc∑
s=1

⟨Pnm|Zs⟩⟨Zs|Pnm⟩ ×

[ 1

Ωs
− 1

Ωs + ηnzn

]
, (11)

where zn = ω − ϵn − iηnδ.

Examining Eq. 11, we note the formula for Σcorr
mm(ω, n)

is similar to a general resolvent matrix element of the
form

∑
k⟨⋆|k⟩⟨k|⋆⟩/(z − λk) = ⟨⋆|1/(z −H)|⋆⟩, where H

is a general Hermitian matrix with eigenvalues λk and
eigenvectors |k⟩, z is a complex number, and |⋆⟩ is a ket.
Motivated by this observation, we reformulate Eq. 11 as
the resolvent of a symmetric matrix D

Σcorr
mm(ω, n) =

1

zn
⟨Pnm| 1

D
− 1

D+ ηnzn
|Pnm⟩. (12)

Matrix D satisfies D2 = C and its eigenvalues are the
square root of those of matrix C, i.e., DZs = ZsΩs.
We use a g-th degree polynomial function pg to fit the
square root function pg(x) =

∑g
k=0 akx

k ≈
√
x within x ∈

[minΩ2
s,maxΩ2

s], which is the range between minimum
and maximum eigenvalues of matrix C. Accordingly, D
can be approximated by D = pg(C) + ∆g ≈ pg(C) =
a0I+

∑g
k=1 akC

k, where I is an identity matrix and the
fitting error ∆g can be controlled via the degree g of
the polynomial function and fitting procedures. More
discussions on Eq. 10 to Eq. 12 are presented in Section 1
of the Supplemental Material [28].

Given Eq. 12 and matrix D, the Lanczos method can
then be applied to efficiently compute the resolvent of
matrix D, which is an important step in calculating
Σcorr

mm(ω, n). In the calculation of Σcorr
mm(ω), we prepare

|Pnm⟩ for each state n in the summation of Eq. 10, where
|Pnm⟩ is used as the starting vector for the Lanczos tri-
diagonalization procedure of the symmetric matrix D.
With L steps of Lanczos iterations, one can construct a
tridiagonal matrix DL with dimension L in the following
form:

DL =



a0 b1 0 . . . 0 0
b1 a1 b2 . . . 0 0
0 b2 a2 . . . 0 0
...

...
...

. . .
...

...
0 0 0 . . . aL−1 bL
0 0 0 . . . bL aL


. (13)

Once the tridiagonal matrix DL is obtained, a resolvent
matrix element (such as Eq. 12) can be computed using
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the continuous fraction

⟨Pnm| 1

z −D
|Pnm⟩ = 1

z − a0 − b21

z−a1−
b22

a2−...

, (14)

which is also known as the Haydock method [29]. The
computation of Eq. 14 is efficient, and one can easily calcu-
late the quasiparticle energies for a series of frequencies by
varying z in Eq. 14. When applied to eigenvalue problems,
the Lanczos algorithm can lead to ghost eigenvalues. How-
ever, applying the Lanczos method to calculate resolvent
is free of such a numerical problem [30].

There are several advantages to using the Lanczos
method for computing Σcorr

mm. Solving the eigenvalue prob-
lem of the Casida matrix C is avoided, and the resulting
full-frequency GW calculations become more efficient than
the conventional method represented by Eq. 7, which ex-
plicitly requires the eigenpairs of C. Frequency grids,
analytical continuation, and approximations like plasmon-
pole models are not required, as the frequency dependence
of W and Σcorr

mm are implicitly treated via Lanczos itera-
tions. Moreover, the method is in principle applicable to
any basis sets of wave functions, as our derivation does
not rely on any features of specific basis functions.

As a general-purpose algorithm, Lanczos-based meth-
ods have been used in computational material science,
such as computing Green’s function [29], optical absorp-
tion spectra with linear-response time-dependent den-
sity functional theory [31–35] and Bethe-Salpeter equa-
tion [36]. Earlier work [37–39] applied Lanczos methods
for solving the Sternheimer equation to obtain frequency-
dependent screened Coulomb potential. Recently, several
new methods [40–44] have been explored to achieve effi-
cient full-frequency GW calculations. For example, Scott
et al. [41] adopted a block Lanczos algorithm to solve an
effective Hamiltonian whose eigenvalues systematically ap-
proximate the excitation energies of GW theory. Bintrim
and Berkelbach [40, 45] proposed a method that does
not require integration over the frequency grids. Instead,
the GW quasiparticle energies are obtained by solving
the eigenvalues of an effective Hamiltonian, which follows
the algebraic diagrammatic construction [46]. Compared
to these methods, our method does not solve the Stern-
heimer equation or obtain GW quasiparticle energies from
the eigenvalues of an effective Hamiltonian. Instead, the
frequency-dependent screened Coulomb potential is found
using linear-response TDDFT within the Casida formal-
ism, and the GW quasiparticle energies are computed
from a summation of resolvent elements given by Eq. 12.

The accuracy of the Lanczos-based method for the
GW approximation is checked by calculating the high-
est occupied and lowest unoccupied molecule orbital
(HOMO/LUMO) energies of the GW100 set [47–50],
which include 100 small close-shell molecules for bench-
marking different implementations of the GW approxima-

(a)

niter = 8

polynomial degree: g = 8

(b)

(c)

niter=8

polynomial degree: g=8

niter

MAD = 30 meV

Figure 1. (a). Comparison between the HOMO and LUMO
energies calculated with the reference method and the Lanczos
method. (b). The mean absolute differences (MAD) between
the quasiparticle energies of one hundred small molecules cal-
culated with the reference approach and the Lanczos method
with different degrees of polynomial functions; (c). MAD of
quasiparticle energies calculated with the reference method
and the Lanczos method using different numbers of iterations
Niter;

tion. G0W0-level calculations are carried out throughout
this work. As studied in previous work, G0W0-level calcu-
lations depend on the starting point, while quasiparticle
self-consistent GW (QSGW) and fully self-consistent GW
can alleviate the dependence of calculation results on the
starting points [51–54]. Our new Lanczos method is com-
patible with QSGW [55] because the accelerated steps
(i.e., bypassing the diagonalization of the Casida equation
and using the Lanczos method to compute the correlation
part of the self-energy) do not interfere with the self-
consistent iterations. The Lanczos method only requires
the updated quasiparticle energies and wave functions of
the current iteration to start the next iteration of GW cal-
culation. A real-space-based pseudo-potential DFT code
PARSEC is used in our implementation to efficiently obtain
Kohn-Sham orbitals for large finite systems [56, 57]. More
details of our computations are presented in Section 2 of
the Supplemental Material [28, 58, 59]. Fig. 1 (a) shows
the results computed with the Lanczos method and the
reference agrees well for all GW100 molecules. The mean
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average difference (MAD) between the results calculated
using the reference method, which finds the eigenpairs of
the Casida equation explicitly, and the Lanczos method
is within 20 meV. Our tests also show the Lanczos-based
formalism converges fast to the degree g of polynomial pg
and the number of Lanczos iterations Niter. As shown in
Fig. 1 (b) and (c), the MAD is below 30 meV when the
polynomial degree g ≥ 8 and Niter ≥ 5.

The computationally expensive steps in our method
are: (1) calculating electron-repulsion integrals (kl|nm)
and (2) calculating the matrix-vector product D|⋆⟩, where
|⋆⟩ is a general vector. One can use suitable low-rank
approximation methods, such as resolution-of-identity
or density-fitting methods [60–62], to speed up these
computations. Density-fitting methods exploit the rank
deficiency of orbital pair products ϕn(r)ϕm(r) and use a
set of auxiliary basis functions ζµ(r) to fit these orbital
pairs

ϕn(r)ϕm(r) ≈
Nµ∑
µ=1

ζµ(r)Cµ
nm (15)

where the required number of auxiliary basis functions Nµ

for accurately representing the orbital pairs is expected to
be small and scale as O(N) and Cµ

nm are fitting coefficients.
With the approximation given in Eq. 15, one can calculate
integrals (kl|nm), which contribute to the elements of C
and D, with the following equations

(kl|nm) ≈
Nµ∑
α=1

Nµ∑
β=1

(α|β)Cα
klCβ

nm (16)

(α|β) =
∫

ζα(r)ζβ(r
′)

|r− r′|
d3rd3r′. (17)

These methods reduce four-center integrals to two-center
integrals and also factorize C and D as products of small
matrices to accelerate the matrix-vector products. Here
we used the interpolative separable density fitting (ISDF)
method to efficiently construct low-rank approximations
of orbital pairs [13, 62, 63]. Additionally, one can further
exploit the point-group symmetries to make the Casida
matrix C block diagonal and simplify the calculation of
matrix-vector products [64].

Combined with the ISDF method [13], our method
is efficient and enables large-scale G0W0 computations
with modest computing resources. To demonstrate the
efficiency of our method, we performed calculations for
hydrogen-passivated silicon clusters. Silicon clusters have
attracted research interest as prototypical semiconduct-
ing clusters for studying the fundamental physical prop-
erties of zero-dimensional systems [65] and their appli-
cations in many fields [66–69]. Defects in passivated
silicon nanocrystals can introduce mid-gap defect lev-
els as potential sources of photoluminescence [70, 71],
while their electronic structures are rarely studied by GW
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Figure 2. Evolution of “continuum” states and silicon-vacancy
defect states in different-sized silicon clusters.

Nanocluster Nv Nc +Nv Nµ Nnode twall (hr)
Si86H76 210 1730 7000 1 0.02
Si274H172 634 5200 20000 2 0.3
Si452H228 1018 8200 32000 2 0.7
Si656H300 1462 12000 48000 2 1.5
Si1522H524 3306 27000 108000 10 8.5
Si1947H604 4196 33400 133600 20 9.2

Table I. The running time twall and the number of compute
nodes Nnode for calculating the GW quasiparticle energy of
one quasiparticle state. Each compute node has 64 cores and
4 graphic processing units (GPU). twall includes the running
time for performing the ISDF method and computing ΣGW(ω)
using the Lanczos method. Niter = 8 and g = 7 are used for
Lanczos iterations and polynomial functions, respectively.

calculations. We computed the defect energy levels of
charge-neutral silicon vacancies in silicon clusters of dif-
ferent sizes. The ground state of a silicon vacancy has
zero net spin. Different from nano-diamondoids, where
surface states are located in the gap, the surface states
of silicon nanoclusters are mixed with continuum states
and the mid-gap states originate from defects. In the
single-particle level, an occupied singlet and a pair of
unoccupied doubly degenerate defect states are located
inside the gap [72]. As shown in Fig. 2, when the size
of silicon clusters increases, the energies of defect states
evolve at a similar rate as the continuum states. For the
Si1522H524 cluster, the band gap of continuum states is
around 2.3 eV, still far from the bulk silicon band gap
of 1.1 eV. We also computed the HOMO-LUMO gap of
non-defective silicon nanocrystals, and our results agree
well with previous calculations [37, 73] (see Section 3 in
the Supplemental Material [28] for more details).

The main calculation parameters and required com-
putation resources for these calculations are shown in
Table I. Notably, only two computing nodes are required
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Figure 3. The wall time for computing the GW quasiparticle
energy of one state of Si452H228 cluster with different numbers
of CPU cores and GPUs (Nvidia A100). Every computer
node has an EPYC 7763 CPU with 64 cores. For calculations
accelerated with GPUs, every 16 CPU cores share 1 GPU
processor.

for Si656H300. For the largest system, Si1953H604 with a
diameter of around 4 nm, we used 20 nodes to accomplish
the full-frequency GW calculation. The computational
cost of our algorithm has a theoretical scaling of O(N4).
In the benchmarks of silicon clusters, we observe a practi-
cal scaling of roughly O(N2.3) for systems with less than
600 silicon atoms (see Section 4 of the Supplemental Mate-
rial [28] for a detailed analysis of the computational costs).
As shown in Fig. 3, we compared the running time for full-
frequency GW calculations of Si453H228 using different
numbers of nodes. For our Lanczos-based method, the
most time-consuming steps are matrix-matrix and matrix-
vector multiplications, which are suitable for massive par-
allelization and acceleration with GPUs in heterogeneous
supercomputers. Fig. 3 demonstrates the reasonably good
strong scaling with computation resources. When the cal-
culations are accelerated with GPUs, the speed-up factors
compared to CPU-only calculations are around 20.

In summary, a full-frequency GW formalism based on
a Lanczos method is proposed to realize efficient model-
ing of hundreds of atoms with modest resources. This
method can be used for highly efficient full-frequency GW
calculations of large finite systems, such as semiconductor
quantum dots and ligand-protected superatomic clusters
with a few hundred atoms. Our method can also facil-
itate the construction of computational databases with
quasiparticle-energy data, which were challenging to ac-
complish with limited computational costs before. This
method is ready to generalize to extended systems, for
which complex-valued wave functions are required. If the
Tamm-Dancoff approximation is used (i.e., setting matrix
B = 0 in the RPA Casida matrix) for extended systems,
then the calculation is greatly simplified as only a Hermi-
tian matrix A remains, and a standard Lanczos algorithm
for Hermitian matrix can be used. On the other hand, if
RPA is used, then a Lanczos-based method designed for

pseudo-Hermitian matrices [34, 36, 74] can be adopted.
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1. Details on Eq. (9) – (12) of the main text 

We start from 𝑊𝑛𝑚
𝑠  defined in Eq. (8) of the main text: 

𝑊𝑛𝑚
𝑠 = ∑(𝑛𝑚|𝑣𝑐)√

𝜖𝑐 − 𝜖𝑣

Ω𝑠
𝑍𝑣𝑐

𝑠

𝑣𝑐

 

= ∑ [(𝑛𝑚|𝑣𝑐)(𝜖𝑐 − 𝜖𝑣)
1
2] 𝑍𝑣𝑐

𝑠 Ω𝑠

−
1
2

𝑣𝑐

= ⟨𝑃𝑛𝑚|𝑍𝑠⟩Ω𝑠

−
1
2. 

Here we introduce an auxiliary vector 𝑃𝑛𝑚 of dimension 𝑁𝑣𝑁𝑐 to get Eq. (9) in the main text. 

The elements of 𝑃𝑛𝑚 are defined by (𝑃𝑛𝑚)𝑣𝑐 = (𝑛𝑚|𝑣𝑐)(𝜖𝑐 − 𝜖𝑣)
1

2. By comparing Eq. (10) 

and Eq. (7), one can find the expression of Σ𝑚𝑚
𝑐𝑜𝑟𝑟(𝜔, 𝑛)  

Σ𝑚𝑚
𝑐𝑜𝑟𝑟(𝜔, 𝑛) = ∑

𝑊𝑛𝑚
𝑠 𝑊𝑛𝑚

𝑠

𝜔 − 𝜖𝑛 + 𝜂𝑛(Ω𝑠 − 𝑖𝛿)

𝑁𝑣𝑐

𝑠

. 

Using Eq. (9), Σ𝑚𝑚
𝑐𝑜𝑟𝑟(𝜔, 𝑛) can be further simplified as below 

Σ𝑚𝑚
𝑐𝑜𝑟𝑟(𝜔, 𝑛) = ∑

⟨𝑃𝑛𝑚|𝑍𝑠⟩Ω𝑠

−
1
2⟨𝑍𝑠|𝑃𝑛𝑚⟩Ω𝑠

−
1
2

𝜔 − 𝜖𝑛 + 𝜂𝑛(Ω𝑠 − 𝑖𝛿)

𝑁𝑣𝑐

𝑠

 

= ∑
⟨𝑃𝑛𝑚|𝑍𝑠⟩⟨𝑍𝑠|𝑃𝑛𝑚⟩

[ 𝜔 − 𝜖𝑛 + 𝜂𝑛(Ω𝑠 − 𝑖𝛿) ]Ω𝑠

𝑁𝑣𝑐

𝑠

 

= ∑⟨𝑃𝑛𝑚|𝑍𝑠⟩⟨𝑍𝑠|𝑃𝑛𝑚⟩ × [ 
1

Ω𝑠
−

1

𝜂𝑛(𝜔 − 𝜖𝑛 + 𝜂𝑛Ω𝑠 − 𝑖𝜂𝑛𝛿)
 ]

1

(𝜔 − 𝜖𝑛 − 𝑖𝜂𝑛𝛿)

𝑁𝑣𝑐

𝑠
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2 
 

=
1

𝑧𝑛
∑⟨𝑃𝑛𝑚|𝑍𝑠⟩⟨𝑍𝑠|𝑃𝑛𝑚⟩ [ 

1

Ω𝑠
−

1

Ω𝑠 + 𝜂𝑛𝑧𝑛
 ]

𝑁𝑣𝑐

𝑠

,  

which is Eq. (11) of the main text. In the last step, we use 𝜂𝑛
2 = 1 and introduce a complex 

variable 𝑧𝑛 =  𝜔 − 𝜖𝑛 − 𝑖𝜂𝑛𝛿 . Considering matrix 𝐃 , which satisfies 𝐃𝑍𝑠 = Ω𝑠𝑍𝑠  and 

∑ |𝑍𝑠⟩⟨𝑍𝑠| =𝑁
𝑠 𝐈, we rewrite Eq. (11) as follow (Eq. (12)):  

Σ𝑚𝑚
𝑐𝑜𝑟𝑟(𝜔, 𝑛) =

1

𝑧𝑛
[⟨𝑃𝑛𝑚|𝐃−𝟏|𝑃𝑛𝑚⟩ − ⟨𝑃𝑛𝑚|(𝐃 + 𝜂𝑛𝑧𝑛)−𝟏|𝑃𝑛𝑚⟩] 

Since the Casida matrix satisfies 𝐂𝑍𝑠 = 𝑍𝑠Ω𝑠
2 , one can use a polynomial function of 𝐂  to 

approximate matrix 𝐃 which has eigenvalues equal to the square root of Ω𝑠
2. We use a least 

square fitting procedure to find a polynomial approximation of the square root function √𝒙 in 

the range of [min(Ω𝑠
2) , max (Ω𝑠

2)]. The fitting points are chosen as the Chebyshev nodes of 

the fitting range. One can use standard Lanczos algorithm to determine the extremal 

eigenvalues min(Ω𝑠
2)  and max (Ω𝑠

2)  of 𝐂 . In our current implementation, we simply use 

[0.8 min(𝜖𝑐 − 𝜖𝑣)2 , 1.25 min(𝜖𝑐 − 𝜖𝑣)2]  as the fitting range, which works well for the 

systems studied in this work.  
Different from finite systems, where real-numbered wave functions can be adopted to 

simplify calculations, the study of periodic systems usually requires complex wave functions. 

In this case, the correlation part of the GW self-energy reads 

Σ𝑚𝒌,𝑚𝒌
𝑐𝑜𝑟𝑟 (𝜔) =

2

𝑁𝒒𝑁𝒌
∑ ∑ ∑

|𝑊𝑛𝒌−𝒒,𝑚𝒌
𝑠 |2

 𝜔 − 𝜖𝑛𝒌−𝒒 + 𝜂𝑛𝒌−𝒒(Ω𝑠(𝒒) − 𝑖𝛿)

𝑁𝑣𝑁𝑐𝑁𝒌

𝑠

𝑁𝒒

𝒒

𝑁𝑣+𝑁𝑐

𝑛

 , 

where 

𝑊𝑛𝒌−𝒒,𝑚𝒌
𝑠 = ∑ [(𝑛𝒌 − 𝒒, 𝑚𝒌|𝑣′𝒌′, 𝑐′𝒌′ + 𝒒)𝐗(𝒒)𝑣′𝑐′𝒌′

𝑠

𝑣′𝑐′𝒌′

+ (𝑛𝒌 − 𝒒, 𝑚𝒌|𝑐′𝒌′ + 𝒒, 𝑣′𝒌′)𝐘(𝒒)𝑣′𝑐′𝒌′
𝑠 ]. 

Different from finite systems discussed in the main text, we need to construct a Casida 

equation for each 𝒒-point with the random phase approximation  

CRPA(𝒒) = [
𝐀(𝒒) 𝐁(𝒒)

−𝐁(𝒒)∗ −𝐀(𝒒)∗], 

where the matrix elements are 
𝐀(𝒒)𝑣𝑐𝒌,𝑣′𝑐′𝒌′ = (𝜖𝑐𝒌+𝒒 − 𝜖𝑣𝒌)𝛿𝑣𝑣′𝛿𝑐𝑐′𝛿𝒌𝒌′ + (𝑣𝒌, 𝑐𝒌 + 𝒒|𝑣′𝒌′, 𝑐′𝒌′ + 𝒒)  

= (𝜖𝑐𝒌+𝒒 − 𝜖𝑣𝒌)𝛿𝑣𝑣′𝛿𝑐𝑐′𝛿𝒌𝒌′ + ∫ 𝑑3𝑟𝑑3𝑟′
𝜓𝑐𝒌+𝒒

∗ (𝒓)𝜓𝑣𝒌(𝒓)𝜓𝑐′𝒌′+𝒒(𝒓′)𝜓𝑣′𝒌′
∗ (𝒓′)

|𝒓 − 𝒓′|
,  

𝐁(𝒒)𝑣𝑐𝒌,𝑣′𝑐′𝒌′ = (𝑣𝒌, 𝑐𝒌 + 𝒒|𝑐′𝒌′ + 𝒒, 𝑣′𝒌′)  

= ∫ 𝑑3𝑟𝑑3𝑟′
𝜓𝑐𝒌+𝒒

∗ (𝒓)𝜓𝑣𝒌(𝒓)𝜓𝑐′𝒌′+𝒒
∗ (𝒓′)𝜓𝑣′𝒌′(𝒓′)

|𝒓 − 𝒓′|
.  

One can see that 𝐀(𝒒)𝑣𝑐𝒌,𝑣′𝑐′𝒌′ = 𝐀(𝒒)∗
𝑣′𝑐′𝒌′,𝑣𝑐𝒌

 and 𝐁(𝒒)𝑣𝑐𝒌,𝑣′𝑐′𝒌′ = 𝐁(𝒒)𝑣′𝑐′𝒌′,𝑣𝑐𝒌. This 

means that 𝐀(𝒒) is a Hermitian matrix and 𝐁(𝒒) is a symmetric matrix.  
The vectors and eigenvalues of 𝐂RPA(𝒒) take the following form 

𝐂RPA(𝒒) [
𝐗(𝒒) 𝐘(𝒒)∗

𝐘(𝒒) 𝐗(𝒒)∗] = [
𝐗(𝒒) 𝐘(𝒒)∗

𝐘(𝒒) 𝐗(𝒒)∗] [
Ω(𝐪)    0

   0 −Ω(𝐪)
]. 
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If one uses the Tamm-Dancoff approximation, which is commonly used for studying the 

optical properties of periodic systems, the RPA Casida matrix 𝐂𝑅𝑃𝐴(𝒒) is reduced to 

𝐂𝑇𝐷(𝒒) = [
𝐀(𝒒) 0

0 −𝐀(𝒒)∗] and Σ𝑚𝒌,𝑚𝒌
𝑐𝑜𝑟𝑟 (𝜔) can be rewritten as 

Σ𝑚𝒌,𝑚𝒌
𝑐𝑜𝑟𝑟 (𝜔) =

2

𝑁𝑞𝑁𝑘
∑ ∑ ⟨𝑃𝑛𝑚𝒌(𝒒) |

1

𝜔 − 𝜖𝑛𝒌−𝒒 + 𝜂𝑛𝒌−𝒒(𝐀(𝒒) − 𝑖𝛿)
| 𝑃𝑛𝑚𝒌(𝒒)⟩

𝑁𝒒

𝒒

𝑁𝑣+𝑁𝑐

𝑛

. 

The resolvent ⟨𝑃𝑛𝑚𝒌(𝒒) |
1

𝜔−𝜖𝑛𝒌−𝒒+𝜂𝑛𝒌−𝒒(𝐴(𝒒)−𝑖𝛿)
| 𝑃𝑛𝑚𝒌(𝒒)⟩  can be computed using the 

standard Lanczos algorithm for Hermitian matrix 𝐀(𝒒) . The (𝑣′𝑐′𝒌′)  vector elements of 

𝑃𝑛𝑚𝒌(𝒒) is given by 𝑃𝑛𝑚𝒌(𝒒)𝑣′𝑐′𝒌′ = (𝑛𝒌 − 𝒒, 𝑚𝒌|𝑣′𝒌′, 𝑐′𝒌′ + 𝒒). 
 

2. Computational Details 

The structures of hydrogen-passivated silicon clusters are relaxed using a real-space based 

pseudo-potential density functional theory code PARSEC. Perdew-Burke-Ernzerhof exchange-

correlation functional [1] and Troullier-Martin norm-conserving pseudopotentials [2] are used 

in this code. For the GW calculations, the wave functions are sampled with uniform real-space 

grids with grid size h = 0.6 Bohr. The Lanczos method is implemented in the NanoGW code. 

We used polynomials with a degree of 7 and the number of Lanczos iterations of 8 for the GW 

calculations of silicon nanoclusters. For polynomial interpolation of square root functions, we 

used a linear square fitting method. The Chebyshev nodes were chosen as the fitting points. For 

G0W0 quasiparticle energies, we computed the quasiparticle energy 𝐸𝑛
𝐺𝑊(𝜔) = 𝐸𝑛

𝐷𝐹𝑇 +

⟨𝑛|Σ̂GW(𝜔) − �̂�𝑥𝑐|𝑛⟩ on a frequency grid. Then the Newton-Raphson algorithm is used to get 

a graphical solution of the equation 𝐸𝑛
𝐺𝑊(𝜔) = 𝜔  for the quasiparticle solution. For the 

positive infinitesimal number 𝛿  appear in Eq. (7) of the main text, we used 𝛿 = 0.05 

Rydberg.  
We use graphic processing units (GPU) to accelerate the Lanczos iteration steps. The most 

expensive step in Lanczos algorithm is computing the matrix-vector multiplication |𝑉′⟩ =

𝐃|𝑉⟩ = (𝑎0𝐈 + ∑ 𝑎𝑘𝐂𝑘)
𝑔
𝑘=1 |𝑉⟩, which can be reduced to a series of computations of 𝐂 |𝑉⟩. In 

our current code implementation, only the computation of matrix-vector products 𝐂 |𝑉⟩  is 

accelerated using cuBLAS or rocBLAS library, while the interpolative separable density fitting 

method and the calculation of two-center integrals (𝛼|𝛽) = ∫
𝜁𝛼(𝑟)𝜁𝛽(𝑟)

|𝑟−𝑟′|
𝑑3𝑟𝑑3𝑟′ have not yet 

been accelerated with GPUs. The code is available at https://gitlab.com/real-space/nanogw/-

/tree/Lanczos/. Calculation files are uploaded to https://zenodo.org/records/10627764. 

(Technical notes 1) In the main text, we compare the HOMO and LUMO energies of the 

GW100 dataset for the Lanczos-based method and the reference, the difference between the 

two methods appears to plateau at 20 meV. The source of discrepancy between our new method 

and the reference method mainly comes from the polynomial fitting of square-root function 

√𝑥 ≈ 𝑎0 + 𝑎1𝑥 + 𝑎2𝑥2 + 𝑎3𝑥3 + ⋯, which is not exact and results in small numerical errors. 

To further demonstrate our statement (i.e., the error mostly comes from the polynomial fitting), 

we have examined all the GW100 molecules that show large mean absolute differences between 

the results calculated with Lanczos-based and conventional GW methods. The eigenvalues Ω𝑠
2 
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of Casida matrix of these molecule span a relatively wide range [min Ω𝑠
2 , max Ω𝑠

2]. If one fits 

the square-root function in a wide range using a polynomial, the fitted polynomial deviates from 

square-root function near min Ω𝑠
2, which is similar to the Runge phenomenon. To show this, 

we plot the following figures (Fig. S1 ~ Fig. S3), which compare the fitting polynomial and 

square-root function within three different fitting ranges.  

 
Fig S1. Fitting √𝑥 in the range [0.1, 10]. Top panel: comparison between the square-root function and fitting 

polynomials with different degrees. Bottom panel: the absolute difference between polynomials and the square-

root function. 

 

 

Fig S2. Fitting √𝑥 in the range [0.05, 20] 
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Fig S3. Fitting √𝑥 in the range [0.01, 100] 

 

As shown in Fig. S1, when we fit the square-root function √𝑥  for 𝑥 ∈ [0.1, 10] , the 

absolute difference between the polynomial and √𝑥  is small. If we gradually increase the 

fitting range to [0.05, 20] and [0.01, 100], the absolute difference progressively grows larger, 

as shown in Fig. S2 and S3. The largest absolute difference appears close to 𝑥 = 0 . 

Additionally, we can see the absolute differences do not effectively decrease if we further 

increase the polynomial degree 𝑔 from 18 to 24. These results suggest the errors mostly come 

from the molecules which have a wide range of Ω𝑠
2  and the polynomial fitting can not be 

systematically improved by increasing the polynomial degree. 
(Technical note 2) The Lanczos-based method proposed in the main text also work well 

for semi-core states. Fig S4 ~ S7 show some calculation results of low-energy states (including 

Ar atom 3s orbital, Ne atom 2s orbital, Ge 3d orbital in the GeH4 molecule, Al 2p orbital in the 

AlF3 molecule). The frequency dependent quasiparticle energy 𝐸𝐺𝑊(𝜔) calculated with the 

Lanczos+ISDF method and with the reference method (denoted in “Ref.” in the figures) are 

compared. We can see the results with two methods agree well.  

 
Fig S4. The frequency-dependent quasiparticle energy of Ar atom 3s orbital 
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Fig S5. The frequency-dependent quasiparticle energy of Ne atom 2s orbital 

 
Fig S6. The frequency-dependent quasiparticle energy of Ge 3d orbital in the GeH4 molecule 

 
Fig S7. The frequency-dependent quasiparticle energy of Al 2p orbital in the AlF3 molecule 

 

3. HOMO-LUMO Gaps of Silicon Nanoclusters 

 We compared the HOMO-LUMO gaps of hydrogen-passivated silicon clusters (without 

defects) calculated with our implementation and those with previous work, as shown in Table 

S1. The results agree well with previous calculations. The main calculation parameters for our 

calculations are listed in Table S2.  
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Table S1. HOMO-LUMO gaps of non-defective silicon nanoclusters  
Cluster Si87H76 Si147H100 S293H172 S353H196 Si705H300 

This work 4.7 4.1 3.1 3.0 2.4 
Ref [3] 4.8 4.1 - 3.0 2.2 
Ref [4] 4.77 4.21 3.46 - - 

 
Table S2. Calculation parameters. 𝑁𝑣 is the number of occupied states. 𝑁𝑐 is the number of 

unoccupied states. 𝑁𝜇 is the number of auxiliary basis functions used in the interpolative 

separable density fitting method.  
Cluster Si87H76 Si147H100 S293H172 S353H196 Si705H300 

𝑁𝑣  212 344 672 804 1560 
𝑁𝑣 + 𝑁𝑐 1750 2850 5600 6700 13000 

𝑁𝜇  7000 12000 22400 27000 52000 
 

4. The scaling of computation costs 

To analyze the theoretical scaling of our method, we examine the formula of Σ𝑚
𝑐𝑜𝑟𝑟(𝜔) 

Σ𝑚
𝑐𝑜𝑟𝑟(𝜔) = ⟨𝜙𝑚|Σ̂𝑐𝑜𝑟𝑟(𝜔)|𝜙𝑚⟩ = ∑ [Σ𝑚

𝑐𝑜𝑟𝑟(𝜔, 𝑛)]

𝑁𝑣+𝑁𝑐

𝑛

. 

Σ𝑚
𝑐𝑜𝑟𝑟(𝜔)  involves a summation over 𝑁𝑣 + 𝑁𝑐  of Σ𝑚

𝑐𝑜𝑟𝑟(𝜔, 𝑛)  terms, where 𝑁𝑣  and 𝑁𝑐 

are the number of valence states and unoccupied states, respectively. The calculation of each 

Σ𝑚
𝑐𝑜𝑟𝑟(𝜔, 𝑛)  term requires 𝐿  Lanczos iterations. Each Lanczos iteration involves the 

calculation of 2𝑔 matrix-vector multiplications that scales as 𝑂(𝑔𝑁𝜇𝑁𝑐𝑁𝑣), as illustrated in 

Fig. S8. Therefore, the total scaling of the calculation is 𝑂((𝑁𝑣 + 𝑁𝑐)𝐿𝑔𝑁𝜇𝑁𝑐𝑁𝑣). Here 𝑁𝑣, 

𝑁𝑐, 𝑔, and 𝑁𝜇 are the number of valence states, the number of empty states, the degree of the 

fitting polynomial, and the number of auxiliary basis functions used in interpolative separable 

density fitting, respectively. Since 𝑔 and 𝐿 scale as constants, while 𝑁𝑣, 𝑁𝑐, and 𝑁𝜇 scales 

as 𝑂(𝑁) , the total scaling is 𝑂(𝑁4) . The cost for interpolative separable density fitting 

procedure is 𝑂(𝑁3).  

 
Fig S8. With interpolative separable density fitting method, the cost of a matrix-vector multiplication is 

significantly reduced and scales as 𝑂(𝑁𝜇𝑁𝑐𝑁𝑣).  
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To show the computational scaling of the Lanczos-based method applied to clusters of 

different sizes, we fitted the computation costs with curves of order 𝑁2.3, 𝑁3, and 𝑁4. As 

shown in Fig. S9, the blue diamonds are the node hours (1 node hour = 1 node running for an 

hour) spent for calculating a GW energy for the corresponding silicon cluster. The 

computational costs include the computation time for interpolative separable density fitting 

procedure and all the steps in GW calculations. For smaller clusters with less than 600 silicon 

atoms (with around 3000 valence electrons), the scaling of our method is between 𝑂(𝑁2) and 

𝑂(𝑁3). We start to observe a 𝑂(𝑁4) scaling for silicon clusters with more than 600 silicon 

atoms.  

 
Fig S9. Computational costs (in node hours) of GW calculations for silicon clusters. The costs are fitted with 

different curves to show the computational scaling for different system sizes.  
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