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Abstract

Thermal spray coating is a critical process in many industries, involving the
application of coatings to surfaces to enhance their functionality. This paper
proposes a framework for modelling and predicting critical target variables in
thermal spray coating processes, based on the application of statistical design of
experiments (DoE) and the modelling of the data using generalized linear models
(GLMs) with a particular emphasis on gamma regression. Experimental data
obtained from thermal spray coating trials are used to validate the presented
approach, demonstrating that it is able to accurately model and predict critical
target variables. As such, the framework has significant potential for the optimiza-
tion of thermal spray coating processes, and can contribute to the development
of more efficient and effective coating technologies in various industries.

Keywords: Thermal spray coating; High velocity oxygen fuel coating; Surface
technology; Generalized linear models; Central composite design; Maximum Like-
lihood Estimation

1 Introduction

Thermal spraying is a surface modification process that involves the deposition of a coat-
ing material onto a substrate by heating and accelerating a feedstock material through
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a spray gun. The high-velocity oxygen fuel (HVOF) spraying technique, schematically
depicted in Figure 2.1, represents a sophisticated and intricate thermal spray process
that relies on the combined kinetic and thermal energy of the sprayed particles to pro-
duce coatings with exceptional properties, which makes it a subject of great interest
and ongoing research in the field of materials engineering [26].

Numerous techniques have been employed to model and forecast the properties of
coatings produced via HVOF spraying. These methods include empirical models based
on regression analysis, mechanistic models that simulate the physical and chemical
processes occurring during spraying [8, 25, 32], and hybrid models that integrate both
approaches [34]. Linear and nonlinear regression models have been used to establish
a relationship between process variables and coating properties [18, 24, 30, 33], while
computational fluid dynamics (CFD) models have been utilized to simulate the gas
flow, heat transfer, and particle behavior in the spray gun [12,19]. In addition, artificial
neural networks (ANNs) [4, 20, 21, 37] and genetic algorithms (GAs) [17] have been
implemented to optimize process conditions and predict coating properties.

Despite the notable progress, the prediction of coating properties is still a chal-
lenging task, due to the complex interactions among the process variables, material
properties, and the microstructure of the coatings. This study proposes a novel ap-
proach for modelling HVOF coatings through systematic variation of process variables
that have received relatively limited attention in prior research. To achieve this, a
Central Composite Design (CCD) of experiments is employed, which enables efficient
exploration of a vast parameter space. The subsequent analysis focuses on developing
gamma regression models derived from generalized linear models (GLMs), which are
particularly well-suited for modeling data with skewed, non-negative distributions. By
integrating these adjusted process variables into the models, a promising opportunity
arises to identify novel associations between process conditions and coating properties.

Our approach provides insights into the intricate HVOF process, improving pre-
dictive models for key coating characteristics. The framework presented in this study
supports the development of efficient coating technologies with enhanced attributes like
wear resistance, corrosion protection, and oxidation resilience. These advancements
have practical applications in industries such as aerospace, automotive, and manufac-
turing.

The structure of this paper is as follows: Section 2 presents a comprehensive overview
of the HVOF process, including a detailed explanation of the main factors influencing
coating properties and particle in-flight characteristics. Section 3 introduces the power-
ful application of generalized linear models (GLMs) and maximum likelihood estimation
(MLE) to model and accurately estimate the dependence of coating properties on pro-
cess conditions. This section also provides an overview of the theoretical foundations
related to the asymptotic properties of MLE and hypothesis testing. The assessment of
the predictive performance of the proposed GLMs is presented in Section 4. Section 5
examines the statistical design of experiments (DoE) and central composite design
(CCD) as a potent approach for efficient data collection on various levels of factors in
the thermal spray coating process. The findings of the proposed framework applied
to experimental data is presented in Section 6, with a specific focus on the precise
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prediction of critical target variables. Finally, Section 7 concludes the paper with a
discussion on the effectiveness and potential of the proposed framework for predicting
critical target variables in thermal spraying processes. It highlights the contribution of
the framework to the development of more efficient coating technologies.

2 Technical Background

Thermal spraying is a versatile and widely used surface engineering technique that
involves the deposition of coatings on the surface of a substrate to enhance its functional
properties, such as wear resistance, corrosion resistance, and thermal insulation. The
thermal spray coating process typically involves the application of thermal and kinetic
energy to induce partial liquefaction of the coating material, thereby accelerating its
projection towards the substrate surface. The amount of thermal and kinetic energy
depends on the thermal spray coating technique. Various techniques, such as flame
spraying, plasma spraying, arc spraying, and high-velocity oxygen fuel (HVOF) spraying
can be used for coating using different types of coating material such as powder or wire.
In this work we focus on the gas-fuel HVOF technology, which is described in more
detail below.

HVOF thermal spraying has gained significant attention in recent years due to its
ability to produce high-quality coatings with superior mechanical and chemical prop-
erties [15]. The gas-fuel HVOF process creates its thermal energy by combustion of
a mixture of oxygen and fuel gas, typically propane, methane or hydrogen, in a high-
pressure chamber [11]. The kinetic energy in the thermal spray process is created by its
specific geometric convergent-divergent nozzle design which accelerates the gas stream
to supersonic velocities. The kinetic energy is transferred to the sprayed material par-
ticles, causing them to partially melt and deform upon impact with the substrate. This
results in coatings with high density and superior adhesion [7], almost independent of
the thermal spray material composition (metallic, ceramic, cermet).

Figure 2.1: Schematic depiction of the High Velocity Oxygen Fuel (HVOF) process.
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Figure 2.1 shows a schematic depiction of the HVOF process, where the distinct
symmetric structure of the torch becomes evident [8]. The diagram reveals an axial
axis of symmetry, i.e., a balanced and mirrored arrangement of components along a
horizontal line within the HVOF system. In the combustion chamber, a defined but
variable fuel gas reacts with oxygen, leading to combustion. Compressed air is used as
a shroud gas and forms a cover inside the nozzle and outside in the spray plume. The
powder coating material is inserted axially and is fed by using nitrogen as a carrier gas.
Every characteristic of the gases and the powder, as well as the process attributes, influ-
ences combustion and consequently impacts the kinetic and thermal energy transferred
to the spray particles. Influencing factors are for example:

• Characteristics of gases (e.g., pressure, flow rate, temperature),

• Additional process variables (e.g., the ratio of the combustion gases, powder feed
rate, spraying distance),

• Powder characteristics (e.g., size, chemical composition, density).

The influence of these factors on the thermal and kinetic energy of the spray material
can be measured by using in-situ camera equipment that is able to simultaneously
detect the temperature and velocity of the sprayed particles. Process input conditions
not only affect the particle characteristics but also the performance of the process, as
well as the quality of the coating. Relevant measures for the performance of coating
processes are

• Deposition rate,

• Deposition efficiency.

These performance indicators are especially important when taking into account eco-
nomic aspects of the thermal spray coating process. However, the coating characteristics
are the most important properties, since they influence the industrial performance. The
desirable properties are, e.g.,

• Specific porosity of coating,

• Specific hardness of coating,

• Specific phase and chemical composition,

• Specific thickness of coating.

In order to obtain best wear resistance, corrosion resistance, or thermal insulation,
a specific combination of coating properties is essential. Additionally, proper surface
preparation prior to spraying is necessary to ensure maximum adhesion strength and
achieve the desired coating performance characteristics. Table 2.1 provides a compre-
hensive overview of the various HVOF process variables and coating characteristics
discussed above.
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Controlled variables (factors) In-flight- Performance- Coating-

Gas Process Powder properties indicators properties

pressure stoichiometric ratio size temperature deposition rate thickness
flow rate powder feed rate chemical composition velocity deposition efficiency roughness
temperature spraying distance density phase composition

chemical composition
porosity
hardness

Table 2.1: Examples of HVOF process variables and characteristics.

The formulation of a robust mathematical relationship that links the input con-
ditions controlling the spraying process, the dynamics of particles during flight, and
the resulting coating characteristics is essential. Such a correlation not only facilitates
a deeper understanding of the fundamental physical mechanisms underlying thermal
spraying but also enables the optimization of deposition conditions to achieve the de-
sired coating properties.

The accurate prediction of coating properties remains a challenge, primarily due
to the complex and non-linear nature of the relationships between process attributes
and coating properties. Achieving high accuracy in property prediction is often elusive,
considering the multifaceted interactions at play. Hence, the demand for a reliable and
precise prediction model becomes apparent, as it can serve as a catalyst for optimizing
the process and elevating the overall quality of the resulting coatings.

3 Predictive Modelling of HVOF Coating Proper-

ties

The following section is dedicated to the derivation of mathematical models that enable
the prediction of coating properties for the HVOF process. For this, we propose the
use of Generalized Linear Models (GLMs) along with Maximum Likelihood Estimation
(MLE) as an effective approach for modelling and estimating the expected values of
target variables, conditioned on the explanatory variables (= process variables) in the
HVOF process. We adopt the theoretical framework and notation of [10], to develop
the statistical model used in this study, which can be expressed by the following general
equation:

E(yi|xi) = µi = g−1(xi
Tβ),

where µ = (µi)
n
i=1 is a vector denoting the conditional mean of the response variable y =

(yi)
n
i=1, i.e., the coating properties of interest. The coefficient vector β = (β0, β1, . . . , βk)

encodes the effects of the explanatory variables (x1, . . . ,xk), i.e., the potentially influ-
ential process conditions with observations xi = (1, xi

1, x
i
2, . . . , x

i
k)

n
i=1. The mean vector

µ is related to the linear combination xi
Tβ of the process input attributes by a one-

to-one mapping g(·), which is often referred to as the link function [9]. In regression
analysis, the assumption of additive random errors allows for the decomposition of the
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response yi into a systematic component E(yi|xi) and a random component ϵi, yielding
the equation:

yi = g−1(xi
Tβ) + ϵi,

where the measurement error ϵi is assumed to be independent of the covariates. The
primary objective of regression analysis is to use the data (yi,xi)

n
i=1 to estimate the

systematic component E(yi|xi).
Based on the broad background presented in Section 2, the use of Bayesian gener-

alized linear models to model coating properties appears to be a logical choice. The
Bayesian framework offers distinct advantages over classical inference by accommodat-
ing prior knowledge regarding model parameters. This facilitates the incorporation
of insights into the effects of process input variables, enhancing parameter estimation
accuracy. Even in the absence of specific information, non-informative priors like the
uniform distribution or Jeffreys’s prior can be specified [16]. Nevertheless, a classical
frequentist statistical approach is adopted in this study to develop a model that char-
acterizes the relationship between input variables and coating properties because the
knowledge of suitable priors for Bayesian modeling is absent in this context, and the
use of non-informative priors does not offer substantial advantages over classical ap-
proaches. Subsequent investigations may explore the application of Bayesian GLMs in
future research.

3.1 Generalized Linear Models (GLMs)

GLMs, as defined in [23], include a broad range of useful statistical models and serve
as a powerful tool for data analysis in various fields such as engineering, physics, and
biology. They extend the concept of linear regression to handle non-normal response
variables, such as binary or count data, by introducing a link function that relates
the mean of the response variable to the linear predictor. Here, the effectiveness of
GLMs in analyzing data from the HVOF process is explored, aiming to establish a
comprehensive model equation that effectively captures the conditional dependence of
coating characteristics on process input variables.

In the context of GLMs, the response vector y = (y1, y2, ..., yn), is modeled as a
vector that follows any distribution from the exponential family, where each element yi
is distributed with a mean µi and variance σ2

i . To model the relationship between the
response variable y and the predictor variables xi = (xi

1, x
i
2, . . . , x

i
k), a predictor vector

η = (η1, η2, ..., ηn), with elements ηi = xT
i β is introduced, which is linked to the mean

vector µ = (µ1, µ2, ..., µn) via a link function g, as expressed by

g(µ) = η .

This formulation allows for the incorporation of multiple predictors and the estimation
of their effects on the response variable. The choice of link function g depends on the
distribution of the response variable y and can vary between models. For instance, when
the response variable is binary (yi = 0 or yi = 1), the logit link function is frequently
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employed, connecting the mean of the response µ variable to the logarithm of the odds
ratio. This can mathematically be expressed as:

g(µ) = log
( µ

1− µ

)
= η .

Similarly, if the response variable is a non-negative variable, the link function can be
logarithmic, relating the mean of the response variable to the linear predictor via

g(µ) = log(µ) = η . (3.1)

After selecting the appropriate link function, the GLM implies that the linear
predictor can be represented as a linear combination of the predictor variables xi =
(xi

1, x
i
2, . . . , x

i
k), i.e.,

ηi = xT
i β = β0 + β1x

i
1 + β2x

i
2 + · · ·+ βkx

i
k , (3.2)

where β0 is called the intercept, and β1, β2, . . . , βk are the regression coefficients. The es-
timation of these coefficients will be performed using the method of maximum likelihood
estimation, detailed in Section 3.2.2. This method quantifies the regression coefficients
that are most probable given the observed data (yi,xi)

n
i=1, considering the assumed

conditional distribution of the response variable y and the selected link function g.

3.2 Application of Generalized Linear Models to HVOF Data

In the HVOF process, the response variables of interest include the coating properties,
such as roughness, porosity, layer thickness, and hardness, as well as the in-flight prop-
erties, such as particle temperature and particle velocity (see Table 2.1). Since these
response variables are continuous and positive, it is necessary to choose an appropriate
probability distribution and link function for modelling them. The gamma distribution
with a log link function is a common choice for non-negative continuous data [10] and
thus, we will employ it in our analysis.

3.2.1 The Gamma Distribution

A continuous, non-negative random variable Y is said to follow a gamma distribution
with shape parameter a > 0 and rate parameter b > 0, denoted as Y ∼ G(a, b), if it
has the density function:

f(y|a, b) = ba

Γ(a)
ya−1 exp(−by) , y > 0 .

The expected value and variance are given by E(Y ) = a
b
and V(Y ) = a

b2
. An illustrative

comparison of gamma distributions with varying shape and rate parameters is provided
in Figure 3.1. Occasionally, the gamma distribution is defined via an alternative pa-
rameterization. Depending on the expected value µ and the scale parameter ν > 0, the
density is then given by:

f(y|µ, ν) = 1

Γ(ν)

(ν
µ

)ν
exp

(
− ν

µ
y
)
, y > 0 ,
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where µ = E(Y ) is the parameter of interest and the variance ν = V(Y ) is considered as
a nuisance parameter, meaning that the value of ν is not the main focus of the analysis.
In other words, while ν plays a role in determining the shape of the density function,
it is not the parameter that one aims to estimate or draw conclusions about.

Figure 3.1: Comparison of gamma distributions with varied parameters. The left panel
displays the probability density function (PDF) of a gamma-distributed random vari-
able y with a fixed shape parameter a = 5 and varying rate parameters b. The right
panel illustrates the PDF of a gamma-distributed random variable y with a fixed rate
parameter b = 2 and varying shape parameters a.

3.2.2 Maximum Likelihood Estimation Gamma Regression

The likelihood function is a fundamental concept in statistical inference that quantifies
the plausibility of the observed data under a given statistical model. As a consequence
of the conditional independence of yi given xi, it is defined as the product of the proba-
bility density function of each observation in the sample, conditioned on the parameter
values. In other words, the likelihood is the joint probability of the observed data,
viewed as a function of the parameters. Therefore, the product of the likelihood contri-
butions, defined in 3.4, yields the likelihood for the observed data, providing a basis for
inference on the unknown parameters. However, it is essential to acknowledge that the
assumption of conditional independence of the response variable y may not always hold
in practical applications, particularly in complex systems or processes where various
factors can influence the response variables.

In the context of this study on the coating process, assuming conditional inde-
pendence implies consistent equipment- and process performance across observations,
with response variable variation attributed solely to considered explanatory variables.
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Nonetheless, factors like equipment stability, environmental conditions, or procedural
variations could introduce dependencies among response variables, challenging this as-
sumption. To address this concern, careful execution of the experiments was performed,
encompassing thorough validation of equipment functionality and accurate examination
for potential issues, such as instrument cleaning and procedural consistency. The im-
pact of changing environmental conditions can be disregarded due to the operations
being conducted within a coating booth equipped with a continuous suction system.
These measures were taken to validate the conditional independence assumption and
ensure the reliability of the experimental results.

An empirical investigation of the dataset considered in this study reveals a notable
right-skewness across all examined response variables. While marginal distributional
properties alone do not necessarily dictate the choice of distributional family for mod-
eling conditional means, this observation suggests a departure from symmetric distri-
butional patterns. Furthermore, these variables exhibit non-negativity and continuity.
To account for these specific distributional characteristics, the assumption of a gamma
regression framework is made (cf. Figure 3.1). In addition to the assumed gamma distri-
bution, other distributions such as the log-normal distribution or the inverse Gaussian
distribution can also be considered in this setting. Since similar results are anticipated
for these alternative distributions, the emphasis on the specific distribution assumption
is relaxed. Therefore, the assumption made in this study is that the response vari-
ables are conditionally gamma-distributed, with the expected value depending on the
explanatory variables. Future investigations are warranted to explore the implications
of alternative distributional assumptions in this domain.

The gamma regression model with a logarithmic link function assumes that the
response variable yi for i = 1, . . . , n follows a Gamma distribution with mean µi

and scale parameter ν > 0. The mean µi is modeled as a function of the covari-
ates xi = (xi

1, x
i
2, . . . , x

i
k) through the logarithmic transformation, which is defined as

µi = exp(β0 + β1x
i
1 + · · ·+ βkx

i
k) = exp(ηi), where ηi is the linear predictor.

For simplicity, we consider a gamma regression model with a single covariate x.
Nevertheless, it is important to emphasize that extending the model to multiple co-
variates is possible and adheres to the same theoretical framework outlined here. In
particular, the incorporation of additional predictors would require a simple augmen-
tation of the linear predictor ηi to account for their effects. Therefore, the model can
be readily extended to encompass more intricate predictor configurations, as warranted
by the research question at hand. The univariate regression model used in this work,
in which a single dependent variable is considered, can be summarized in the form of
the following equations:

Yi
iid∼ G(µi) i = 1, . . . , n ,

µi(β) = µi(β|xi) = exp(β0 + β1xi) = exp(ηi(β)) ,

ηi(β) = ηi(β|xi) = β0 + β1xi .

(3.3)

The characterization of HVOF coating quality involves multiple aspects, prompting
consideration of a multivariate modeling approach. Such an approach allows for the es-
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timation of covariate effects and the assessment of a variance-covariance matrix, which
quantifies correlations among different quality criteria and potentially enhances predic-
tive capabilities. However, due to practical limitations such as the limited sample size
and the need for additional data for variance-covariance matrix estimation, a univari-
ate approach was chosen. Moreover, within the specific applications where the coated
material is applied, only a subset of properties listed in Table 2.1 is relevant, thus a
univariate approach was considered more appropriate.

Given the univariate model in (3.3) and assuming conditional independence of yi|xi

it is now possible to define the likelihood function.

Definition 3.1. The likelihood function L(β|y) of the observed data for the model
described in (3.3) is defined as the product of the likelihood contributions Li(β|yi), i.e.,

L(β|y) :=
n∏

i=1

Li(β|yi) =
n∏

i=1

1

Γ(ν)

( ν

µi(β)

)ν
exp

(
− ν

µi(β)
yi

)
. (3.4)

The log-likelihood function ℓ(β|y) := logL(β|y) is often preferred in statistical in-
ference due to its numerical stability, computational simplifications, and theoretical
properties [10]. Maximizing ℓ(β|y), instead of (3.4) enables accurate parameter esti-
mation and reliable statistical inference.

In the process of maximizing the log-likelihood function, the score function serves
as an essential mathematical tool. It accurately measures the sensitivity of the log-
likelihood to changes in the parameters of interest.

Definition 3.2. The score function s(β|y) is defined as the gradient of the log-
likelihood function with respect to the model parameters, i.e.,

s(β|y) := ∇β ℓ(β|y) .

Furthermore, the maximum likelihood estimator (MLE) β̂ is defined as the solution of

s(β̂|y) = 0 .

The score function s(β|y) quantifies the rate of change of the log-likelihood function
as the parameter values are varied, and provides a measure of the direction and mag-
nitude of the parameter updates that increase the log-likelihood. It can be computed
by either numerically or analytically differentiating ℓ(β|y), which in our case leads to

Proposition 3.1. Let s(β|y) represent the score function for a response vector y, as
defined in Definition 3.2, and let y consist of observed values yi from a random variable
Yi following a gamma distribution, as described in (3.3). Then

s(β|y) = XT ν
( y

µ(β)
− 1
)
.

Here, X = (1 x) represents the design matrix, consisting of the explanatory variable
x = (x1, . . . , xn)

T , where xi ∈ R, y = (y1, . . . , yn)
T is the response vector with yi ∈ R+,

µ(β) = (µ1(β), . . . , µn(β))
T is the mean vector with µi(β) ∈ R+, given in (3.3), and

1 = (1, . . . , 1)T is a vector of ones.
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Proof. This proof is adapted from [10], with suitable changes accounting for the gamma
regression framework considered here. First of all, the first partial derivatives of indi-
vidual log-likelihoods logLi(β|yi) are given by

∂ logLi(β0, β1|yi)
∂β0

=
(
− ν

µi(β)
+

ν

µi(β)2
yi

)
µi(β) =

( ν

µi(β)
yi − ν

)
= ν

( yi
µi(β)

− 1
)
,

∂ logLi(β0, β1|yi)
∂β1

=
(
− ν

µi(β)
+

ν

µi(β)2
yi

)
µi(β) xi =

( ν

µi(β)
yi − ν

)
xi

= ν xi

( yi
µi(β)

− 1
)
,

Together with the definitions of the vectors x, y, µ(β), and 1, as well as of the design
matrix X = (1 x) and the definition of the score function s(β|y) there holds

s(β0, β1|y) =

 ∑n
i=1 ν

(
yi

µi(β)
− 1
)

∑n
i=1 ν xi

(
yi

µi(β)
− 1
) =

1Tν
(

y
µ(β)

− 1
)

xTν
(

y
µ(β)

− 1
) = XT ν

( y

µ(β)
− 1
)
,

which completes the proof.

Remark 3.1. Note that the specific form of the design matrix X, as described here,
applies only to the model under consideration. In general, the design matrix X com-
prises not only the original explanatory variables but also their higher-order powers
and/or products. This expanded form allows for the estimation of higher-order effects
or interaction effects between two or more covariates. [10]

By setting the score function s(β|y) to zero, a linear system of equations for (β0, β1)
arises that needs to be solved numerically. The numerical algorithm used in this work
(cf. Section 3.2.3) involves the computation of the observed information matrixH(β|y)
(= Hessian matrix) or expected information matrix F (β|y) (= Fisher matrix), which
is a key component of the algorithm. Note that setting the score function s(β|y) to
zero is independent of ν, meaning that the process of finding solutions for (β0, β1) is not
influenced by the value of ν. While solving the equation s(β|y) = 0 does not inherently
guarantee a maximum, the concave nature of the log-likelihood function ℓ(β|y) in this
model ensures its maximization [35]. This concavity can be confirmed by verifying
the positive semi-definiteness of H(β|y), defined in 3.5. For further insights into the
existence and uniqueness of the maximum likelihood estimator in generalized linear
models, refer to [35].

In general, there is no guarantee that solving the equation function s(β|y) = 0
yields a maximum. However, since the log-likelihood ℓ(β|y) for this model is a concave
function, solving the equation will yield a maximum. The concativity for ℓ(β|y), defined
in 3.5, can be verified by checking if H(β|y) is positive definite.

Definition 3.3. The observed information matrix H(β|y) is defined as the Hessian
matrix of the log-likelihood function ℓ(β|y), i.e., the matrix of second derivatives with
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respect to the model parameters β,

H(β|y) := −∂2ℓ(β0, β1|y)
∂β ∂βT

. (3.5)

The expected information matrix F (β|y) is defined as

F (β|y) := E
[
− ∂2ℓ(β0, β1|y)

∂β ∂βT

]
, (3.6)

where E[·] denotes the expected value.

The matrices H(β|y) and F (β|y) quantify the amount of information that the
observed data provides about the unknown parameters of the model. For our specific
gamma regression framework, they can be computed explicitly as described in the
following

Proposition 3.2. Let y be as in Proposition 3.1, let W = diag(ν yi/µi(β))i=1,...,n be

a diagonal matrix with elements ν yi/µi(β) and W̃ = diag(ν) be a diagonal matrix
with elements ν. Then the observed information matrix H(β|y) and the expected in-
formation matrix F (β|y), defined in (3.5) and (3.6), respectively, can be expressed
as

H(β|y) = XTWX , and F (β|y) = XTW̃X .

Proof. The second partial derivatives of individual log-likelihoods logLi(β|y) are given
by

∂2 logLi(β0, β1|y)
∂β2

0

= − ν yi
µi(β)

,
∂2 logLi(β0, β1|y)

∂β2
1

= −ν x2
i yi

µi(β)
,

∂2 logLi(β0, β1|y)
∂β0 β1

= −ν xi yi
µi(β)

.

(3.7)

The observed information matrix H(β|y) is obtained through the aggregation of the
second partial derivatives of individual log-likelihoods logLi(β|y), i.e.,

H(β|y) = −∂2ℓ(β0, β1|y)
∂β ∂βT

(3.4)
= −

n∑
i=1

∂2 logLi(β0, β1|y)
∂β ∂βT

(3.7)
=

( ∑n
i=1

ν yi
µi(β)

∑n
i=1

ν xi yi
µi(β)∑n

i=1
ν xi yi
µi(β)

∑n
i=1

ν x2
i yi

µi(β)

)
.

Together with the definition of W we thus obtain

H(β|y) = XTWX .

Since E(yi) = µi(β), the Fisher matrix F (β|y) is given by

F (β|y) = E
[
− ∂2ℓ(β0, β1|y)

∂β ∂βT

]
=

( ∑n
i=1

ν E(yi)
µi(β)

∑n
i=1

ν xi E(yi)
µi(β)∑n

i=1
ν xi E(yi)

µi(β)

∑n
i=1

ν x2
i E(yi)
µi(β)

)

=

( ∑n
i=1

ν µi(β)
µi(β)

∑n
i=1

ν xi µi(β)
µi(β)∑n

i=1
ν xi µi(β)

µi(β)

∑n
i=1

ν x2
i µi(β)

µi(β)

)
= XTW̃X ,

which yields the assertion.
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3.2.3 Numerical Computation of the Maximum Likelihood Estimator

Numerical algorithms are essential for estimating the maximum likelihood estimator of
parameters in a statistical model, particularly when an analytical solution to the likeli-
hood equations is unattainable [13]. Frequently, the likelihood function is an intricate,
nonlinear function of parameters, lacking a closed-form expression for its maximum,
e.g., in gamma regression with a logarithmic link function.

In such cases, numerical algorithms such as the Newton-Raphson algorithm are
employed to iteratively approximate the solution of the likelihood equations until con-
vergence is reached [10]. These methods rely on numerical techniques to estimate the
derivatives of the likelihood function, which are used in computing the updates to the
parameter estimates.

Newton-Raphson Method [13] is an iterative method used to find a value of β
that satisfies the equation s(β|y) = 0, which corresponds to the point where the
log-likelihood function is maximized. The Newton-Raphson algorithm achieves
this by iteratively approximating the solution of s(β|y) = 0 using Taylor series
expansion of s(β|y) around the current estimate of β. Specifically, the expansion
can be written as:

s(β|y) ≈ s(β(k)|y)−H(β(k)|y)(β − β(k)) , (3.8)

where β(k) is the estimate of β at the k-th iteration, s(β(k)|y) is the score function
evaluated at β(k), and H(β(k)|y) = −∂ s(β(k)|y)/∂ βT is the observed informa-
tion matrix evaluated at β(k). The score function is approximated using a linear
tangent line, resulting in an improved approximate solution. This involves find-
ing the root of the tangent line in (3.8). Thus, the algorithm approximates the
maximum likelihood estimator of β by solving the equation:

s(β(k)|y)−H(β(k)|y)(β − β(k)) = 0 ,

for β, which yields:

β(k+1) = β(k) +H(β(k)|y)† s(β(k)|y) . (3.9)

The algorithm iterates until convergence is achieved, which is typically defined
as the point at which the change in the estimate of β between two successive
iterations falls below a certain threshold.

Fisher Scoring Method [10] is a useful approach for maximum likelihood estima-

tion that involves replacing the observed information matrix H(β(k)|y) by the

expected information matrix F (β(k)|y) in the update formula (3.9), i.e.,

β(k+1) = β(k) + F (β(k)|y)† s(β(k)|y) . (3.10)

This simplifies the required computations, making it faster and more efficient.
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3.2.4 Asymptotic Properties of the Maximum Likelihood Estimator (MLE)

Given the gamma regression model with logarithmic link function, as defined in (3.3),
and the MLE procedure presented in the previous section, we now investigate the
asymptotic properties of the MLE of the regression coefficients β = (β0, . . . , βk)

T .
Specifically, under mild regularity conditions introduced below, the MLE can be proven
to be a consistent and asymptotically normal estimator, with its asymptotic covariance
matrix being equivalent to the inverse of the Fisher information matrix [9].

Assumption 3.1 ( [9] Regularity Assumptions). Let β̂ ∈ B ⊂ Rp denote the ML
estimator for the true parameter β, p be the number of predictor variables in the
model, and M the image µ(β) of β. Furthermore, the linear combination of the
predictor variables η is related to the mean µ(β) of the response y by an injective link
function g : M → Rp, i.e., η = g(µ(β)) (compare with (3.3)). Additionally, there holds

(i) B is open in Rp,

(ii) The design matrix X has full rank, i.e., rank(X) = p,

(iii) g(·) is twice continuously differentiable on M.

Note that Assumption 3.1 is valid for our gamma regression model with a logarithmic
link function (3.1), i.e., where the response variable follows a gamma distribution (3.3).

Definition 3.4. An estimator β̂ is consistent for the true parameter vector β if, as the
sample size n goes to infinity, β̂ converges in probability to β. In other words, for any
small positive number ϵ, it holds that

lim
n→∞

P (||β̂ − β|| > ϵ) = 0 .

Using the Law of Large Numbers, the sample mean of a sequence of i.i.d. random
variables with finite mean converges in probability to the expected value. Since the log-
likelihood function ℓ(β|y) in this model (3.3) is the sum of i.i.d. Gamma distributions,
the Law of Large Numbers can be used to establish convergence in probability of the
MLE to the true parameter values. In the following proposition, two key properties of
the gamma regression model are established without providing formal proof.

Proposition 3.3 ( [9]).

(i) In the setting of the gamma regression model (3.3), the MLE β̂ is consistent for
β. In particular, under the regularity conditions stated in Assumption 3.1, the
ML estimator β̂ converges in probability to the true regression coefficients β for
increasing sample size, i.e., β̂

p→ β, where
p→ denotes convergence in probability.

(ii) Let the assumptions of Proposition 3.3 hold. Then the gamma regression model
defined in (3.3) is asymptotically normal in relation to the maximum likelihood

estimator (MLE) β̂, i.e.,
√
n(β̂ − β)

d→ N (0,F †(β|y)), where d→ denotes con-
vergence in distribution, and n denotes the sample size.
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3.2.5 Linear Hypothesis Testing

By conducting hypothesis tests on the estimated regression coefficients β̂, one can
provide evidence-based justifications for the inclusion or exclusion of specific predictors,
ensure the robustness and reliability of a model, and enhance the interpretability and
generalizability of the findings. Testing a linear hypothesis on the coefficients of the
Gamma GLM can be represented as follows:

H0 : Cβ = d ,

where C is a known r×p matrix of rank r, β is the p×1 vector of regression coefficients,
and d is the r×1 vector of known constants. This matrix C is used to define the specific
hypothesis being tested, and its structure depends on the research question at hand.
In the context of our study, C is constructed to examine the significance of certain
predictors in relation to the response variable.

Under hypothesis H0, the unrestricted maximum likelihood estimator β̂ is not ef-
ficient, and therefore we need to consider restricted estimators that take into account
the constraints imposed by H0 [10]. For this, we consider the Wald statistic w given in

Definition 3.5. The Wald statistic w is defined as:

w = (Cβ̂ − d)T

C (XTW̃X)†︸ ︷︷ ︸
F †(β̂|y)

CT


−1

(Cβ̂ − d) , (3.11)

where X is the n × p design matrix, and W is the n × n diagonal matrix with the
weights wi on the diagonal.

Under H0, the Wald statistic has an asymptotic χ2-distribution with r degrees of
freedom [10], i.e.,

w
d→ χ2

r as n → ∞ .

We reject H0 at level α if w > χ2
r,1−α, where χ2

r,1−α is the 1 − α quantile of the χ2-
distribution with r degrees of freedom.

In the specific case of predictive modelling in HVOF coating, hypothesis testing
plays a vital role in determining the relevance of regression coefficients βj, where βj

denotes a subvector of β. Specifically, we consider the case where the null hypothesis
H0 : βj = 0 versus the alternative hypothesis H1 : βj ̸= 0.

Proposition 3.4. Let βj be a subvector of β with dimension r, d = 0, and C be a
r× p matrix with 1 at the entries corresponding to the elements of βj and 0 elsewhere.
With this choice the Wald statistic w, defined in (3.11), takes the form

w = β̂
T

j A
−1
j β̂j , (3.12)

where Aj is the submatrix of the asymptotic covariance matrix A = (XTW̃X)† corre-
sponding to the elements of βj.
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Proof. Assuming that the prerequisites for βj and d, as specified in Proposition 3.4,
are met, and with the matrix C taking on the following form:

r



0 1 0 . . . 0 0 . . . 0
0 0 1 . . . 0 0 . . . 0
...

. . . 0 0 . . . 0

︸ ︷︷ ︸
p

0 ︸ ︷︷ ︸
r

0 0 . . . 1 0 . . . 0



Here, βj represents the initial r regression coefficients, given by (β1, . . . , βr)
T . Together

with the definition 3.5 there holds

w
(3.11)
= (Cβ̂ − d)T

C (XTW̃X)†︸ ︷︷ ︸
F †(β̂|y)

CT


−1

(Cβ̂ − d) = β̂
T

j A
−1
j β̂j ,

which yields (3.12).

In accordance with Proposition 3.4, the assessment of the relevance of a subvector
βj is determined by (3.12). If βj is one-dimensional, the Wald statistic w corresponds
to the application of a t-test [10]. The test statistic, denoted as tj, quantifies the

extent to which the estimated coefficient β̂j deviates from H0, taking into account the
corresponding standard error, i.e.,

tj =
β̂j√
ajj

,

with ajj the j-th diagonal element of A = (XTW̃X)†. According to [10], tj is t-
distributed with n − p degrees of freedom and H0 is rejected at significance level α
if

|tj| > t1−α/2(n− p) .

Alternatively, one can also perform the Likelihood-Ratio test using the likelihood ratio
L statistic, defined as

L := −2 log
(
L(β̂Ho

|y)/L(β̂|y)
)
,

where L(β̂|y) is the likelihood function for the unrestricted estimator, and L(β̂Ho
|y)

is the likelihood function for the restricted estimator obtained by maximizing the like-
lihood subject to H0. Analogous to the Wald statistic, L follows an asymptotic χ2-
distribution with r degrees of freedom under the null hypothesis H0.

Linear hypothesis testing serves as a tool to assess the significance of estimated
regression coefficients within a specified confidence level. This approach enables the
determination of whether a particular predictor variable contributes meaningfully to
the model’s description or if a simpler model could suffice without sacrificing essential
information. In contrast, model selection criteria, described in the next subsection, aim
to identify the most suitable model for predicting outcomes accurately.
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Remark 3.2. Note on Statistical Power and Variable Selection
In statistical inference, it is crucial to consider two types of errors. Type I error occurs
when the null hypothesis is incorrectly rejected, mistakenly identifying an effect or
relationship that does not exist. This risk is quantified by the significance level α.
Conversely, Type II error arises when one fails to detect a genuine effect, incorrectly
retaining the null hypothesis. This does not necessarily mean there is no effect; rather, it
may reflect the test’s limitations. Decisions to exclude terms from a model based solely
on statistical significance should be made cautiously. While simple models are preferred
for their ease of interpretation, overly strict criteria for variable selection may lead to
important predictors being overlooked. Type II error risk is often denoted by β (distinct
from regression parameters). The probability that a statistical test will correctly reject
a false null hypothesis is known as the power of the test and is represented by 1 − β.
High power increases confidence in hypothesis test outcomes, while low power raises
doubts about non-significant findings. Statistical power relies on factors such as the
significance level α, the sample size n, and the population effect size (ES) [5].

In the context of predictive modeling for HVOF coating, domain expertise is es-
sential in addressing statistical power challenges. Due to the constraints of a small
sample size, compounded by the laborious and expensive nature of experiments (cf.
Section 5), the statistical power of hypothesis tests is inherently limited. Consequently,
a thorough examination of regression coefficients was made in collaboration with ther-
mal coating technicians to assess the relevance of predictors, particularly in cases where
the performed test might not achieve statistical significance or the model selection cri-
terion decides to exclude the respective effect. Further techniques for calculating and
enhancing statistical power in regression analysis are explored in [6].

3.2.6 Model Selection Criteria

In practice, it is often necessary to compare different models and select the one which
provides the best balance between model fit, reflecting the agreement with the observed
data, and model complexity. Various criteria can be used for this purpose, including
the Akaike Information Criterion (AIC) [2]. The AIC is based on the maximized log-
likelihood function ℓ(β|y) and is defined by:

AIC := −2ℓ(β̂|y) + 2p ; (3.13)

where β̂ is the maximum likelihood estimate of the model parameters, and p is the
number of parameters in the model. The AIC penalizes models with many parameters,
thus favoring models that fit the data well but are not too complex. Smaller AIC
values indicate better models, with a difference of 2 between AIC values suggesting
strong evidence in favor of the model with the lower AIC. However, note that the AIC
is a relative measure of model fit and should be used for comparing models within the
same class. For example, the AIC cannot be used to compare a gamma regression model
to a Poisson regression model, since they belong to different classes.

The application of model selection criteria such as the AIC is valuable in predicting
HVOF coating properties based on process conditions. While it is important to develop
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accurate prediction models to optimize coating performance and ensure the desired
coating properties, it is worth to consider that including too many irrelevant parameters
in the model can introduce disturbances and adversely affect its predictive ability.

4 Assessing Predictive Performance of HVOF Coat-

ing Models

To assess the predictive performance of the HVOF regression model, the commonly
employed technique of Leave-One-Out-Cross-Validation (LOOCV) is utilized. It allows
for a comprehensive evaluation of the model’s generalization ability and its accuracy
in forecasting coating properties. LOOCV is particularly suitable for evaluating the
model’s generalization capability when only a limited number of observations is avail-
able [36]. The LOOCV approach is a computationally intensive procedure, requiring the
model to be fit n times, i.e., once for each observation in the dataset. To improve com-
putational efficiency, alternative resampling techniques such as k-fold cross-validation
may be used.

The LOOCV procedure involves iteratively fitting the model using all observations
except one, and then using the fitted model to predict the response for the left-out
observation. This is repeated for each observation in the dataset, resulting in n predicted
responses. The predicted response for the i-th observation is denoted as ŷ(−i), where
the superscript (−i) indicates that the i-th observation was left out during the fitting.

The prediction error for the i-th observation is defined as the difference between the
predicted response and the observed response, i.e., ϵi = yi − ŷ(−i).

Definition 4.1 ( [14]). The LOOCV estimate of the expected out-of-sample prediction
error, i.e., the expected difference between the model’s predictions and the true values
of new, unseen observations, is defined by:

CV(n) :=
1

n

n∑
i=1

ϵ2i =
1

n

n∑
i=1

(yi − ŷ(−i))2 ;

where n is the number of observations in the dataset.

The LOOCV estimate of the expected out-of-sample prediction error is an unbiased
estimator of the true out-of-sample prediction error and can be used to compare the
predictive performance of different models. The smaller the value of CV(n), the better
the predictive performance of the model. In addition to the LOOCV, we also use the
R2 statistic, which measures the proportion of variance in the observed response that
is explained by the model.

Definition 4.2. The R2 statistic is defined as:

R2 := 1−
∑n

i=1(yi − ŷi)
2∑n

i=1(yi − ȳ)2
, (4.1)
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where n is the number of observations, yi is the observed response for the i-th obser-
vation, ŷi is the predicted response for the i-th observation, and ȳ is the mean of the
observed responses.

The R2 statistic can take values between 0 and 1, with higher values indicating a
better fit of the model to the data. However, the R2 statistic can be biased towards
models with more predictors, even if the predictors have little or no effect on the
response. To address this issue, the adjusted R2 statistic is used, which adjusts R2 for
the number of predictors in the model.

Definition 4.3. The adjusted R2 statistic is defined as:

R2
adj := 1− (n− 1)

n− p
(1−R2) , (4.2)

where p is the number of predictor variables in the model, n is the number of observa-
tions, and R2 is the statistic, defined in (4.1).

The adjusted R2 takes into account the trade-off between model complexity and
model fit, and provides a more reliable measure of the model’s predictive performance,
compared to the traditional R2, since it also accounts for the number of predictors p.

5 Application to HVOF Coating: Practical Imple-

mentation

The HVOF process is influenced by a multitude of variables, making it challenging to
identify the most important factors that actually impact coating properties. In this
study, a selection of five factors was deliberately chosen, guided by the knowledge of
thermal spray experts who identified these variables as significant determinants influ-
encing the HVOF process. Moreover, a well-designed experiment is crucial to efficiently
collect data on the effects of various factors on the process outcomes. The selection of an
optimal experimental design is essential within the domain of HVOF coating, primarily
attributed to the considerable costs and time-intensive nature associated with conduct-
ing experiments using coating materials. Furthermore, a carefully planned experimental
design enables strategic allocation of available experiments, maximizing information and
providing valuable insights within a limited experimental scope.

In industrial processes, statistical design of experiments (DoE) is considered a reli-
able technique for conducting experiments. A DoE allows for the systematic variation
of process variables (= explanatory variables), which enables a more comprehensive
understanding of their impact on the outcome. In contrast to the traditional one-
factor-at-a-time approach, where interaction effects between two or more explanatory
variables cannot be estimated, a DoE approach enables concise mathematical analysis
of the resulting data and facilitates the identification of significant factors and their
interactions. In addition, DoE allows researchers to investigate complex relationships
between explanatory, revealing hidden insights, and supporting the optimization of
industrial processes.
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5.1 Central Composite Design

The central composite design (CCD), a well-established and commonly employed ex-
perimental design in the field of industrial process optimization, is utilized in this work
to acquire empirical data for the HVOF process. Compared to other designs, the CCD
is particularly useful as it can be efficiently used for fitting second-order models [22],
i.e., estimating the effects of factors and their interactions in a quadratic form. The
design incorporates a systematic variation of pre-defined factors, employing three levels
(−1, 0, 1) for each factor. Additional star points are included to enable the inclusion of
quadratic terms in the model [22].

Figure 5.1: Central Composite Design with a) k = 2 factors and b) k = 3 factors.

Explanatory variables, which are given in quantitative form, are transformed into
qualitative factors. The center point x0, represented by the level 0 for each factor,
serves as a reference point and is used to assess the impact of factors on the system.
The cube points correspond to the corners of the experimental region, represented by
the levels (−1, 1). The star points are additional experimental points that are used to
estimate the behavior beyond the linear response and to identify potential quadratic
effects of factors. These points are positioned at a value of α, where α is determined
for a explanatory variable x as

α = x0 ± δx
√
k,

where x0 is the center point, δx the difference between x0 and the quantitative value that
corresponds to −1, and k is the number of explanatory variables under consideration.
After transformation from quantitative values into qualitative ones, the values of x0,
x0 ± δx, and ±α are replaced by 0, ±1, and ±

√
k respectively. These qualitative values

are then used in the design matrix X to represent the explanatory variables (= factors).
Figure 5.1 depicts a Central Composite Design (CCD) with k = 2 and k = 3 factors.

The number of factors k, which represent the process variables under investigation
(cf. Section 5.2.1), directly determines the number of cube and star points in the
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CCD. Specifically, there are 2k cube points and 2k star points included in the design.
Additionally, the CCD consists of nc center points, where nc represents the total number
of (potentially repeated) center points. To enhance the efficiency and accuracy of the
design, a spherical CCD was employed with the choice of α =

√
k concerning the star

points. The spherical design allows for the estimation of effects of any factor with
equal precision and reduces the risk of overemphasis on any factor. Thus, an optimal
balance between precision and stability of the model parameters is obtained, which is
important for receiving reliable estimates of the factor effects and their interactions. As
recommended in [22], it is essential to randomize the experimental runs to avoid the
influence of uncontrolled sources of variation.

5.2 Experimental Setup

5.2.1 Identification of Influencing Factors

Based on a review of the literature [27, 31, 38], previous one-factor-at-a-time experi-
ments, and expert knowledge by thermal spray coating experts of voestalpine TSM [1],
five key factors, which are described in the next paragraph, were identified for system-
atic variation: powder feed rate (PFR), stand off distance (SOD), lambda (λ), i.e. the
stoichiometric ratio of oxygen to fuel, coating velocity (CV), and total gas flow (TGF).
The schematic diagram in Figure 5.2 provides a comprehensive visual representation of
the considered key process factors. Using these k = 5 factors and conducting nc = 7
replications at the central point, a total of 49 trials were carried out, forming the CCD.
The experiments were conducted using a rotational setup that included a turning lathe,
allowing for the application of the thermal spray coatings (cf. Figure 5.3).

Figure 5.2: Illustration of the considered key factors in the HVOF coating process.

The selected factors play a critical role in the HVOF coating process, exerting
significant influence on the quality and performance of the resultant coatings. The PFR
governs the amount of coating material supplied, while the SOD regulates the spacing
between the spray gun and the substrate. The stoichiometric ratio of oxygen to fuel
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(λ) ensures specific combustion conditions. Furthermore, the CV, determined by the
combined influence of the robot traverse speed and the rotational speed of the turning
lathe (cf. Figure 5.2), enables precise control over the deposition process. Finally,
the TGF is constituted by the summed gas flow of fuel, oxygen, and air, collectively
governing the overall flow rate of the combustion gases.

Each of the five factors is accompanied by a designated set of predefined levels of
variation, which are listed in Table 5.1. These levels were determined to cover a range of
values that would effectively capture the variability and impact of these factors on the
desired coating properties. The chosen levels allow for a systematic and comprehensive
exploration of the parameter space.

Factors Coded values

−
√
5 −1 0 1

√
5

Powder feed rate PFR [g/min] 26.5 45 60 75 93.5
Stand off distance SOD [mm] 130 180 220 260 310
Lambda λ 0.72 0.84 0.94 1.04 1.16
Coating velocity CV [m/min] 44 75 100 125 156
Total gas flow TGF [nl/min] 531 615 683 751 835

Table 5.1: Levels of key factors for HVOF coating experiments depicted in Figure 5.1.

The HVOF coatings were produced using an Oerlikon Metco thermal spraying equip-
ment, namely the DJ 2700 gas-fuel HVOF system with water-cooled gun assembly. The
fuel gas used for these tests was propane, its amount and ratio defined by the two key
factors TGF and Lambda. For the process preparation, steel plates of type 1.4404 were
welded onto an axis mounted on a turning lathe for rotational spraying. All samples
were degreased with acetone and sandblasted with alumina before thermal spraying.
The powder used for the spraying process was an agglomerated sintered tungsten car-
bide powder (WC-10Co-4Cr) with a grain size in the range of -45+15 µm, supplied by
Oerlikon Metco. The photograph presented in Figure 5.3 showcases the experimental
setup employed during the HVOF coating process, wherein the dynamic engagement of
the robot, turning lathe, and coating stream can be observed.

Additional thermal spraying attributes like cooling, powder feed gas, pressure and
number of passes, i.e., number of times the coating material was applied or sprayed
onto the substrate during each experimental run, were kept constant throughout the
experiments. In addition to the classic coating properties such as roughness, porosity,
layer thickness, and surface hardness, the deposition rate, deposition efficiency, and
in-flight particle properties such as particle velocity and particle temperature of the
powder particles were measured.

Two different in-situ measurements were performed in the course of these trials. On
the one hand, the in-situ particle characterization and on the other hand, the in-situ
pyrometric temperature measurement. The particle characteristics were measured using
a Spraywatch camera with the software SW4 (supplied by Oseir). The temperature of
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Figure 5.3: Photograph illustrating the experimental setup during the HVOF coating
process, showing the robot, turning lathe, and coating stream in action.

the sample surface was constantly measured using a Keller pyrometer.
The surface roughness of the sprayed samples was measured using a mobil roughness

tester Hommel Etamic Waveline W5. Coating hardness was assessed on the surface
using a Cisam-Ernst S.r.l E-Computest mobile hardness tester, using a spheroconical
diamond at a load of 5 kg and a testing time of 2 seconds. In addition to the surface
characterization, cross-sections of each sample were prepared (according to internal
preparation procedure WC) to analyse the coating thickness. The coating thickness
and the coating porosity were determined using image analysis software, IMS Client,
applied to microscopic images captured with a Zeiss Axio Observer.Z1m. Figure 5.4
provides visual evidence of the observed variations in coating thickness, as captured in
the microscopic images acquired from the IMS Client software.

6 Empirical Results of Experiments in HVOF Ther-

mal Spraying

In this section, the empirical findings derived from the comprehensive analysis of the
experimental data are presented, demonstrating the effectiveness and utility of the
gamma regression approach in analyzing the relationships between key process variables
and coating properties. The analysis and modelling were performed using the statistical
software R (version 4.2.2). The gamma regression models were implemented using
the glm function [28] with the Fisher scoring algorithm for estimating the regression
coefficients β̂ (= ML estimates).

The properties listed in Table 2.1 serve as an overview and exemplify various po-
tentially relevant properties of the HVOF process. This study focuses on analyzing 8
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Figure 5.4: Microscopic images obtained from the IMS Client software, showing the
observed variations in coating thickness across the cross-sectional profiles of the sprayed
samples.

properties, which include in-flight characteristics (particle velocity and particle tem-
perature), performance metrics (deposition rate and deposition efficiency), and coating
attributes (thickness, roughness, hardness, and porosity). Analysis of the phase compo-
sition is typically not relevant for the coating material used. It should be emphasized,
however, that the presented methodology holds equal relevance for the analysis of the
other response variables in Table 2.1.

Table 6.1 provides a detailed illustrative example of the estimated regression coef-
ficients and their corresponding standard errors of the deposition rate model and the
deposition efficiency model. Additional tables containing analogous information for the
remaining response variables can be found in the Appendix, specifically Table A.1 and
A.2. These tables contain two kinds of models for each property, a full and a reduced
version. The full model encompasses all predictor variables that can be estimated by
utilizing the CCD methodology, while the reduced model is derived through variable
selection based on criteria such as the AIC and hypothesis testing for coefficient rele-
vance, as described in Sections 3.2.5 and 3.2.6. The model selection procedure involved
the following steps: Initially, the full model was constructed, and non-significant coeffi-
cients were iteratively eliminated in a backward direction using the AIC as the guiding
metric. If the removal of a coefficient resulted in a reduction in the AIC, the significance
of the respective predictor was reassessed through a hypothesis test in consultation with
thermal spray technicians. This consultation aimed to assess the practical significance
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of the coefficients in the context of thermal coating processes. Subsequently, a decision
was made regarding the justification for the non-relevance of the coefficient, leading to
its exclusion from the model. This approach was adopted due to observations indicat-
ing that the statistical power for many model coefficients fell below the recommended
threshold of 0.8, as suggested by Cohen [6].

Each row in Table 6.1 corresponds to a specific predictor variable, i.e., main and
quadratic effects of PFR, SOD, Lambda, CV, and TGF and interaction effects between
them. The associated coefficients (= ML estimates) indicate the magnitude and direc-
tion of the predictor impact on the deposition rate and coating thickness. The values
in parentheses next to the coefficients denote the respective standard errors. These
regression coefficients and standard errors enable an assessment of the statistical sig-
nificance of the associations between the predictor variable and the coating properties.
The corresponding significance levels of the regression coefficients are denoted by aster-
isks. In particular, a significance level of 0.001 is indicated by ∗∗∗, 0.01 by ∗∗, 0.05 by ∗,
and 0.1 by •, where lower values (i.e., more stars) indicate a stronger level of statistical
significance. Effects that do not exhibit significance symbols in the reduced model are
considered to be of marginal relevance and have been incorporated into the analysis
only due to their potential importance based on domain expertise.

To evaluate the goodness-of-fit and performance of the models, the log-likelihood
values play a crucial role. Specifically, the full models demonstrate higher log-likelihood
values of −91.492 and 109.118 compared to −96.371 and 103.878 for the reduced mod-
els, indicating a stronger fit in capturing the observed data patterns compared to the
reduced models. The reduced model exhibits lower AIC values of 214.742 and −187.756
compared to the AIC values of 226.984 and −174.236 obtained by the full model. These
AIC values in Table 6.1 indicate that the reduced model is favored over the full model
in terms of achieving a better trade-off between model complexity and goodness-of-fit
for both the deposition rate and deposition efficiency. Despite the full model poten-
tially providing a better overall goodness-of-fit, the AIC criterion takes into account
the complexity of the model and penalizes excessive complexity.

Consistent with these findings, the supplementary Tables A.1, A.2, and A.3 in the
appendix uniformly show similar results regarding the AIC values and log-likelihoods.
Notably, these results consistently favor the reduced models, indicating their ability
to achieve a better balance between model complexity and goodness-of-fit. Moreover,
across all regression models, each of the five explanatory variables demonstrates signifi-
cant effects, providing robust evidence for their appropriate selection. Interestingly, the
squared effects of individual factors exhibit greater statistical significance compared to
the interaction effects. In addition, the results indicate that only the effects of Lambda
and TGF are consistently significant across all models, suggesting their shared depen-
dence. This finding also highlights the intricate nature of the relationships involved. For
instance, despite the expected correlation between deposition efficiency and deposition
rate, it becomes apparent that these two properties cannot be adequately explained by
the same set of parameters. This observation further emphasizes the technical chal-
lenges involved in handling and managing these interdependencies.

To ascertain whether the reduced model exhibits superior predictive performance
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Deposition rate Deposition efficiency

full model reduced model full model reduced model

Intercept 3.621 (0.024)∗∗∗ 3.634 (0.019)∗∗∗ -0.474 (0.023)∗∗∗ -0.455 (0.015)∗∗∗

PFR 0.268 (0.010)∗∗∗ 0.267 (0.009)∗∗∗ 0.006 (0.009) 0.005 (0.009)

SOD -0.020 (0.010)∗ -0.021 (0.009)∗ -0.020 (0.009)∗ -0.021 (0.009)∗

Lambda 0.063 (0.010)∗∗∗ 0.064 (0.009)∗∗∗ 0.063 (0.009)∗∗∗ 0.064 (0.009)∗∗∗

CV 0.010 (0.011) 0.010 (0.011)

TGF 0.126 (0.010)∗∗∗ 0.126 (0.009)∗∗∗ 0.126 (0.009)∗∗∗ 0.126 (0.009)∗∗∗

PFR2 -0.029 (0.009)∗∗ -0.030 (0.009)∗∗ 0.008 (0.009)

SOD2 0.009 (0.010) 0.008 (0.009)

Lambda2 -0.024 (0.010)∗ -0.026 (0.009)∗∗ -0.025 (0.009)∗ -0.027 (0.009)∗∗

CV2 -0.051 (0.010)∗∗∗ -0.054 (0.009)∗∗∗ -0.052 (0.009)∗∗∗ -0.055 (0.008)∗∗∗

TGF2 -0.051 (0.009)∗∗∗ -0.052 (0.009)∗∗∗ -0.052 (0.009)∗∗∗ -0.054 (0.008)∗∗∗

PFR:SOD 0.013 (0.011) 0.013 (0.011)

PFR:Lambda -0.006 (0.011) -0.006 (0.011)

PFR:CV 0.013 (0.013) 0.012 (0.012)

PFR:TGF 0.018 (0.011) 0.018 (0.010)• 0.018 (0.011)• 0.018 (0.010)•

SOD:Lambda -0.005 (0.011) -0.005 (0.011)

SOD:CV 0.003 (0.013) 0.003 (0.012)

SOD:TGF 0.008 (0.011) 0.008 (0.011)

Lambda:CV -0.011 (0.013) -0.011 (0.012)

Lambda:TGF 0.003 (0.011) 0.003 (0.011)

CV:TGF 0.003 (0.013) 0.003 (0.012)

AIC 226.984 214.742 -174.236 -187.756

Log Likelihood -91.492 -96.371 109.118 103.878

∗∗∗p <0.001; ∗∗p <0.01; ∗p <0.05; •p <0.1

Table 6.1: Estimated regression coefficients and standard errors (in brackets) for depo-
sition rate and deposition efficiency models.

compared to the full model, the metrics introduced in Section 4 are computed for
each model individually. Table 6.2 summarises the outcomes of the gamma regression
analysis for in-flight properties (velocity and temperature), performance indicators (de-
position rate and deposition efficiency), and coating properties (thickness, roughness,
hardness, and porosity). Once again, the outcomes of both the full and reduced models
are presented, highlighting their ability to model the studied properties. In addition to
the number of coefficients Np and the model selection criterion AIC as in the preceding
Table 6.1, this table also incorporates important performance metrics, namely R2,R2

adj,
and CV(n), to measure the predictive quality of the regression models, as described in
Section 4.

Concerning the in-flight properties, both the full and reduced models demonstrate
favorable results. The full model for particle velocity exhibits a high R2 value of 0.94,
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Property Model Np AIC R2 R2
adj CV(n)

In-flight velocity full 21 394.86 0.94 0.89 288.2860

velocity reduced 10 375.58 0.93 0.92 189.6886

temperature full 21 463.96 0.97 0.95 1236.7553

temperature reduced 10 445.40 0.97 0.96 947.5614

Performance deposition rate full 21 226.98 0.97 0.95 8.2556

deposition rate reduced 10 214.74 0.97 0.96 5.3105

deposition efficiency full 21 -174.24 0.91 0.85 0.0022

deposition efficiency reduced 9 -187.76 0.89 0.87 0.0014

Coating thickness full 21 414.05 0.94 0.91 327.4603

thickness reduced 10 401.27 0.93 0.92 177.7381

roughness full 21 237.89 0.86 0.77 7.6912

roughness reduced 11 224.31 0.85 0.80 5.6868

hardness full 21 513.15 0.87 0.77 3044.5926

hardness reduced 8 499.42 0.86 0.82 1498.4070

porosity full 21 167.11 0.71 0.57 2.7142

porosity reduced 13 155.76 0.69 0.63 1.8773

Table 6.2: Results of the gamma regression analysis for in-flight properties (velocity
and temperature), performance indicators (deposition rate and deposition efficiency),
and coating properties (thickness, roughness, hardness, and porosity)
using full and reduced models.

indicating a strong fit to the observed data. However, taking into account the number
of predictors Np in the model, it is advisable to consider the adjusted R2 value of
0.89, which accounts for the model’s complexity. Conversely, the reduced model for
velocity yields a slightly lower R2 value of 0.93, yet a higher adjusted R2 value of
0.92 compared to the full model. These findings, coupled with lower values of the
Akaike Information Criterion AIC and reduced out-of-sample prediction error CV(n),
suggest that the reduced model offers superior predictive performance. Similar patterns
emerge for the regression models investigating the other target variables in Table 6.2,
consistently favoring the reduced models. According to the adjusted R2, all reduced
models demonstrate a good fit to the data, with values exceeding 0.8. However, the
model for coating porosity yields less satisfactory results. This observation may be
attributed to the volatile nature of the porosity measurement technique using Image
Analysis, as discussed in [3]

In addition to the findings in Table 6.2, Figure 6.1 provides a visual representation
of the deposition rate predictions obtained from the full and reduced models. Each data
point on the scatter plot represents an experimental trial, where the y-axis corresponds
to the observed values, and the x-axis represents the LOOCV predictions (refer to
Section 4). The color-coded points differentiate between the center points, cube points,
and star points obtained from the CCD.

Upon analysis of the scatter plot, it is evident that the reduced model yields pre-
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dictions that are closer to the diagonal line, indicating a higher degree of agreement
between the predicted and observed values. This closer alignment implies a more ac-
curate prediction of the deposition rate by the reduced model compared to the full
model. Moreover, as expected, the prediction accuracy varies across different design
points. The star points (yellow) demonstrate relatively lower predictive accuracy com-
pared to the center points (blue) and the cube points (green), although this discrepancy
is observed only in a subset of star points. This outcome underscores the challenges
associated with extrapolating the model’s behavior to regions outside the training data,
emphasizing the need for caution when interpreting predictions for such points.

Figure 6.1: Scatter plot showing the comparison between observed values and LOOCV
predictions for deposition rate using the full and reduced models. The data points are
color-coded based on the corresponding center points (blue), cube points (green), and
star points (yellow) from the Central Composite Design.

Overall, Figure 6.1 provides strong evidence supporting the superior predictive per-
formance of the reduced model in estimating the deposition rate. The analysis of these
visual results further strengthens the findings presented in Table 6.2, reinforcing the
advantages of employing the reduced model in understanding and predicting the de-
position rate more accurately. Furthermore, similar findings regarding the superior
predictive performance of the reduced model are also observed for the other analyzed
target variables.

7 Conclusion

This study proposed a framework for modelling and predicting critical target vari-
ables in HVOF coating processes. By utilizing DoE and GLMs, accurate estimation of
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model parameters was achieved through maximum likelihood estimation. The frame-
work incorporated a careful selection of predictor variables based on their significance
and contribution to the coating properties, enhancing the model’s interpretability and
predictive performance. The application of this framework to experimental data from
thermal spray coating experiments demonstrated its effectiveness in predicting target
variables and providing insights into the relationships between factors and coating prop-
erties. The systematic variable selection process helps identify the most influential fac-
tors and eliminates irrelevant or redundant variables, simplifying the modelling process
and improving the accuracy of predictions. The proposed framework has the poten-
tial to optimize thermal spray coating processes and contribute to the development of
more efficient coating technologies in various industries. By developing a comprehensive
understanding of the intricate interplay among process variables, material properties,
and coating microstructure, manufacturers can enhance the functionality and perfor-
mance of coated surfaces. This, in turn, can lead to improved product quality, extended
component lifespan, and reduced maintenance costs.

In future investigations, we intend to expand our framework by introducing addi-
tional variables and exploring their interactions. This includes varying previously held
constant factors, such as process gas pressures, across different levels to assess their
impact. Furthermore, we plan to compare gamma regression models with alternative
statistical models that require distinct distributional assumptions. While our previous
work revealed the effectiveness of machine learning algorithms, particularly support
vector machines, in predicting HVOF-related properties [29], we aim to explore a hy-
brid approach combining these methodologies to further enhance predictive accuracy.
Given the dynamic nature of the HVOF process, where process variables often deviate
from target values, sensors will be installed within the booth to monitor these varia-
tions. Using advanced modeling techniques, this sensor data together with additional
quantitative features are used to improve predictive capabilities. Further experiments
will be conducted to ensure that a sufficient number of samples is available. Following
satisfactory performance in predicting coating quality properties related to WCCoCr,
the framework will be extended to other coating materials and their associated charac-
teristics.

Overall, this study provides a systematic and data-driven approach to modeling and
predicting coating properties in thermal spray coating. By leveraging this framework,
researchers and practitioners can advance the understanding and optimization of ther-
mal spray processes, leading to advancements in surface technology and its applications
across industries. The variable selection process improves prediction accuracy and fa-
cilitates informed decision-making in the coating optimization process, contributing to
the overall improvement of coating methodologies.
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A Supplementary Tables of Estimated Regression

Coefficients and Standard Errors

Particle velocity Particle temperature

full model reduced model full model reduced model

Intercept 6.126 (0.010)∗∗∗ 6.130 (0.005)∗∗∗ 7.452 (0.005)∗∗∗ 7.449 (0.003)∗∗∗

PFR -0.006 (0.004) -0.006 (0.003) -0.007 (0.002)∗∗ -0.007 (0.002)∗∗∗

SOD 0.050 (0.004)∗∗∗ 0.049 (0.003)∗∗∗ -0.019 (0.002)∗∗∗ -0.020 (0.002)∗∗∗

Lambda -0.018 (0.004)∗∗∗ -0.018 (0.003)∗∗∗ 0.025 (0.002)∗∗∗ 0.025 (0.002)∗∗∗

CV -0.000 (0.005) 0.000 (0.002)

TGF 0.048 (0.004)∗∗∗ 0.048 (0.003)∗∗∗ 0.051 (0.002)∗∗∗ 0.051 (0.002)∗∗∗

PFR2 0.001 (0.004) -0.001 (0.002)

SOD2 -0.030 (0.004)∗∗∗ -0.030 (0.003)∗∗∗ -0.001 (0.002)

Lambda2 0.000 (0.004) -0.006 (0.002)∗ -0.006 (0.002)∗∗

CV2 0.002 (0.004) -0.001 (0.002)

TGF2 -0.022 (0.004)∗∗∗ -0.022 (0.003)∗∗∗ -0.013 (0.002)∗∗∗ -0.012 (0.002)∗∗∗

PFR:SOD -0.009 (0.005)• -0.009 (0.004)∗ -0.002 (0.002)

PFR:Lambda 0.007 (0.005) 0.007 (0.004)• 0.002 (0.002)

PFR:CV 0.000 (0.005) 0.000 (0.003)

PFR:TGF 0.000 (0.005) -0.004 (0.002)• -0.004 (0.002)•

SOD:Lambda -0.005 (0.005) 0.004 (0.002) 0.004 (0.002)•

SOD:CV 0.002 (0.005) 0.000 (0.003)

SOD:TGF 0.014 (0.005)∗∗ 0.014 (0.004)∗∗∗ 0.003 (0.002) 0.003 (0.002)

Lambda:CV 0.001 (0.005) -0.001 (0.003)

Lambda:TGF 0.001 (0.005) -0.001 (0.002)

CV:TGF -0.000 (0.005) -0.000 (0.003)

AIC 394.859 375.575 463.956 445.404

Log Likelihood -175.429 -176.788 -209.978 -211.702

∗∗∗p <0.001; ∗∗p <0.01; ∗p <0.05; •p <0.1

Table A.1: Estimated regression coefficients and standard errors (in brackets) for par-
ticle velocity and particle temperature models.
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Coating thickness Coating roughness

full model reduced model full model reduced model

Intercept 4.889 (0.040)∗∗∗ 4.893 (0.026)∗∗∗ 3.531 (0.026)∗∗∗ 3.524 (0.017)∗∗∗

PFR 0.227 (0.016)∗∗∗ 0.228 (0.015)∗∗∗ 0.021 (0.010)• 0.023 (0.009)∗

SOD 0.007 (0.016) -0.008 (0.010) -0.007 (0.009)

Lambda 0.068 (0.016)∗∗∗ 0.066 (0.015)∗∗∗ -0.033 (0.010)∗∗ -0.034 (0.009)∗∗∗

CV -0.266 (0.018)∗∗∗ -0.266 (0.017)∗∗∗ -0.042 (0.012)∗∗ -0.042 (0.011)∗∗∗

TGF 0.038 (0.016)∗ 0.038 (0.015)∗ -0.097 (0.010)∗∗∗ -0.098 (0.009)∗∗∗

PFR2 -0.008 (0.016) -0.007 (0.010)

SOD2 0.010 (0.016) 0.032 (0.010)∗∗ 0.032 (0.009)∗∗

Lambda2 -0.034 (0.016)∗ -0.034 (0.015)∗ 0.016 (0.010) 0.016 (0.009)•

CV2 0.043 (0.016)∗ 0.043 (0.015)∗∗ -0.023 (0.010)∗ -0.022 (0.009)∗

TGF2 -0.049 (0.016)∗∗ -0.049 (0.014)∗∗ 0.001 (0.010)

PFR:SOD 0.011 (0.018) -0.001 (0.012)

PFR:Lambda -0.025 (0.018) -0.025 (0.017) -0.001 (0.012)

PFR:CV -0.013 (0.021) -0.015 (0.014)

PFR:TGF 0.022 (0.018) -0.001 (0.012)

SOD:Lambda -0.020 (0.018) 0.012 (0.012)

SOD:CV 0.018 (0.021) -0.012 (0.014)

SOD:TGF -0.006 (0.018) -0.024 (0.012)∗ -0.024 (0.011)∗

Lambda:CV 0.016 (0.021) 0.006 (0.014)

Lambda:TGF -0.015 (0.018) -0.066 (0.012)∗∗∗ -0.067 (0.011)∗∗∗

CV:TGF -0.033 (0.021) -0.033 (0.020) 0.007 (0.014)

AIC 414.051 401.267 237.890 224.305

Log Likelihood -185.026 -189.633 -96.945 -100.153

∗∗∗p <0.001; ∗∗p <0.01; ∗p <0.05; •p <0.1

Table A.2: Estimated regression coefficients and standard errors (in brackets) for coat-
ing thickness and coating roughness models.
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Surface hardness Coating porosity

full model reduced model full model reduced model

Intercept 6.351 (0.026)∗∗∗ 6.352 (0.009)∗∗∗ 2.696 (0.028)∗∗∗ 2.706 (0.015)∗∗∗

PFR -0.037 (0.010)∗∗ -0.037 (0.010)∗∗∗ 0.005 (0.011) 0.005 (0.010)

SOD -0.036 (0.010)∗∗ -0.034 (0.010)∗∗∗ 0.014 (0.011) 0.015 (0.010)

Lambda 0.002 (0.010) 0.003 (0.010) -0.029 (0.011)∗ -0.029 (0.010)∗∗

CV -0.019 (0.012) -0.019 (0.011)• 0.008 (0.013) 0.007 (0.012)

TGF 0.119 (0.010)∗∗∗ 0.119 (0.010)∗∗∗ -0.046 (0.011)∗∗∗ -0.046 (0.010)∗∗∗

PFR2 -0.011 (0.010) 0.009 (0.011)

SOD2 0.003 (0.010) 0.004 (0.011)

Lambda2 0.008 (0.010) -0.004 (0.011)

CV2 0.005 (0.010) 0.038 (0.011)∗∗ 0.036 (0.010)∗∗∗

TGF2 -0.003 (0.010) 0.014 (0.011) 0.013 (0.010)

PFR:SOD 0.013 (0.012) -0.014 (0.013)

PFR:Lambda -0.007 (0.012) 0.024 (0.013)• 0.024 (0.012)∗

PFR:CV 0.004 (0.014) 0.029 (0.015)• 0.029 (0.014)∗

PFR:TGF -0.012 (0.012) -0.015 (0.013) -0.015 (0.012)

SOD:Lambda -0.012 (0.012) 0.007 (0.013)

SOD:CV -0.014 (0.014) -0.008 (0.015)

SOD:TGF 0.010 (0.012) -0.001 (0.013)

Lambda:CV -0.022 (0.014) -0.022 (0.013) -0.037 (0.015)∗ -0.037 (0.014)∗

Lambda:TGF 0.025 (0.012)∗ 0.025 (0.011)∗ -0.023 (0.013)• 0.023 (0.012)•

CV:TGF 0.000 (0.014) -0.003 (0.015)

AIC 513.149 499.417 167.109 155.764

Log Likelihood -234.574 -240.708 -61.554 -63.882

∗∗∗p <0.001; ∗∗p <0.01; ∗p <0.05; •p <0.1

Table A.3: Estimated regression coefficients and standard errors (in brackets) for surface
hardness and coating porosity models.
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