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#### Abstract

This paper presents an optimal construction of $N$-bit-delay almost instantaneous fixed-to-variable-length (AIFV) codes, the general form of binary codes we can make when finite bits of decoding delay are allowed. The presented method enables us to optimize lossless codes among a broader class of codes compared to the conventional FV and AIFV codes. The paper first discusses the problem of code construction, which contains some essential partial problems, and defines three classes of optimality to clarify how far we can solve the problems. The properties of the optimal codes are analyzed theoretically, showing the sufficient conditions for achieving the optimum. Then, we propose an algorithm for constructing $N$-bit-delay AIFV codes for given stationary memory-less sources. The optimality of the constructed codes is discussed both theoretically and empirically. They showed shorter expected code lengths when $N \geq 3$ than the conventional AIFV-m and extended Huffman codes. Moreover, in the random numbers simulation, they performed higher compression efficiency than the 32 -bit-precision range codes under reasonable conditions.


## 1 Introduction

Lossless compression is one of the essential techniques for communication. Especially, fixed-to-variable-length (FV) codes are useful for encoding a given size of data and are used in many coding applications like audio and video codecs $[1-4]$. In these situations, input signal distribution is often assumed based on some models. We encode the signal values, or source symbols, into codes optimized for the given distribution.

When we have a distribution of a source symbol, we can construct Huffman codes [5, 6], which achieve the minimum expected code length among FV codes for 1-symbol-length inputs. Huffman code can be represented by a code tree, requiring low computational complexity for encoding by using the tree as a coding table. We can enhance the compression efficiency by constructing Huffman codes for Cartesian products of source symbols, namely, the extended Huffman codes 7. Here, the code trees of the extended Huffman codes become exponentially larger according to the input length. There are trade-offs between the compression efficiency and the table size.

For longer source symbol sequences, the arithmetic coding $2.6,7$ is also a well-known approach, which gives us some variable-to-variable-length (VV) codes without any table. It does not achieve the minimum expected code length for a finite-size input, and thus, Huffman codes perform better for sufficiently short sequences. However, the arithmetic coding asymptotically achieves entropy rates when the input length is long enough, showing much higher efficiency than Huffman codes in many practical cases.

As a subclass of VV codes and an extension of FV codes, Yamamoto et al. have proposed the class of almost instantaneous FV (AIFV) codes [8]. It loosens the constraint of FV codes that the decoder must be able to decode the fixed-length sequence instantaneously. This relaxation enables us to achieve shorter expected code length than Huffman codes.

The coding rule of AIFV codes can be represented as a combination of multiple code trees. AIFV-m codes $11-14$, one of the conventional AIFV codes, use sets of $m$ code trees to represent codes decodable with at most $m$ bits of decoding delay. These code trees correspond to recursive structures of a single huge code tree like the one of extended Huffman codes. Therefore, we can make more complex coding rules with smaller table sizes than the codes made by a single code tree.

In our previous work [15, we have pointed out that the conventional AIFV codes can only represent a part of all codes decodable within a given decoding delay. For example, AIFV-m codes require a large difference in the code lengths of the source symbols when utilizing the permitted delay. If we want to enhance the compression efficiency of AIFV- $m$ codes by using larger values for $m$, we need to deal with heavily biased source distributions, such as sparse source symbol sequences containing many zeros.

Therefore, we have proposed $N$-bit-delay AIFV codes, AIFV codes which can represent every code decodable with at most $N$-bit delay. It has been proven that any uniquely encodable and uniquely decodable VV codes can be represented by the code-tree sets of the proposed scheme when sufficient $N$ is given. Owing to these facts, $N$-bit-delay AIFV codes are expected to outperform other codes by fully utilizing the permitted delay.

However, the construction for $N$-bit-delay AIFV codes has yet to be presented. This paper aims to introduce an algorithm to construct the codes for given source distributions. It is a complex problem to solve straightforwardly, containing combinatorial problems with huge freedom design. So, we should understand the construction problem deeply, divide it into practically solvable ones and analyze in what range we can guarantee the optimality.

It is also important to know the sufficient constraints for constructing optimal codes and to limit the freedom: Although $N$-bit-delay AIFV code is the necessary and sufficient representation of any uniquely encodable and uniquely decodable VV codes with $N$-bit decoding delay, there are many codes achieving the same expected code length and being useless choices in code construction. We discuss the structural properties of the optimal codes before introducing the construction algorithm.

The paper first reviews the idea of $N$-bit-delay AIFV codes in Section 3 for preparation. Section 4 discusses the problem of code construction. We present its general form and break it down into partial problems. According to them, we introduce three classes of optimality. We also show a decomposition that makes one of the problems tree-wise independent. Then, Section 5 focuses on the goal of the construction. We analyze some properties of the optimal $N$-bit-delay AIFV codes, showing what condition can be sufficient for minimizing the expected code length. In Section 6, we present the code-construction algorithm. Using the problem decomposition, we formulate an algorithm using tree-wise integer linear programming (ILP) problems, which is guaranteed to give some class of optimal codes. Finally, the proposed codes are evaluated experimentally in Section 7. We compare the asymptotic expected code length and the average code length for finite-length sequences. We also empirically check which optimality class is achieved by the constructed codes.

## 2 Preliminaries

The notations below are used for the following discussions.

- $\mathbb{N}$ : The set of all natural numbers.
- $\mathbb{R}$ : The set of all real numbers.
- $\mathbb{Z}^{+}$: The set of all non-negative integers.
- $\mathbb{Z}_{<M}^{+}$: The set of all non-negative integers smaller than an integer $M$.
- $\mathbb{A}_{M}:\left\{a_{m} \mid m \in \mathbb{Z}_{<M}^{+}\right\}$, the source alphabet of size $M$.
- $\mathbb{S}_{M}$ : the Kleene closure of $\mathbb{A}_{M}$, or the set of all $M$-ary source symbol sequences, including a zero-length sequence $\epsilon$.
- $\mathbb{W}$ : The set of all binary strings, including a zero-length one ' $\lambda$ '. ' $\lambda$ ' can be a prefix of any binary string.
- $\mathbb{W}_{N}$ : The set of all binary strings of length $N$. Especially, $\mathbb{W}_{0}=\left\{{ }^{\prime} \lambda^{\prime}\right\}$.
- $\mathbb{M}:\{$ Words $\subseteq \mathbb{W} \mid$ Words $\neq \emptyset\}$, the set of all non-empty subsets of $\mathbb{W}$.
- $\preceq, \npreceq, \prec, \npreceq$ : Dyadic relations defined in $\mathbb{W}$. $w \preceq w^{\prime}$ (resp. $w \npreceq w^{\prime}$ ) indicates that $w$ is (resp. is not) a prefix of $w^{\prime} . \prec($ resp. $\nless)$ excludes $=($ resp. $\neq)$ from $\preceq($ resp. $\npreceq)$.
- $\|$ : A dyadic relation defined for $\mathbb{W} . w \| w^{\prime}$ indicates that $w$ and $w^{\prime}$ satisfy either $w \preceq w^{\prime}$ or $w^{\prime} \preceq w$.
- $\mathbb{P F}:\left\{\right.$ WORDS $\in \mathbb{M} \mid \forall w \neq w^{\prime} \in$ WORDS $\left.: w \npreceq w^{\prime}\right\}$, the set of all prefix-free binary string sets.
- $\|\cdot\|_{\text {len }}$ : The length of a string in $\mathbb{W}$.
- $\left[x_{l}, x_{u}\right):\left\{x \in \mathbb{R} \mid x_{l} \leq x<x_{u}\right\}$, an interval between $x_{l}$ and $x_{u}(\in \mathbb{R})$.
- $\mathbb{P I I}:\{R \subset[0,1)\}$, the set of all probability intervals included between 0 and 1 .
- $\oplus$ : Appending operator. For $w, w^{\prime} \in \mathbb{W}, w \oplus w^{\prime}$ appends $w^{\prime}$ to the right of $w$. It is defined for $\mathbb{S}_{M}$ similarly. For $w \in \mathbb{W}$ and $W^{\prime} \in \mathbb{M}, w \oplus W^{\prime}$ is defined to give $\left\{w \oplus w^{\prime} \mid w^{\prime} \in W^{\prime}\right\}(\in \mathbb{M})$.
- $\oslash$ : Subtracting operator. For $w_{\text {pre }}, w \in \mathbb{W}, w_{\text {pre }} \oslash w$ subtracts the prefix $w_{\text {pre }}$ from $w$. For $w_{\text {pre }} \in \mathbb{W}$ and $W \in \mathbb{M}, w_{\text {pre }} \oslash W$ is defined to give $\left\{w_{\text {pre }} \oslash w \mid w \in W\right\}(\in \mathbb{M})$.
- $\neg$ : Bit-reversing operator. For $\mathbb{W}, ~ \neg W$ gives a string by reversing every ' 0 ' and ' 1 ' in $W \in \mathbb{W}$. For $\mathbb{M}$, $\neg M$ gives a set by bit-reversing every string in $M \in \mathbb{M}$.

We also use the following terms related to some state set $S$ of a time-homogeneous Markov chain [16, 17.


Figure 1: An example of a linked code forest $\left\{T_{k} \mid 0 \leq k<5\right\}$ of the proposed code, with modes $\left\{{ }^{\prime} \lambda^{\prime}\right\}$, $\left\{{ }^{\prime} 011\right.$ ',


- A state $k^{\prime}$ is reachable from $k\left(k, k^{\prime} \in S\right)$, or $k$ may reach $k^{\prime}$, when the state may transit to $k^{\prime}$ within finite steps beginning from $k$.
- States $k$ and $k^{\prime}(\in S)$ are strongly connected when they are reachable from each other.
- A subset $S^{\prime}(\subset S)$ is invariant when it has no outgoing edge: If $k^{\prime}$ in $S^{\prime}$ reaches $k$ in $S, k$ must also be a member of $S^{\prime}$.
- A non-empty subset $S^{\prime}(\subset S)$ is a closed set when it is invariant and all the states in $S^{\prime}$ are strongly connected to each other.
- A non-empty subset $S^{\prime}(\subset S)$ is an open set when it contains no closed subset.


## $3 \quad N$-bit-delay AIFV codes

### 3.1 Linked code forest

$N$-bit-delay AIFV codes are written as sets of code trees. Unlike the conventional code trees, the ones used in the sets represent code-tree switching rules as well as codewords. Additionally, each code tree is assigned a mode, some binary-string set used to guarantee the decodability. The code tree is written as follows.

$$
\begin{equation*}
T_{k}=\left(\operatorname{Cword}_{k}, \operatorname{Link}_{k}, \operatorname{MoDE}_{k}\right), \tag{1}
\end{equation*}
$$

where $\operatorname{Cword}{ }_{k}: \mathbb{A}_{M} \rightarrow \mathbb{W}, \operatorname{Link}_{k}: \mathbb{A}_{M} \rightarrow \mathbb{Z}^{+}$, and $\operatorname{MoDE}_{k} \in \mathbb{M}$. $k$ is an index of the code tree. Cword $(a)$ is the codeword corresponding to the symbol $a . \operatorname{Link}(a)$ indicates the link, suggesting which code tree we should switch to after encoding/decoding the symbol $a . \operatorname{MoDE}_{k} \in \mathbb{M}$ is the mode assigned to $T_{k}$.

Fig. 1 shows an example of $N$-bit-delay AIFV codes. Through the paper, we use squares and black dots for nodes and solid lines (resp. double lines) for edges representing ' 1 ' (resp. ' 0 '). The source symbols and the links are assigned to the squared nodes of each code tree. The links combine the code trees and enable us to use multiple code trees to encode source symbols. Based on them, each set $\left\{T_{k} \mid k \in \mathbb{Z}_{<K}^{+}\right\}$forms a time-homogeneous Markov chain. Here, we call such code-tree set a linked code forest, or simply, a code forest. For simplicity, we write it as $\left\{T_{k}\right\}$.

### 3.2 Coding processes

The encoder and decoder using a linked code forest $\left\{T_{k}\right\}$ work as follows.

Procedure 1 (Encoding a source symbol sequence into an $N$-bit-delay AIFV codeword sequence) Follow the steps below with the L-length source symbol sequence $x_{0} x_{1} \cdots x_{L-1}$ and code forest $\left\{T_{k}\right\}$ being the inputs of the encoder.
a. Start encoding from the initial $k=k_{0}$.
b. For $i=0,1, \cdots, L-1$, output the codeword $\operatorname{Cword}_{k}\left(x_{i}\right)$ in the current code tree $T_{k}$ and switch the code tree by updating the index $k$ with $\operatorname{Link}_{k}\left(x_{i}\right)$.
c. Output the shortest binary string in the mode $\operatorname{MODE}_{k}$ (here, we call it the termination codeword).

Procedure 2 (Decoding a source symbol sequence from an $N$-bit-delay AIFV codeword sequence) Follow the steps below with the codeword sequence, code forest $\left\{T_{k}\right\}$, and output length $L$ being the inputs of the decoder.
a. Start decoding from $k=0$.
b. Compare the codeword sequence with the codewords in the current code tree $T_{k}$. If the codeword Cword $(a)$ matches the codeword sequence, and some codeword Query $\in \operatorname{MODE}_{\text {Link }_{k}(a)}$ matches the codeword sequence after Cword $_{k}(a)$, output the source symbol $a$ and continue the process from the codeword sequence right after $\mathrm{Cword}_{k}(a)$.
c. Switch the code tree by updating the index $k$ with Link $k_{k}(a)$.
d. If the decoder has output less than $L$ symbols, return to $b$.

We basically use $k_{0}=0$, but any initial value will work as long as it is shared between the encoder and decoder.
For example, let us encode a source symbol sequence acba using the code forest $\left\{T_{k} \mid 0 \leq k<5\right\}$ in Fig. 1 . We start encoding from $T_{0}$ and have a codeword ' $\lambda$ ' because $a$ is assigned to the root. Then, we switch the code tree to $T_{1}$, linked from the node of $a . T_{1}$ gives a codeword ' 101 ' for $c$ and links to the next code tree $T_{4}$. The source symbol $b$ is represented as ' 01 ' in $T_{4}$, and the code tree is switched to $T_{0}$ for encoding the remaining $a$. The symbol $a$ is represented as ' $\lambda$ ' in $T_{0}$, and links to $T_{1}$. Since we have encoded all the source symbols, we get a termination codeword from $T_{1}$, i.e., ' 10 '. As a result, the codeword sequence for acba becomes ' $\lambda 10101 \lambda 10$ ', i.e., '1010110'.

The decoder starts the decoding from $T_{0}$, checking at first whether the codeword ' $\lambda$ ' of $a$ matches the codeword sequence '1010110'. The codeword for $a$ is ' $\lambda$ ' and thus matches the sequence. Then, the decoder checks whether any codeword in the mode of $T_{1}$, linked from the node of $a$, matches the sequence. Since ' 10 ' is included, it outputs $a$ and switches the code tree to $T_{1}$. The next symbol is decoded from the codeword sequence following ' $\lambda$ ', i.e., '1010110'. Although ' 1010110 ' matches the codeword ' 10 ' of the symbol $a$ in $T_{1}$, no string in the mode of $T_{3}$ matches the following '10110'. Thus, the decoder does not output $a$ but checks the codeword for $c$. Since the codeword ' 101 ' of $c$ matches the sequence and the following ' 0110 ' matches ' 01 ' in the mode of $T_{4}$, the decoder can confirm $c$ as output and $T_{4}$ as the next tree. The codeword ' 01 ' for $b$ in $T_{4}$ matches the ' 0110 ', and the following ' 10 ' obviously matches ' $\lambda$ ' in the mode of $T_{0}$. Therefore, $b$ is output, and the last symbol is decoded from ' 10 ' by $T_{0}$. The codeword ' $\lambda$ ' is for $a$ in $T_{0}$, and ' 10 ' is included in the mode of $T_{1}$. So, the last symbol is determined as $a$, and we can get the correct source symbol sequence acba.

The termination codewords in step c of the encoding are necessary when the decoder only knows the total length $L$ of the source symbol sequence and cannot know the end of the codeword sequence. In the above example, if we do not use the termination codeword ' 10 ', the decoder cannot stop the decoding process before confirming the last $a$ and starts reading the irrelevant binary strings following '10101'. In this case, when some irrelevant strings such as ' 11 ' follow the codeword sequence, the decoder will fail to decode $a$ and output $c$ instead.

As we can see from the procedures, the modes $\left\{\operatorname{MoDE}_{k}\right\}$ are mainly used as queries for the decoder to determine the output symbol. It reads the codeword sequence to check whether some binary string is included in the mode of the next tree. When using code forests like Fig. 1, the encoder can uniquely know which code tree to switch according to the links. However, the decoder cannot straightforwardly determine which one to switch. For example, when the decoder has an input codeword ' 0 ' for $T_{0}$, it cannot determine whether it should output $a$ and switch to $T_{1}$ or output $b$ and switch to $T_{2}$. Modes are set to help the decoder know what binary string it should read to determine the output.

### 3.3 Decoding delay

With the coding processes given, we can define the decoding delay of the codes. For the encoder $V_{\text {enc }}: \mathbb{S}_{M} \rightarrow \mathbb{W}$ and decoder $V_{\text {dec }}: \mathbb{W} \rightarrow \mathbb{S}_{M}$, the decoding delay can be defined as follows.

Definition 1 (Decoding delay of a code for $s \in \mathbb{S}_{M}$ ) $\max \|$ Lookahd $\|_{\text {len }}$ subject to

$$
\exists \text { Prefix } \in \mathbb{W}: \begin{cases}\forall \text { Tail } \in \mathbb{S}_{M}, \exists \text { Suffix } \in \mathbb{W}: & V_{\mathrm{enc}}(s \oplus \text { Tail })=\text { Prefix } \oplus \text { Suffix }  \tag{2}\\ \forall \text { Suffix } \in \mathbb{W}, \exists \text { Tail } \in \mathbb{S}_{M}: & V_{\operatorname{dec}}((\text { Prefix } \oplus \text { Lookahd }) \oplus \text { Suffix })=s \oplus \text { Tail }\end{cases}
$$

In other words, the decoding delay for $s$ is the maximum length of the binary string needed (Lookahd) for the decoder to determine $s$ as its output after reading the codeword (Prefix) that the encoder can immediately determine as its output when encoding $s$. This delay can be defined for any code, including non-symbol-wise codes like the extended Huffman codes if we break them down into symbol-wise forms 15 .

In $N$-bit-delay AIFV codes, the decoding delay depends on the lengths of the binary strings in the modes. For example, when decoding ' 10100 ' with the code tree $T_{1}$ in Fig. 1. there are two candidates for the output: $\operatorname{Cdword}_{1}(a)=' 10$ ' and $\operatorname{Cdword}_{1}(c)=$ ' 101 ', the codewords that the encoder can immediately determine as its outputs when encoding $a$ and $c$, respectively. The decoder can determine $a$ as its output by checking that the 3 -bit string ' 100 ', following ' 10 ', belongs to the mode $\operatorname{MoDE}_{\operatorname{Link}_{1}(a)}$. In the case of Fig. 1 , the decoder must check at most 3 bits after reading the codeword to confirm the output. Therefore, the decoding delay of the code represented by this code forest is 3 bits.

### 3.4 Rules of code forests

The combination of codewords, links, and modes must obey some rules to guarantee the decodability. In defining the rule of N -bit-delay AIFV codes, it is useful to introduce the idea of expanded codewords, which are made of codewords and modes. The sets of expanded codewords are written as

$$
\begin{align*}
\operatorname{Expand}_{k}(a) & =\operatorname{Cword}_{k}(a) \oplus \operatorname{Mode}_{\operatorname{Link}_{k}(a)}  \tag{3}\\
\operatorname{ExpANDS}_{k} & =\left\{\operatorname{ExpAND}_{k}(a) \mid a \in \mathbb{A}_{M}\right\} \tag{4}
\end{align*}
$$

For example, $T_{0}$ in Fig. 1 has codewords $\operatorname{Cword}_{0}(a)=' \lambda$ ', $\operatorname{Cword}_{0}(b)=$ ' 0 ', and $\operatorname{Cword}_{0}(c)=$ ' 11 ' with the corresponding modes $\operatorname{MODE}_{\operatorname{Link}_{0}(a)}=\left\{{ }^{`} 0111^{\prime},{ }^{\prime} 10^{\prime}\right\}, \operatorname{MoDE}_{\operatorname{Link}_{0}(b)}=\left\{{ }^{\prime} 0^{\prime},{ }^{\prime} 10^{\prime}\right\}$, and $\operatorname{MoDE}_{\operatorname{Link}_{0}(c)}=\left\{{ }^{\prime} \lambda^{\prime}\right\}$. In this case, the sets of expanded codewords of $T_{0}$ for $a, b$, and $c$ are $\operatorname{ExpAnd}_{0}(a)=\left\{{ }^{`} 011 ',{ }^{\prime} 10\right.$ ' $\}$, $\operatorname{ExpAND}_{0}(b)=$ $\left\{{ }^{`} 00 ',{ }^{\prime} 010\right.$ ' $\}$, and $\operatorname{ExPAND}_{0}(c)=\left\{{ }^{`} 11\right.$ ' $\}$, respectively.

Every code tree $T_{k}$ in the code forests representing $N$-bit-delay AIFV codes obeys the following rules.

## Rule 1 (Code trees of $N$-bit-delay AIFV code) $\quad a$. Expands $_{k} \in \mathbb{P F F}$.

b. $\forall$ Expcw $\in$ ExPANDs $_{k}, \exists$ Query $\in \operatorname{MoDE}_{k}: Q u e r y \preceq$ Expcw.
c. $\mathrm{MODE}_{k} \in \mathbb{B M}_{N}$.

Unless otherwise specified, we use $\left\{{ }^{\prime} \lambda^{\prime}\right\}$ for $\mathrm{ModE}_{0}$.
The first two rules are necessary for the decodability. Rule 1 |a means that, for any code tree, the expanded codewords of a code tree must be prefix-free. Rule 1 b requires the prefix of every expanded codeword to be limited to its mode. For example, $T_{2}$ in Fig. 1 has expanded codewords as Expands ${ }_{2}=\left\{{ }^{\prime} 00\right.$ ', '0100', '0101', '011', '10' $\}$, which are prefix-free and have some prefixes in $\operatorname{Mode}_{2}=\left\{{ }^{\prime} 0\right.$ ', ' 10 ' $\}$.

Rule 1 C is for limiting the variation of modes without loss of generality. The notation $\mathbb{B M}_{N}$ is defined as

- $\mathbb{B M}_{N}(\subset \mathbb{M}):\left\{F_{\text {red }}\left(\left({ }^{\prime} 0^{\prime} \oplus \mathrm{LB}\right) \cup\left({ }^{\prime} 1^{\prime} \oplus \mathrm{UB}\right)\right) \mid \mathrm{LB}, \mathrm{UB} \subset \mathbb{W}_{N-1}\right\}$, the set of all basic modes 15 with $N$-bit length.

The above definition uses the following functions.

- $F_{\text {full }}: \mathbb{M} \rightarrow \mathbb{M} . F_{\text {full }}($ Words $)=\{$ Prefix $\in \mathbb{W} \mid \forall$ Suffix $\in \mathbb{W}, \exists w \in$ Words : Prefix $\oplus$ Suffix $\| w\}$.
- $F_{\text {red }}: \mathbb{M} \rightarrow \mathbb{P F} . F_{\text {red }}($ Words $)=\left\{\hat{w} \in F_{\text {full }}(\right.$ Words $) \mid \forall$ Prefix $\in F_{\text {full }}$ (Words) : Prefix $\left.\nprec \hat{w}\right\}$.
$F_{\text {red }}$ outputs a binary tree by cutting off all the full partial trees in the input, as illustrated in Fig. 2. Here, a full tree means a tree having no node with a single child. According to Rule 1 c, for example, 2-bit-delay AIFV codes have 9 patterns of available modes depicted in Fig. 3. Under Rule 1 C, every binary string is not longer than $N$ bits, and thus the decoding delay becomes at most $N$ bits.

We here use a notation to specify the code forests:

- $\mathbb{L F}_{M, N}$ : The set of all linked code forests representing uniquely decodable $N$-bit-delay AIFV codes for $\mathbb{A}_{M}$.

For any code forest $\left\{T_{k}\right\} \in \mathbb{L I}_{M, N}$, every code tree $T_{k}$ satisfies Rule 1 and always links to a code tree belonging to $\left\{T_{k}\right\}$.


Figure 2: Example of $F_{\text {red }}$ (Words). A tree representing Words on the left, and the tree of $F_{\text {red }}$ (Words) on the right.


Figure 3: 2-bit binary-string sets available, based on Rule 1] for modes of 2-bit-delay AIFV codes.

### 3.5 Merits of code-forest representation

$N$-bit-delay AIFV codes can represent a huge and complex code tree as a set of simple symbol-wise code trees. Using the code forest in Fig. 11 we can encode a source symbol sequence baa as ' 0000 ' with the code tree returning to $T_{0}$, the initial code tree. Similarly, we have ' 0001 ', ' 010 ', and ' 011 ' respectively for $b a b, b b$, and $a b$ before the code tree returns to $T_{0}$. Fig. 4 represents this coding rule as a single tree. It gives the same code as Fig. 1. Note that the depth of the tree in Fig. 4 is infinite: Some source symbol sequences never make the code tree return to $T_{0}$ since there is a self-transition in $T_{4}$. As in this example, $N$-bit-delay AIFV codes can represent coding rules that a single tree cannot do in a finite way.

In the case of the extended Huffman codes, we have to fix the source symbol sequences to assign. Meanwhile, optimizing the code forest of $N$-bit-delay AIFV codes is equivalent to optimizing simultaneously a huge code tree and a combination of symbol sequences assigned to it. Therefore, higher compression efficiency is achievable compared to the extended Huffman codes.

The idea of modes allows us to assign the symbols more freely than the conventional AIFV codes. In the case of AIFV- $m$ codes, for example, if we want to assign a symbol with a link to the $m$-th code tree, we have to assign another symbol to the node $m$ bits below. This is because the switching rule of AIFV- $m$ codes depends on the symbol assignment, which makes the decodable condition simple but limits the freedom of the code-tree construction. Introducing the idea of modes, $N$-bit-delay AIFV codes can use a combination of codewords and switching rules unavailable for AIFV-m codes. At the same time, we can guarantee the decodability in a code-tree-wise way by checking the expanded codewords.

Regardless of their representation ability, the encoding/decoding processes require low computational costs: Compared with Huffman codes, $N$-bit-delay AIFV codes only add the symbol-wise switching of the code trees in the encoding process; the decoding process requires only at most $M\left(=\left|\mathbb{A}_{M}\right|\right)$ times of additional check of codewords in the modes. Indeed, the table size increases by $\left|\left\{T_{k}\right\}\right|$ times compared to a single code tree assigned with one symbol. However, the table size of $N$-bit-delay AIFV code is much smaller than a single code tree assigned with a symbol sequence: The table becomes much smaller when using the code forest in Fig. 11instead of the code tree in Fig. 4, representing an equivalent coding rule.


Figure 4: A single code tree constructing the same code as the code forest in Fig. 1.

## 4 Code construction problem

### 4.1 Formal definition

Let us discuss the problem of constructing $N$-bit-delay AIFV codes for given stationary memoryless sources of source symbols $\mathbb{A}_{M}$, achieving the minimum expected code length. For a source distribution $p_{\text {src }}$, constructing a code forest $\left\{T_{k}\right\}$ can be written as the following optimization problem.

Minimization problem 1 (General $N$-bit-delay AIFV code construction) For given $N \in \mathbb{N}$ and $p_{\text {src }}$ : $\mathbb{A}_{M} \rightarrow \mathbb{R}$,

$$
\begin{equation*}
\mathcal{L}_{\text {general }}\left(N, p_{\text {src }}\right) \equiv \min _{\left\{T_{k}\right\} \in \mathbb{L} \mathbb{F}_{M, N}} \sum_{k^{\prime}=0}^{\left|\left\{T_{k}\right\}\right|-1}\left(\sum_{m=0}^{M-1}\left\|\operatorname{Cword}_{k^{\prime}}\left(a_{m}\right)\right\|_{\text {len }} \cdot p_{\text {src }}\left(a_{m}\right)\right) \Pi_{k^{\prime}}\left(\left\{T_{k}\right\}\right) \tag{5}
\end{equation*}
$$

$\Pi_{k}\left(\left\{T_{k}\right\}\right)$ is a stationary distribution for each code tree $T_{k}$, which is determined by the transition probabilities $\left\{P_{k^{\prime}, k^{\prime \prime}} \mid k^{\prime}, k^{\prime \prime} \in \mathbb{Z}_{<\left|\left\{T_{k}\right\}\right|}^{+}\right\}$depending on the links $\left\{\operatorname{Link}_{k^{\prime}} \mid k^{\prime} \in \mathbb{Z}_{<\left|\left\{T_{k}\right\}\right|}^{+}\right\}$:

$$
\begin{equation*}
P_{k^{\prime}, k^{\prime \prime}}=\sum_{\left\{m \mid \operatorname{Link}_{k^{\prime}}\left(a_{m}\right)=k^{\prime \prime}\right\}} p_{\mathrm{src}}\left(a_{m}\right) . \tag{6}
\end{equation*}
$$

When the stationary distribution is not unique, $\Pi_{k}\left(\left\{T_{k}\right\}\right)$ gives the one corresponding to an arbitrary closed subset in $\left\{T_{k}\right\}$. This is because we never switch the code trees between the closed subsets during the encoding/decoding.

According to our previous work [15], $N$-bit-delay AIFV codes can represent any VV codes decodable within $N$-bit decoding delay. Owing to this fact, the global optimum of Minimization problem 1 becomes the best code among such VV codes. However, solving Minimization problem 1 contains two complex problems simultaneously:

- Finding a combination of the modes for each tree.
- Constructing a code forest by assigning codewords and links to each tree.

Therefore, we next introduce some partial problems that are more reasonable to solve. They are still meaningful problems, and defining the classes of optimality based on them helps us understand how far we can approach the optimal code construction.

### 4.2 Partial problems and classes of optimality

One of the partial problems is given by fixing the combination of modes:

Minimization problem 2 (Code construction under fixed modes) For given $N$, $p_{\text {src }}$, $K$, and $\left\{\right.$ MÕDE $\left._{k} \mid k \in \mathbb{Z}_{<K}^{+}\right\}$,

$$
\begin{equation*}
\mathcal{L}_{\text {fixed }}\left(N, p_{\text {src }} \mid K,\left\{\operatorname{Mõ}_{k}\right\}\right) \equiv \min _{\left\{T_{k}\right\}} \sum_{k^{\prime}=0}^{K-1}\left(\sum_{m=0}^{M-1}\left\|\operatorname{Cwor}_{k^{\prime}}\left(a_{m}\right)\right\|_{\text {len }} \cdot p_{\text {src }}\left(a_{m}\right)\right) \Pi_{k^{\prime}}\left(\left\{T_{k}\right\}\right) \tag{7}
\end{equation*}
$$

subject to: $\left\{T_{k}\right\}=\left\{\left(\right.\right.$ Cword $\left.\left._{k}, \operatorname{Link}_{k}, \operatorname{MÕDE}_{k}\right) \mid k \in \mathbb{Z}_{<K}^{+}\right\} \in \mathbb{L F}_{M, N}$.

It means no other code forest having the modes $\left\{\mathrm{Mon}_{k}\right\}$ achieves a shorter expected code length than the solution. Of course, the achievable code length depends on the fixed modes and may be worse than the global optimum of Minimization problem 11. However, this problem is important since the conventional AIFV-m codes implicitly assume some fixed modes, and at least we may outperform them if we solve the problem with more modes allowed.

Especially when many modes are allowed, it is difficult to strictly guarantee that the constructed code forests achieve minimum expected code length among any other possible ones with the specified modes \{ $\left.\mathrm{MONE}_{k}\right\}$. Therefore, we also consider a relaxed problem minimizing under an arbitrary subset of the specified modes.

Minimization problem 3 (Code construction under a subset of fixed modes) For given $N$, $p_{\text {src }}, K$, $\left\{\mathrm{MÕDE}_{k} \mid k \in \mathbb{Z}_{<K}^{+}\right\}$, and $A \subseteq \mathbb{Z}_{<K}^{+}$,

$$
\begin{gather*}
\mathcal{L}_{\text {subset }}\left(N, p_{\text {src }}, K,\left\{\operatorname{Mõ}_{k}\right\} \mid A\right) \equiv \min _{\left\{T_{k}\right\}} \sum_{k^{\prime} \in A}\left(\sum_{m=0}^{M-1}\left\|\operatorname{Cword} d_{k^{\prime}}\left(a_{m}\right)\right\|_{\text {len }} \cdot p_{\text {src }}\left(a_{m}\right)\right) \Pi_{k^{\prime}}\left(\left\{\tilde{T}_{k}\right\}\right)  \tag{8}\\
\text { subject to: }\left\{T_{k}\right\}=\left\{\left(\operatorname{Cword}_{k}, \operatorname{Link}_{k}, \operatorname{MODE}_{k}\right) \mid k \in A\right\} \in \mathbb{L} \mathbb{F}_{M, N} .
\end{gather*}
$$

If we can guarantee that some subset $A$ exists and the constructed code forest becomes the solution of Minimization problem 3 for such $A$, at least, we can focus on the combination of the modes in investigating further improvement of the codes. Therefore, even if we cannot control the subset A, solving this partial problem is more reasonable than completely heuristic approaches.

Note that

$$
\begin{equation*}
\min _{K,\left\{\operatorname{MõDE}_{k}\right\}} \mathcal{L}_{\text {fixed }}\left(N, p_{\text {src }} \mid K,\left\{\operatorname{MO}_{\tilde{D E}}^{k}\right\}\right. \tag{9}
\end{equation*}
$$

holds: The solution of Minimization problem 2 can be the optimum of Minimization problem 1. the main code-construction problem, when we choose the appropriate combination of modes. It is also

$$
\begin{equation*}
\min _{A \subseteq \mathbb{Z}_{<K}^{+}} \mathcal{L}_{\text {subset }}\left(N, p_{\text {src }}, K,\left\{\operatorname{MÕDE}_{k}\right\} \mid A\right)=\mathcal{L}_{\text {fixed }}\left(N, p_{\text {src }} \mid K,\left\{\operatorname{MõDE}_{k}\right\}\right): \tag{10}
\end{equation*}
$$

The solution of Minimization problem 3 can be the optimum of Minimization problem 2 when we have the appropriate subset $A$.

Based on the above problems, we define some classes of optimality.

Definition 2 (Optimality classes of $N$-bit-delay AIFV code construction) Say the decoding delay $N$ and source distribution $p_{\text {src }}$ are given.

- G-optimality: $\left\{T_{k}\right\}$ is G-optimal when it is the minimum of Minimization problem 1 .
- F-optimality: For given $K$ and $\left\{\mathrm{Mõ}_{k}\right\},\left\{T_{k}\right\}$ is F -optimal when it is the minimum of Minimization problem 2
- E-optimality: For given $K$ and $\left\{\mathrm{Mõ}_{k}\right\},\left\{T_{k}\right\}$ is E-optimal when some $A$ exist such that $\left\{T_{k}\right\}$ becomes the minimum of Minimization problem 3 .
$G$-optimality refers to the global optimum of the main code-construction problem, while F-optimality corresponds to the optimum of the partial one. Fixing the modes limits the freedom of code forests and makes it easier for us to guarantee the optimality. We show in Section 5 that, with appropriate modes specified, $F$-optimality becomes sufficient for stationary memoryless sources.

E-optimality is a relaxed form of $F$-optimality. Allowing an arbitrary subset $A$ of the specified modes $\left\{\mathrm{MODE}_{k}\right\}$, E-optimality is easier to guarantee. We show that the code-forest construction problem can be decomposed into code-tree-wise independent ones when we focus on E-optimality.

### 4.3 Construction problem decomposition

Even if the modes are fixed, it is hard to optimize code forests straightforwardly because the stationary distribution $\Pi_{k}$ depends on all code tree structures. The links of each tree impact the construction of other trees, and we have to find the best combination of code trees at once.

So, based on the idea in the previous work [18], we propose a decomposition of the minimization problem. By introducing a virtual cost $C_{k} \in \mathbb{R}$, we break down the code-forest construction into independent optimization problems for respective code trees:

Minimization problem 3' (Independent construction of $T_{k}$ ) For given $K$, $\left\{\operatorname{Mon}_{k} \mid k \in \mathbb{Z}_{<K}^{+}\right\}$, and $\left\{C_{k} \mid k \in \mathbb{Z}_{<K}^{+}\right\}$,

$$
\begin{equation*}
\min _{T_{k}} \sum_{m=0}^{M-1}\left(\left\|\operatorname{Cword}_{k}\left(a_{m}\right)\right\|_{\text {len }}+C_{\operatorname{Link}_{k}\left(a_{m}\right)}\right) p_{\mathrm{src}}\left(a_{m}\right) \tag{11}
\end{equation*}
$$

subject to: $T_{k}=\left(\right.$ Cword $_{k}$, Link $\left._{k}, \mathrm{Mõ}^{2}{ }_{k}\right)$ satisfying Rule 1 .

The virtual cost $C_{k}$ represents the cost of linking to $T_{k}$.
If some algorithm is available for Minimization problem 3] we can shorten the expected code length of an AIFV code by iteratively minimizing each decomposed objective function and updating the costs. Therefore, we can focus on the code-tree-wise problems without dealing with the whole trees at once.

The cost updating goes as follows. It is equivalent to the previous work 18 but is a much simpler formulation.

Procedure 3 (Cost updating for decomposed construction) Follow the steps below with a given natural number $K$ and modes $\left\{\mathrm{Mõ}_{k} \mid k \in \mathbb{Z}_{<K}^{+}\right\}$.
a. Set an initial value $\boldsymbol{C}^{(0)}$ and $i=1$.
b. Get code trees $\left\{T_{k}^{(i)}\right\}=\left\{\left(\right.\right.$ Cword $_{k}^{(i)}$, Link $\left.\left._{k}^{(i)}, \operatorname{MÕDE}_{k}\right) \mid k \in \mathbb{Z}_{<K}^{+}\right\}$by solving Minimization problem 3. for each tree $T_{k}^{(i)}$ with given $K, \mathrm{MO}_{\mathrm{DE}}^{k}$, and $\boldsymbol{C}^{(i-1)}$.
c. Get the tree-wise expected code length $\boldsymbol{L}^{(i)}$ and the transition matrix $P_{\text {trans }}^{(i)}$ respectively by

$$
\begin{align*}
L_{k}^{(i)} & =\sum_{m}\left\|C w o r d_{k}^{(i)}\left(a_{m}\right)\right\|_{\text {len }} \cdot p_{\text {src }}\left(a_{m}\right),  \tag{12}\\
P_{k, k^{\prime}}^{(i)} & =\sum_{\left\{m \mid L i n k_{k}^{(i)}\left(a_{m}\right)=k^{\prime}\right\}} p_{\text {src }}\left(a_{m}\right) \tag{13}
\end{align*}
$$

d. Find a stationary distribution $\boldsymbol{\Pi}^{(i)}$ satisfying Eqs. (16) and (17) and calculate the expected code length $\bar{L}^{(i)}=\boldsymbol{\Pi}^{(i) \mathrm{t}} \boldsymbol{L}^{(i)}$.
e. Update the costs as

$$
\begin{align*}
C_{0}^{(i)} & =0 \\
\boldsymbol{C}_{\{0\} \emptyset}^{(i)} & =\left(P_{\text {trans }\{0\}\{0\}}^{(i)}-I_{K-1}\right)^{-1}\left(\mathbf{1}_{K-1} \bar{L}^{(i)}-\boldsymbol{L}_{\{0\} \emptyset}^{(i)}\right) . \tag{14}
\end{align*}
$$

f. If $\boldsymbol{C}_{A_{z}^{(i)} \emptyset}^{(i)} \neq \boldsymbol{C}_{A_{z}^{(i)} \emptyset}^{(i-1)}$ where $A_{z}^{(i)}=\left\{k \mid \Pi_{k}^{(i)}=0\right\}$, increment $i$ and return to step b.
g. Output $\left\{T_{k}\right\}=\left\{T_{k}^{(i)} \mid k \in A^{(i)}\right\}$ where $A^{(i)}=\mathbb{Z}_{<K}^{+} \backslash A_{z}^{(i)}$.

Here, the following notations are used. Note that all the numbers of rows and columns here start with zero.

- $I_{K}: K$-by- $K$ identical matrix.
- $\mathbf{0}_{K}\left(\right.$ resp. $\left.\mathbf{1}_{K}\right)$ : $K$-th-order column vector with 0 (resp. 1 ) for every element.
- $P_{A B}$ : Matrix (resp. vector) given by removing $i$-th row and $j$-th column from a matrix (resp. vector) $P$ for all $i \in A$ and $j \in B$, where $A, B \subset \mathbb{Z}^{+}$.
- $L^{(i)}: K$-th-order column vector containing the tree-wise expected code length $L_{k}^{(i)}$ of $T_{k}$ in the $k$-th element.
- $\boldsymbol{C}^{(i)}: K$-th-order column vector containing the cost $C_{k}^{(i)}$ in the $k$-th element.
- $\Pi^{(i)}: K$-th-order column vector containing the stationary distribution $\Pi_{k}^{(i)}$ in the $k$-th element.
- $P_{\text {trans }}^{(i)}: K$-by- $K$ transition matrix containing the probability $P_{k, k^{\prime}}^{(i)}$ of the transition from $T_{k}$ to $T_{k^{\prime}}$ in the $\left(k, k^{\prime}\right)$ element.
- $\bar{L}^{(i)}\left(=\boldsymbol{\Pi}^{(i) \mathrm{t}} \boldsymbol{L}^{(i)}\right)$ : Expected code length of the code using all the code trees.

The superscript $(i)$ are used for indicating the iteration number of the algorithm.
Note that $P_{\text {trans }}^{(i)}$ and $\boldsymbol{\Pi}^{(i)}$ always satisfies

$$
\begin{align*}
P_{\text {trans }}^{(i)} \mathbf{1}_{K} & =\mathbf{1}_{K},  \tag{15}\\
\boldsymbol{\Pi}^{(i) \mathrm{t}} \mathbf{1}_{K} & =1,  \tag{16}\\
\boldsymbol{\Pi}^{(i) \mathrm{t}} P_{\text {trans }}^{(i)} & =\boldsymbol{\Pi}^{(i) \mathrm{t}}, \tag{17}
\end{align*}
$$

and $\boldsymbol{C}^{(0)}$ can be an arbitrary value in theory.

### 4.4 Optimality guaranteed by cost updating

Even if we focus on the code-tree-wise construction as Minimization problem [3] we can still guarantee some optimality of its solution:

Theorem 1 (E-optimality of cost updating) Procedure 3 gives an E-optimal code forest $\left\{T_{k}\right\}$ for the given $K \in \mathbb{N}$ and $\left\{\mathrm{MONE}_{k} \mid k \in \mathbb{Z}_{<K}^{+}\right\}$at a finite iteration if every code tree may reach the code tree $T_{0}^{(i)}$ in every iteration.

Theorem 4.5. b) in Reference [17] helps us to justify Procedure 3.

Theorem 2 (Sub-Markov matrix invertibility [17]) Suppose $S$ is a finite state set of a time-homogeneous Markov chain, $P_{K}$ is a $K$-by- $K$ matrix containing in the $\left(k, k^{\prime}\right)$ element the transition probability from $k$-th to $k^{\prime}$-th states, and $S^{\prime}$ is a non-empty subset of $S$. If $S \backslash S^{\prime}$ is an open set, $\left(P_{K}-I_{K}\right)_{S^{\prime} S^{\prime}}$ is invertible.

The proof interprets the code forest as a time-homogeneous Markov chain whose states correspond to the respective code trees.

Proof of Theorem 1 Let us write the transition matrix as

$$
P_{\text {trans }}^{(i)}=\left(\begin{array}{cc}
P_{0,0}^{(i)} & \boldsymbol{P}_{0, *}^{(i) \mathrm{t}}  \tag{18}\\
\boldsymbol{P}_{*, 0}^{(i)} & P_{\text {trans }\{0\}\{0\}}^{(i)}
\end{array}\right)
$$

When every code tree may reach $T_{0}^{(i)}$, every subset of code trees is reachable from the rest. Therefore, the stationary distributions are always uniquely determined in this algorithm as long as the assumption holds.

We take the following steps to prove the theorem.
a. $\bar{L}^{(i-1)} \geq \bar{L}^{(i)}$ holds for all $i$.
b. $\bar{L}^{(i-1)}>\bar{L}^{(i)}$ if $\boldsymbol{C}_{A_{z}^{(i)} \emptyset}^{(i)} \neq \boldsymbol{C}_{A_{z}^{(i)} \emptyset}^{(i-1)}$ where $A_{z}^{(i)}=\left\{k \mid \Pi_{k}^{(i)}=0\right\}$.
c. When $C_{A_{z}^{(i)} \emptyset}^{(i)}=C_{A_{z}^{(i) \emptyset}}^{(i-1)}, \bar{L}^{(i)}$ is the minimum value of Minimization problem 3 for $A=A^{(i)}$.
a. The objective function of Minimization problem 3 for a code tree $T_{k}$ is written as

$$
\begin{equation*}
L_{k}+\sum_{k^{\prime}} P_{k, k^{\prime}} \cdot C_{k^{\prime}}^{(i-1)} \tag{19}
\end{equation*}
$$

where $L_{k}=\sum_{m}\left\|\operatorname{Cword}_{k}\left(a_{m}\right)\right\|_{\text {len }} \cdot p_{\text {src }}\left(a_{m}\right)$ and $P_{k, k^{\prime}}=\sum_{\left\{m \mid \operatorname{Link}_{k}\left(a_{m}\right)=k^{\prime}\right\}} p_{\text {src }}\left(a_{m}\right)$. Since $C_{k^{\prime}}^{(i-1)}$ is a constant for the minimization problem,

$$
\begin{equation*}
L_{k}+\sum_{k^{\prime} \neq k} P_{k, k^{\prime}} \cdot C_{k^{\prime}}^{(i-1)}+\left(P_{k, k}-1\right) \cdot C_{k}^{(i-1)} \tag{20}
\end{equation*}
$$

also takes the minimum at $L_{k}=L_{k}^{(i)}$ and $P_{k, k^{\prime}}=P_{k, k^{\prime}}^{(i)}$.
Placing Eq. 20) in a row, we can get a vector

$$
\begin{equation*}
\boldsymbol{f}_{\text {obj }}^{(i)}\left(\boldsymbol{L}, P_{\text {trans }}\right) \equiv \boldsymbol{L}+\left(P_{\text {trans }}-I_{K}\right) \boldsymbol{C}^{(i-1)} . \tag{21}
\end{equation*}
$$

Every code tree may reach $T_{0}^{(i)}$ from the assumption, and thus $\left\{T_{k}^{(i)}\right\} \backslash\left\{T_{0}^{(i)}\right\}$ is an open set. Therefore, Theorem 2 guarantees $\left(P_{\text {trans }\{0\}\{0\}}^{(i)}-I_{K-1}\right)$ to be invertible for any $i$. Since $\boldsymbol{\Pi}^{(i)}$ comprises only non-negative numbers and each element in $\boldsymbol{f}_{\mathrm{obj}}^{(i)}\left(\boldsymbol{L}^{(i-1)}, P_{\text {trans }}^{(i-1)}\right)$ is not smaller than the corresponding element in $\boldsymbol{f}_{\mathrm{obj}}^{(i)}\left(\boldsymbol{L}^{(i)}, P_{\text {trans }}^{(i)}\right)$, the inner products hold

$$
\begin{equation*}
\boldsymbol{\Pi}^{(i) \mathrm{t}} \boldsymbol{f}_{\mathrm{obj}}^{(i)}\left(\boldsymbol{L}^{(i-1)}, P_{\text {trans }}^{(i-1)}\right) \geq \boldsymbol{\Pi}^{(i) \mathrm{t}} \boldsymbol{f}_{\mathrm{obj}}^{(i)}\left(\boldsymbol{L}^{(i)}, P_{\text {trans }}^{(i)}\right) \tag{22}
\end{equation*}
$$

The right-hand side of Eq. 22) is written as

$$
\begin{equation*}
\boldsymbol{\Pi}^{(i) \mathrm{t}} \boldsymbol{f}_{\mathrm{obj}}^{(i)}\left(\boldsymbol{L}^{(i)}, P_{\text {trans }}^{(i)}\right)=\boldsymbol{\Pi}^{(i) \mathrm{t}} \boldsymbol{L}^{(i)}+\boldsymbol{\Pi}^{(i) \mathrm{t}}\left(P_{\text {trans }}^{(i)}-I_{K}\right) \boldsymbol{C}^{(i-1)}=\bar{L}^{(i)} \tag{23}
\end{equation*}
$$

using Eq. 17. On the other hand, $\boldsymbol{f}_{\text {obj }}^{(i)}\left(\boldsymbol{L}^{(i-1)}, P_{\text {trans }}^{(i-1)}\right)$ is given as

$$
\begin{align*}
\boldsymbol{f}_{\mathrm{obj}}^{(i)}\left(\boldsymbol{L}^{(i-1)}, P_{\text {trans }}^{(i-1)}\right) & =\boldsymbol{L}^{(i-1)}+\binom{\boldsymbol{P}_{0, *}^{(i-1) \mathrm{t}} \boldsymbol{C}_{\{0\} \emptyset}^{(i-1)}}{\left(P_{\text {trans }\{0\}\{0\}}^{(i-1)}-I_{K-1}\right) \boldsymbol{C}_{\{0\} \emptyset}^{(i-1)}}  \tag{24}\\
& =\left(L_{0}^{(i-1)}+\boldsymbol{P}_{0, *}^{(i-1) \mathrm{t}}\left(\begin{array}{c}
\left.P_{\text {trans }\{0\}\{0\}}^{(i-1)}-I_{K-1}\right)^{-1}\left(\mathbf{1}_{K-1} \bar{L}^{(i-1)}-\boldsymbol{L}_{\{0\} \emptyset}^{(i-1)}\right)
\end{array}\right),\right. \tag{25}
\end{align*}
$$

where the transformation in the second element comes from the update rule in Procedure 3 e We have from Eq. (17) that

$$
\left(\Pi_{0}^{(i-1)}, \boldsymbol{\Pi}_{\{0\} \emptyset}^{(i-1) \mathrm{t}}\right)\left(\begin{array}{cc}
P_{0,0}^{(i-1)}-1 & \boldsymbol{P}_{0, *}^{(i-1) \mathrm{t}}  \tag{26}\\
\boldsymbol{P}_{*, 0}^{(i-1)} & P_{\text {trans }\{0\}\{0\}}^{(i-1)}-I_{K-1}
\end{array}\right)=\mathbf{0}_{K}^{\mathrm{t}},
$$

which leads to

$$
\begin{equation*}
\boldsymbol{P}_{0, *}^{(i-1) \mathrm{t}}\left(P_{\operatorname{trans}\{0\}\{0\}}^{(i-1)}-I_{K-1}\right)^{-1}=-\frac{1}{\Pi_{0}^{(i-1)}} \boldsymbol{\Pi}_{\{0\} \emptyset}^{(i-1) \mathrm{t}} \tag{27}
\end{equation*}
$$

and thus

$$
\begin{align*}
\boldsymbol{f}_{\mathrm{obj}}^{(i)}\left(\boldsymbol{L}^{(i-1)}, P_{\text {trans }}^{(i-1)}\right) & =\binom{L_{0}^{(i-1)}-\frac{\boldsymbol{\Pi}_{\{0\} \varnothing}^{(i-1) \mathrm{t}} \mathbf{1}_{K-1}}{\Pi_{0}^{(i-1)}} \bar{L}^{(i-1)}+\frac{1}{\Pi_{0}^{(i-1)}} \boldsymbol{\Pi}_{\{0\} \emptyset}^{(i-1) \mathrm{t}} \boldsymbol{L}_{\{0\} \emptyset}^{(i-1)}}{\mathbf{1}_{K-1} \bar{L}^{(i-1)}} \\
& =\binom{L_{0}^{(i-1)}+\frac{\Pi_{0}^{(i-1)}-1}{\Pi_{0}^{(i-1)}} \bar{L}^{(i-1)}+\frac{1}{\Pi_{0}^{(i-1)}}\left(\bar{L}^{(i-1)}-\Pi_{0}^{(i-1)} L_{0}^{(i-1)}\right)}{\mathbf{1}_{K-1} \bar{L}^{(i-1)}} \\
& =\mathbf{1}_{K} \bar{L}^{(i-1)} . \tag{28}
\end{align*}
$$

Note that $\Pi_{0}^{(i-1)} \neq 0$ because every code tree may reach $T_{0}^{(i-1)}$. We can get the inner product as

$$
\begin{equation*}
\boldsymbol{\Pi}^{(i) \mathrm{t}} \boldsymbol{f}_{\mathrm{obj}}^{(i)}\left(\boldsymbol{L}^{(i-1)}, P_{\text {trans }}^{(i-1)}\right)=\bar{L}^{(i-1)} \tag{29}
\end{equation*}
$$

resulting in

$$
\begin{equation*}
\bar{L}^{(i-1)} \geq \bar{L}^{(i)} \tag{30}
\end{equation*}
$$

b. Let us assume $\boldsymbol{C}_{A_{z}^{(i)} \emptyset}^{(i)} \neq \boldsymbol{C}_{A_{z}^{(i)} \emptyset}^{(i-1)}$ when $\bar{L}^{(i)}=\bar{L}^{(i-1)}$. From Eq. 28, we have

$$
\begin{equation*}
\boldsymbol{f}_{\text {obj }}^{(i)}\left(\boldsymbol{L}^{(i-1)}, P_{\text {trans }}^{(i-1)}\right)=\mathbf{1}_{K} \bar{L}^{(i-1)}=\mathbf{1}_{K} \bar{L}^{(i)}=\boldsymbol{f}_{\text {obj }}^{(i+1)}\left(\boldsymbol{L}^{(i)}, P_{\text {trans }}^{(i)}\right) \tag{31}
\end{equation*}
$$

$\operatorname{det}\left(P_{\text {trans }\{0\}\{0\}}^{(i)}-I_{K-1}\right) \neq 0$ and $C_{0}^{(i)}=C_{0}^{(i-1)}$ gives

$$
\begin{equation*}
\boldsymbol{C}^{(i)} \neq \boldsymbol{C}^{(i-1)} \Longrightarrow \boldsymbol{f}_{\mathrm{obj}}^{(i+1)}\left(\boldsymbol{L}^{(i)}, P_{\mathrm{trans}}^{(i)}\right) \neq \boldsymbol{f}_{\mathrm{obj}}^{(i)}\left(\boldsymbol{L}^{(i)}, P_{\text {trans }}^{(i)}\right) \tag{32}
\end{equation*}
$$

It is well-known that a probability matrix of a Markov chain is called irreducible when the states are strongly connected to each other, and there is always a unique stationary distribution that is non-zero for any state [19].

Since every code tree may reach the code tree $T_{0}^{(i)}$, the ones in $\left\{T_{k}^{(i)} \mid k \in A_{z}^{(i)}\right\}$ cannot be reached from $T_{0}^{(i)}$ : If $T_{0}^{(i)}$ may reach them, the transition matrix becomes irreducible, and every $\Pi_{k}^{(i)}$ would be non-zero. Due to this fact,

$$
\begin{equation*}
\boldsymbol{C}_{A_{z}^{(i)} \emptyset}^{(i)} \neq \boldsymbol{C}_{A_{z}^{(i)} \emptyset}^{(i-1)} \Longrightarrow \boldsymbol{f}_{\text {obj }}^{(i+1)}\left(\boldsymbol{L}^{(i)}, P_{\text {trans }}^{(i)}\right)_{A_{z}^{(i)} \emptyset} \neq \boldsymbol{f}_{\text {obj }}^{(i)}\left(\boldsymbol{L}^{(i)}, P_{\text {trans }}^{(i)}\right)_{A_{z}^{(i)} \emptyset} \tag{33}
\end{equation*}
$$

is given. Note that this holds because $\boldsymbol{C}$ is postmultiplied to $P_{\text {trans }}$.
Under the assumption, Eqs. (31) and (33) give

$$
\begin{equation*}
\left.\boldsymbol{f}_{\text {obj }}^{(i)}\left(\boldsymbol{L}^{(i-1)}, P_{\text {trans }}^{(i-1)}\right)_{A_{z}^{(i)} \emptyset} \neq \boldsymbol{f}_{\text {obj }}^{(i)}{ }^{(i)}, P_{\text {trans }}^{(i)}\right)_{A_{z}^{(i)} \emptyset}, \tag{34}
\end{equation*}
$$

which means at least one element in $\boldsymbol{f}_{\text {obj }}^{(i)}\left(\boldsymbol{L}^{(i)}, P_{\text {trans }}^{(i)}\right)_{A_{z}^{(i)} \emptyset}$ is smaller than the counterpart of $\boldsymbol{f}_{\text {obj }}^{(i)}\left(\boldsymbol{L}^{(i-1)}, P_{\text {trans }}^{(i-1)}\right)_{A_{z}^{(i)} \emptyset}$. The other elements in $\boldsymbol{f}_{\text {obj }}^{(i)}\left(\boldsymbol{L}^{(i)}, P_{\text {trans }}^{(i)}\right)_{A_{z}^{(i)} \emptyset}$ are smaller than or equal to the counterparts of $\boldsymbol{f}_{\text {obj }}^{(i)}\left(\boldsymbol{L}^{(i-1)}, P_{\text {trans }}^{(i-1)}\right)_{A_{z}^{(i)} \emptyset}$, and all of the elements in $\boldsymbol{\Pi}_{A_{z}^{(i)} \emptyset}^{(i)}$ are larger than 0 . Thus, taking inner products gives

$$
\begin{align*}
\boldsymbol{\Pi}_{A_{z}^{(i)} \emptyset}^{(i) \mathrm{t}} \boldsymbol{f}_{\mathrm{obj}}^{(i)}\left(\boldsymbol{L}^{(i-1)}, P_{\text {trans }}^{(i-1)}\right)_{A_{z}^{(i)} \emptyset} & >\boldsymbol{\Pi}_{A_{z}^{(i)} \emptyset}^{(i) \mathrm{t}} \boldsymbol{f}_{\text {obj }}^{(i)}\left(\boldsymbol{L}^{(i)}, P_{\text {trans }}^{(i)}\right)_{A_{z}^{(i)} \emptyset} \\
\Longleftrightarrow \bar{L}^{(i-1)} & >\bar{L}^{(i)}, \tag{35}
\end{align*}
$$

which conflicts with $\bar{L}^{(i)}=\bar{L}^{(i-1)}$. Combining the above fact with step a of this proof, we have

$$
\begin{equation*}
\boldsymbol{C}_{A_{z}^{(i)} \emptyset}^{(i)} \neq \boldsymbol{C}_{A_{z}^{(i)} \emptyset}^{(i-1)} \Longrightarrow \bar{L}^{(i-1)}>\bar{L}^{(i)} . \tag{36}
\end{equation*}
$$

c. Let us assume $\bar{L}^{(i)}>\mathcal{L}_{\text {subset }}\left(N, p_{\text {src }}, K,\left\{\operatorname{MODE}_{k}\right\} \mid A^{(i)}\right)$ when $\boldsymbol{C}_{A_{z}^{(i)} \emptyset}^{(i)}=\boldsymbol{C}_{A_{z}^{(i)} \emptyset}^{(i-1)}$. From this assumption, we can set some feasible code forest $\left\{T_{k}^{*}\right\}=\left\{\left(\operatorname{Cword}_{k}^{*}, \operatorname{Link}_{k}^{*},{\operatorname{Mõ} \mathrm{DE}_{k}}\right) \mid k \in \mathbb{Z}_{<K}^{+}\right\}$whose subset $\left\{T_{\sim}^{*} \mid k \in A^{(i)}\right\}$ belongs to $\mathbb{L E}_{M, N}$ and achieves the minimum expected code length $\bar{L}^{*}=\mathcal{L}_{\text {subset }}\left(N, p_{\text {src }}, K,\left\{\operatorname{MÕDE}_{k}\right\} \mid A^{(i)}\right)$ $\left(<\bar{L}^{(i)}\right)$.

We can define the code-tree-wise expected code lengths, transition matrix, and stable distribution of $\left\{T_{k}^{*}\right\}$ respectively as $\boldsymbol{L}^{*}, P_{\text {trans }}^{*}$, and $\boldsymbol{\Pi}^{*}$. Since $\left\{T_{k}^{*}\right\}$ is defined to make its subset $\left\{T_{k}^{*} \mid k \in A^{(i)}\right\}$ achieve the minimum, we can assume without loss of generality that $\Pi_{A_{z}^{(i)} \emptyset}^{*}$ adds up to 1 .

According to step a of this proof, we can formulate as

$$
\begin{align*}
\mathbf{1}_{\left|A^{(i)}\right|} \bar{L}^{(i)} & =\left[\boldsymbol{L}^{(i)}+\left(P_{\text {trans }}^{(i)}-I_{K}\right) \boldsymbol{C}^{(i)}\right]_{A_{z}^{(i)} \emptyset}  \tag{37}\\
& =\boldsymbol{L}_{A_{z}^{(i)} \emptyset}^{(i)}+\left(P_{\text {trans } A_{z}^{(i)} A_{z}^{(i)}}^{(i)}-I_{\left|A^{(i)}\right|}\right) \boldsymbol{C}_{A_{z}^{(i)} \emptyset}^{(i)}  \tag{38}\\
& =\boldsymbol{L}_{A_{z}^{(i)} \emptyset}^{(i)}+\left(P_{\text {trans } A_{z}^{(i)} A_{z}^{(i)}}^{(i)}-I_{\left|A^{(i)}\right|}\right) \boldsymbol{C}_{A_{z}^{(i)} \emptyset}^{(i-1)}  \tag{39}\\
& =\left[\boldsymbol{L}^{(i)}+\left(P_{\text {trans }}^{(i)}-I_{K}\right) \boldsymbol{C}^{(i-1)}\right]_{A_{z}^{(i)} \emptyset} . \tag{40}
\end{align*}
$$

The transformations from Eq. (37) to Eq. (38) and from Eq. (39) to Eq. 40) come from the fact that the code trees in $\left\{T_{k}^{(i)} \mid k \in A^{(i)}\right\}$, including $T_{0}^{(i)}$, may not reach the ones in $\left\{T_{k}^{(i)} \mid k \in A_{z}^{(i)}\right\}$. Since solving Minimization problem 3 in the $i$-th iteration minimizes Eq. 40), each element does not become smaller when replacing $\boldsymbol{L}^{(i)}$ and $P_{\text {trans }}^{(i)}$ with $L^{*}$ and $P_{\text {trans }}^{*}$. Therefore, taking an inner product with $\Pi_{A_{z}^{(i)} \emptyset}^{*}$, which has only non-negative values and takes a value of 1 in total, leads to an inequality

$$
\begin{align*}
\boldsymbol{\Pi}_{A_{z}^{(i)} \emptyset}^{* \mathrm{t}} \mathbf{1}_{\left|A^{(i)}\right|} \bar{L}^{(i)} & \leq \boldsymbol{\Pi}_{A_{z}^{(i)} \emptyset}^{* \mathrm{t}}\left[\boldsymbol{L}^{*}+\left(P_{\text {trans }}^{*}-I_{K}\right) \boldsymbol{C}^{(i-1)}\right]_{A_{z}^{(i)} \emptyset} \\
\Longleftrightarrow \bar{L}^{(i)} & \leq \bar{L}^{*} \tag{41}
\end{align*}
$$

which conflicts with the assumption $\bar{L}^{*}<\bar{L}^{(i)}$. Thus, $\bar{L}^{(i)}=\mathcal{L}_{\text {subset }}\left(N, p_{\text {src }}, K,\left\{\operatorname{MÕDE}_{k}\right\} \mid A^{(i)}\right)$ when $C_{A_{z}^{(i)} \emptyset}^{(i)}=C_{A_{z}^{(i)} \emptyset}^{(i-1)}$.

From step b, the cost $\boldsymbol{C}$ does not oscillate unless $\boldsymbol{C}_{A_{z}^{(i)} \emptyset}^{(i)}=\boldsymbol{C}_{A_{z}^{(i)} \emptyset}^{(i-1)}$. When we exclude the cases where not all of the codewords available are used, the pattern of the code forest is finite, and thus $C_{A_{z}^{(i)} \emptyset}^{(i)}=C_{A_{z}^{(i)} \emptyset}^{(i-1)}$ must happen within a finite iteration. Therefore, from step c, Procedure 3 always gives an E-optimal code forest for given $K$ and $\left\{\mathrm{MO}_{\mathrm{DE}}^{k} \boldsymbol{\}}\right\}$ within a finite iteration.


Figure 5: Outline of Proof of Theorem 5.

If we want to claim that it is always $\boldsymbol{C}^{(i)} \neq \boldsymbol{C}^{(i-1)} \Longrightarrow \bar{L}^{(i-1)}>\bar{L}^{(i)}, \Pi_{k}^{(i)}$ must be non-zero for every $k$ : If some $\Pi_{k}^{(i)}$ is zero, the update in $C_{k}^{(i-1)} \rightarrow C_{k}^{(i)}$ does not influence the value in $\bar{L}^{(i)}$ since the code trees with non-zero stationary probabilities do not use the $\operatorname{cost} C_{k}^{(i)}$. Due to this fact, when $P_{\text {trans }}$ is not irreducible, it can be $\bar{L}^{(i-1)}=\bar{L}^{(i)}$ even if $\boldsymbol{C}^{(i)} \neq \boldsymbol{C}^{(i-1)}$, resulting in an oscillation of the solution.

In some cases, we can also achieve the further optimality. The proposed cost updating also allows us to easily check whether it is such a case:

Theorem 3 (F-optimality check) If we have $\boldsymbol{C}^{(i)}=\boldsymbol{C}^{(i-1)}$ in Procedure 3, the output $\left\{T_{k}\right\}$ is F-optimal for the given $K$ and $\left\{\mathrm{MõDE}_{k} \mid k \in \mathbb{Z}_{<K}^{+}\right\}$.

Proof: If $\boldsymbol{C}^{(i)}=\boldsymbol{C}^{(i-1)}$, for any code forest $\left\{T_{k}^{*}\right\}=\left\{\left(\operatorname{Cword}_{k}^{*}, \operatorname{Link}_{k}^{*}, \mathrm{Mon}_{k}\right) \mid k \in \mathbb{Z}_{<K}^{+}\right\}$with the tree-wise expected code length $\boldsymbol{L}^{*}$, transition matrix $P_{\text {trans }}^{*}$, stationary distribution $\boldsymbol{\Pi}^{*}$, and expected code length $\bar{L}^{*}$, we have

$$
\bar{L}^{(i)}=\boldsymbol{\Pi}^{* \mathrm{t}} \boldsymbol{f}_{\mathrm{obj}}^{(i+1)}\left(\boldsymbol{L}^{(i)}, P_{\text {trans }}^{(i)}\right)=\boldsymbol{\Pi}^{* \mathrm{t}} \boldsymbol{f}_{\mathrm{obj}}^{(i)}\left(\boldsymbol{L}^{(i)}, P_{\text {trans }}^{(i)}\right) \leq \boldsymbol{\Pi}^{* \mathrm{t}} \boldsymbol{f}_{\mathrm{obj}}^{(i)}\left(\boldsymbol{L}^{*}, P_{\text {trans }}^{*}\right)=\bar{L}^{*} .
$$

Therefore, $\bar{L}^{(i)}=\mathcal{L}_{\text {fixed }}\left(N, p_{\text {src }} \mid K,\left\{\operatorname{MÕDE}_{k}\right\}\right)$.

The cost updating proposed here requires all of the code trees to reach $T_{0}^{(i)}$. Otherwise, it stops with an error at the update of $\boldsymbol{C}$ because the inverse does not exist. This assumption may seem strict, and actually, the algorithm fails when the value of $\boldsymbol{C}$ is too far from the optimum. However, if we use practical initial costs shown later, code trees rarely occur which cannot reach $T_{0}$. We cannot guarantee they will never happen, but in the experiments shown in Section 7. such cases did not occur in any condition.

In fact, we can extend Procedure 3 to deal with code forests forming general Markov chains if we analyze the graphical features of the transition matrix. The extended cost updating guarantees the E-optimality without the assumption of reachability as in Theorem 1 and will never stop even if some code trees cannot reach $T_{0}^{(i)}$, whose proof is shown in the appendix. Therefore, we can decompose, in general, the construction problem of $N$-bit-delay AIFV codes into Minimization problem $\sqrt{3}$ if we focus on E-optimality.

## 5 General properties of optimal $N$-bit-delay AIFV codes

### 5.1 Mode-wise single tree

Understanding what kind of structure the optimal codes should have helps design a reasonable construction algorithm. It clarifies how much we can reduce the complexity without losing the optimality. Section 4 has revealed that considering the code-tree-wise independent problems is sufficient for the E-optimality and enables us to check the F-optimality empirically. Here, we show that the gap from the G-optimality can be filled.

Theorem 4 (Generality of F-optimality) For any decoding delay $N$ and stationary memoryless source distribution $p_{\text {src }}$

$$
\begin{equation*}
\left\{T_{k}^{*}\right\} \text { is } \mathrm{F} \text {-optimal for } K=\left|\mathbb{B} \mathbb{M}_{N}\right| \text { and }\left\{\mathrm{MO}_{\mathrm{OLE}}^{k} \boldsymbol{}\right\}=\mathbb{B M}_{N} \Longrightarrow\left\{T_{k}^{*}\right\} \text { is G-optimal. } \tag{42}
\end{equation*}
$$

It means that if we have a sufficient variety of modes, Minimization problem 2is enough to get G-optimal code forests. This theorem is based on the following fact.

Theorem 5 (Mode-wise single tree) $\operatorname{Say}\left\{T_{k}^{*} \mid k \in \mathbb{Z}_{<K^{*}}^{+}\right\}$, where $T_{k}^{*}=\left(\right.$ Cword $_{k}^{*}$, Link $_{k}^{*}$, Mode $\left.e_{k}^{*}\right)$ and $K^{*} \geq$ 2, is G-optimal. If Mode $\kappa_{\kappa}^{*}=$ Mode $\kappa_{\kappa^{\prime}}^{*}$ for some $\kappa \neq \kappa^{\prime} \in \mathbb{Z}_{<K^{*}}^{+}$, the solution of Minimization problem 2 with given $K=K^{*}-1$ and $\left\{\operatorname{Mode}_{k} \mid k \in \mathbb{Z}_{<K}^{+}\right\}=\left\{\operatorname{Mode}_{k}^{*} \mid k \neq \kappa^{\prime}\right\}$ can also be G-optimal.

It implies that a single tree for each mode is enough to make an optimal code forest. The decomposition trick introduced in Section 4 helps us to prove it, owing to the non-increasing property of the cost updating.

Proof of Theorem 55 Fig. 5 describes the outline with an example. We can assume $\left\{T_{k}^{*}\right\}$ to be a closed set without loss of generality: The objective of Minimization problem 1 depends on the stationary distribution of $\left\{T_{k}^{*}\right\}$, and we only have to consider the code trees that have non-zero stationary probability; in cases where the stationary distribution is not unique, there are some closed subsets in $\left\{T_{k}^{*}\right\}$ unreachable from each other so that we only have to pick up one of them as $\left\{T_{k}^{*}\right\}$.

Since $\left\{T_{k}^{*}\right\}$ is a closed set, we can calculate the cost $C$ as Eq. 14] in step e of Procedure 3;

$$
\begin{align*}
C_{0} & =0 \\
C_{\{0\} \emptyset} & =\left(P_{\text {trans }\{0\}\{0\}}^{*}-I_{K^{*}-1}\right)^{-1}\left(\mathbf{1}_{K^{*}-1} \bar{L}^{*}-\boldsymbol{L}_{\{0\} \emptyset}^{*}\right) \tag{43}
\end{align*}
$$

where the $k$-th element of $\boldsymbol{L}^{*}$ and $\left(k, k^{\prime}\right)$ element of $P_{\text {trans }}^{*}$ are

$$
\begin{align*}
L_{k}^{*} & =\sum_{m}\left\|\operatorname{Cword}_{k}^{*}\left(a_{m}\right)\right\|_{\text {len }} \cdot p_{\mathrm{src}}\left(a_{m}\right),  \tag{44}\\
P_{k, k^{\prime}}^{*} & =\sum_{\left\{m \mid \operatorname{Link}_{k}^{*}\left(a_{m}\right)=k^{\prime}\right\}} p_{\mathrm{src}}\left(a_{m}\right), \tag{45}
\end{align*}
$$

and $\bar{L}^{*}=\mathcal{L}_{\text {general }}\left(N, p_{\text {src }}\right)$.
Say $C_{\kappa} \leq C_{\kappa^{\prime}}$, and think of optimizing Minimization problem 3 for each code tree using $K^{*},\left\{\operatorname{MoDE}_{k}^{*} \mid k \in\right.$ $\left.\mathbb{Z}_{<K^{*}}^{+}\right\}$, and the above cost $\boldsymbol{C}$. Since $\operatorname{Mode}_{\kappa}^{*}=\operatorname{Mode}_{\kappa^{\prime}}^{*}, \operatorname{replacing}_{\operatorname{Link}}^{k}(a)=\kappa^{\prime}$ with $\operatorname{Link}_{k}(a)=\kappa$, for any $k$ and $a$, always keeps Rule 1 a and $b$ and never increases the objective function. Therefore, the code tree $T_{k}$ with $\operatorname{Link}_{k} \neq \kappa^{\prime}$ can be the optimum of Minimization problem 3 for any $k$. For the code forest $\left\{T_{k}\right\}$ with such trees, at least one of the possible stationary probabilities of $T_{\kappa^{\prime}}$ becomes zero.

As in step a of Proof of Theorem 1 , the expected code length $\bar{L}$ of $\left\{T_{k} \mid k \neq \kappa^{\prime}\right\}$ given by the above tree-wise optimization is guaranteed to be

$$
\begin{equation*}
\bar{L}^{*} \geq \bar{L} \tag{46}
\end{equation*}
$$

Since $\left\{T_{k}^{*}\right\}$ is $G$-optimal, $\bar{L}=\bar{L}^{*}=\mathcal{L}_{\text {general }}\left(N, p_{\text {src }}\right)$, and thus $\left\{T_{k}\right\}$ is also G-optimal. Note that step a of Proof of Theorem 1 holds for any stationary distribution of $P_{\text {trans }}^{(i)}$. So, this theory holds even if the stationary distribution of $\left\{T_{k}\right\}$ is not unique.

Proof of Theorem 4 From Rule 1 C, every mode Mode ${ }_{k}^{*}$ of an arbitrary G-optimal code forest should be a member of $\mathbb{B M}_{N}$. If $\left\{T_{k}^{*}\right\}$ is $F$-optimal for $K=\left|\mathbb{B M}_{N}\right|$ and $\left\{\mathrm{Mõ}_{k}\right\}=\mathbb{B M}_{N}$ but is not $G$-optimal, the $G$-optimal code forest must contain two or more code trees with the same mode. However, if so, we can get the $G$-optimal one from Minimization problem 2 with $K=\left|\mathbb{B M}_{N}\right|$ and $\left\{\mathrm{MO}_{\mathrm{DE}}^{k} \boldsymbol{\}}\right\}=\mathbb{B} \mathbb{M}_{N}$ due to Theorem 5 which conflicts with the assumption. Therefore, $\left\{T_{k}^{*}\right\}$ is G-optimal.

In particular, Theorem 5 is helpful to analyze useless modes theoretically. For example, the binary AIFV, or AIFV-2, codes 8, 11] belong to a subclass of 2-bit-delay AIFV codes. They use only two code trees whose
 in Fig. 3. However, it is recently reported 20 that AIFV-2 codes can achieve the optimal expected code length among the codes decodable with 2 bits of decoding delay. This fact means that, for stationary memoryless sources, the modes except $\left\{{ }^{\prime} \lambda\right.$ ' $\}$ and $\left\{{ }^{\prime} 011^{\prime}, ~ ' ~ 1 '\right\} ~ a r e ~ u s e l e s s ~ i n ~ m i n i m i z i n g ~ t h e ~ c o d e ~ l e n g t h ~ u n d e r ~ t h e ~ c o n d i t i o n ~ o f ~$ 2-bit decoding delay. We can explain why using Theorem 5 which we leave to the appendix.


Figure 6: Example of the copying operation used in Proof of Theorem 6.

### 5.2 Code-tree symmetry

Furthermore, we can derive a useful constraint which reduces the freedom of code forests while still keeping the generality.

Theorem 6 (Code-tree symmetry) For any decoding delay $N$ and stationary memoryless source distribution $p_{\text {src }}$, some G-optimal code forest $\left\{T_{k}\right\}$ always exists that satisfies

$$
\begin{equation*}
\operatorname{MoDE}_{\kappa}=\neg \operatorname{MoDE}_{\kappa^{\prime}} \Longrightarrow \forall a \in \mathbb{A}_{M}:\left(\operatorname{Cword}_{\kappa}(a)=\neg \operatorname{Cword}_{\kappa^{\prime}}(a), \operatorname{MoDE}_{\operatorname{Link}_{\kappa}(a)}=\neg \operatorname{MoDE}_{\operatorname{Link}_{\kappa^{\prime}}(a)}\right) \tag{47}
\end{equation*}
$$

for any $\kappa \neq \kappa^{\prime}$.

Owing to this theorem, we can omit the optimization processes for code trees having symmetric modes: We can just reuse the results of Minimization problem 3 in step b of Procedure 3 for symmetric modes by bit-reversing the code trees.

Proof of Theorem [6 Say $\left\{T_{k}^{*} \mid k \in \mathbb{Z}_{<K^{*}}^{+}\right\}$, where $T_{k}^{*}=\left(\operatorname{Cword}_{k}^{*}, \operatorname{Link}_{k}^{*}, \operatorname{Mode}_{k}^{*}\right)$ and $K^{*} \geq 1$, is $G$ optimal. Similar to Proof of Theorem 5 we assume $\left\{T_{k}^{*}\right\}$ to be a closed set without loss of generality. Note that assuming $\operatorname{MoDE}_{0}^{*}=\left\{{ }^{\prime} \lambda^{\prime}\right\}$ also does not make any loss of generality: $\operatorname{MoDE}_{0}^{*} \neq\left\{^{\prime} \lambda^{\prime}\right\}$ means there are some codewords unused for representing symbols, which never be the optimum.

Let us make some bit-reversed copies of the code trees as

$$
\begin{equation*}
T_{K^{*}+k-1}^{*} \equiv\left(\neg \operatorname{Cword}_{k}^{*}, \operatorname{Link}_{K^{*}+k-1}^{*}, \neg \operatorname{Mode}_{k}^{*}\right), \tag{48}
\end{equation*}
$$

for $1 \leq k<K^{*}$, where

$$
\operatorname{Link}_{K^{*}+k-1}^{*}(a)=\left\{\begin{array}{cl}
0 & \left(\text { if }_{\operatorname{Link}}^{k}(a)=0\right)  \tag{49}\\
K^{*}+\operatorname{Link}_{k}^{*}(a)-1 & (\text { otherwise })
\end{array}\right.
$$

for every $a$. Since all the codewords and modes are bit-reversed from $\left\{T_{k}^{*}\right\}$ and $\operatorname{Mode}_{0}^{*}=\left\{{ }^{\bullet} \lambda^{\prime}\right\}$, every copied tree in $\left\{T_{K^{*}+k-1}^{*} \mid k \in \mathbb{Z}_{<K^{*}}^{+}\right\}$also meets Rule 1 a and Fig. 6 shows an example of this copying by using the code trees in Fig. 1.

Think of the code forest $\left\{T_{k}^{*} \mid k \in \mathbb{Z}_{<2 K^{*}-1}^{+}\right\}$. The code trees in $\left\{T_{k}^{*} \mid k \in \mathbb{Z}_{<K^{*}}^{+}\right\}$never reach the ones in $\left\{T_{K^{*}+k-1}^{*} \mid k \in \mathbb{Z}_{<K^{*}}^{+}\right\}$. Besides, every tree in $\left\{T_{K^{*}+k-1}^{*} \mid k \in \mathbb{Z}_{<K^{*}}^{+}\right\}$may reach $T_{0}$ because the original code forest forms a closed set. Therefore, the transition matrix of $\left\{T_{k}^{*} \mid k \in \mathbb{Z}_{<2 K^{*}-1}^{+}\right\}$can be written as

$$
\left(\begin{array}{ccc}
P_{0,0}^{*} & \boldsymbol{P}_{0, *}^{* \mathrm{t}} &  \tag{50}\\
\boldsymbol{P}_{*, 0}^{*} & P_{\text {trans }\{0\}\{0\}}^{*} & \\
\boldsymbol{P}_{*, 0}^{*} & & P_{\text {trans }\{0\}\{0\}}^{*}
\end{array}\right)
$$

with the transition matrix $P_{\text {trans }}^{*}$ of the original code forest $\left\{T_{K^{*}+k-1}^{*} \mid k \in \mathbb{Z}_{<K^{*}}^{+}\right\}$. Bit reversing never affects the length, and thus the tree-wise expected code lengths of $\left\{T_{k}^{*} \mid k \in \mathbb{Z}_{<2 K^{*}-1}^{+}\right\}$can be written as

$$
\left(\begin{array}{c}
L_{0}^{*}  \tag{51}\\
\boldsymbol{L}_{\{0\}, \emptyset}^{*} \\
\boldsymbol{L}_{\{0\}, \emptyset}^{*}
\end{array}\right)
$$



Figure 7: Mapping of the optimality for code construction.
using the tree-wise expected code lengths $\boldsymbol{L}^{*}$ of the original set. Additionally, the stationary probabilities of the copied trees $\left\{T_{K^{*}+k-1}^{*} \mid k \in \mathbb{Z}_{<K^{*}}^{+}\right\}$are zero, and the expected code length of the total set $\left\{T_{k}^{*} \mid k \in \mathbb{Z}_{<2 K^{*}-1}^{+}\right\}$ is the same as the global minimum value $\bar{L}^{*}$.

Since every code tree in $\left\{T_{k}^{*} \mid k \in \mathbb{Z}_{<2 K^{*}-1}^{+}\right\}$may reach $T_{0}$, we can calculate the cost $\boldsymbol{C}$ as Eq. 14 in step e of Procedure 3

$$
\begin{align*}
C_{0} & =0 \\
\boldsymbol{C}_{\{0\} \emptyset} & =\left(\begin{array}{cc}
P_{\text {trans }\{0\}\{0\}}^{*}-I_{K^{*}-1} & \\
& P_{\text {trans }\{0\}\{0\}}^{*}-I_{K^{*}-1}
\end{array}\right)^{-1}\binom{\mathbf{1}_{K^{*}-1} \bar{L}^{*}-\boldsymbol{L}_{\{0\}, \emptyset}^{*}}{\mathbf{1}_{K^{*}-1} \bar{L}^{*}-\boldsymbol{L}_{\{0\}, \emptyset}^{*}} . \tag{52}
\end{align*}
$$

As a result, the cost given by $\left\{T_{k}^{*} \mid k \in \mathbb{Z}_{<2 K^{*}-1}^{+}\right\}$satisfies

$$
\begin{equation*}
C_{k}=C_{K^{*}+k-1} \tag{53}
\end{equation*}
$$

for $1 \leq k<K^{*}$.
Think of optimizing Minimization problem 3 for each code tree using $K^{*},\left\{\operatorname{MoDE}_{k}^{*} \mid k \in \mathbb{Z}_{<K^{*}}^{+}\right\}$, and the above cost $\boldsymbol{C}$. If there are some $1 \leq \kappa, \kappa^{\prime}<K^{*}\left(\kappa \neq \kappa^{\prime}\right)$ that have symmetry modes Mode $\kappa_{\kappa}^{*}=\neg$ Mode $_{\kappa^{\prime}}^{*}$ but different costs $C_{\kappa}<C_{\kappa^{\prime}}$. Owing to Eq. (53), there are always $T_{K^{*}+\kappa-1}$ and $T_{K^{*}+\kappa^{\prime}-1}$ that satisfy

$$
\begin{align*}
& \left\{\begin{array}{cll}
\text { Mode }_{K^{*}+\kappa-1}^{*} & = & \text { Mode }_{\kappa^{\prime}}^{*}, \\
C_{K^{*}+\kappa-1} & < & C_{\kappa^{\prime}}
\end{array}\right.  \tag{54}\\
& \left\{\begin{aligned}
\text { Mode }_{\kappa}^{*} & = \\
C_{\kappa} & <C_{K^{*}+\kappa^{\prime}-1}^{*}
\end{aligned}\right. \tag{55}
\end{align*}
$$

 (resp. $\operatorname{Link}_{k}(a)=\kappa$ ), for any $k$ and $a$, always keeps Rule 1 a and $b$ and never increases the objective function.

Therefore, the code-tree $T_{k}$ with $\operatorname{Link}_{k} \neq \kappa^{\prime}, K^{*}+\kappa^{\prime}-1$ can be the optimum of Minimization problem 53 for any $k$. Additionally, from Eq. (53), we can say that when $\left(\operatorname{Cword}_{\kappa}, \operatorname{Link}_{\kappa}\right.$, Mode $\left._{\kappa}^{*}\right)$ is optimal for $T_{\kappa}$, $\left(\neg \operatorname{Cword}_{\kappa}, K^{*}+\operatorname{Link}_{\kappa}-1\right.$, Mode $\left._{K^{*}+\kappa-1}^{*}\right)$ is optimal for $T_{K^{*}+\kappa-1}$.

So, every code tree in a code forest $\left\{T_{k}\right\}$ satisfying Eq. 47) can be the optimum of Minimization problem 3. For the same reason as Proof of Theorem 55 such $\left\{T_{k}\right\}$ is also $G$-optimal.

## 6 Code-forest construction algorithm

### 6.1 Outline of construction

According to the previous discussions, the cost updating for the decomposed construction problem guarantees the output code forest to be E-optimal, as illustrated in Fig. 7. Additionally, the constructed code forest may be $F$-optimal, and we can empirically check whether it is by Theorem 3 . In case we use every mode in $\mathbb{B M}_{N}$ as fixed, $F$-optimality can be sufficient for $G$-optimality.

Without disturbing these facts, we can set the following constraints on the code trees to reduce their freedom of design.


Figure 8: Outline of the proposed code construction algorithm.

Rule 2 (Full code forest condition $\left[\mathbf{1 5 ]}\right.$ ) Code forest $\left\{T_{k}\right\}$ with modes $\left\{\mathrm{MODE}_{k}\right\} \subseteq \mathbb{B M}_{N}$ follows the conditions below.

$$
\begin{equation*}
\operatorname{MODE}_{0}=\left\{‘ \lambda ’ \text { and } \forall k: \operatorname{MODE}_{k}=F_{\text {red }}\left(\operatorname{ExPANDS}_{k}\right) .\right. \tag{56}
\end{equation*}
$$

Non-full code forests have some codewords unused for representing source symbols and thus cannot be optimal.

Rule 3 (CoSMoS condition) Code forest follows the conditions below.

- Code-tree symmetry (CoS) condition: Every code tree holds Eq. (47).
- Mode-wise single-tree (MoS) condition: Each code tree in the set has a different mode.

These conditions are justified by Theorems 5 and 6 for stationary memoryless sources. Note that under CoS condition, the encoder and decoder only need to memorize one codebook for each pair of code trees with symmetric modes.

Based on the above conditions, we introduce a code-forest construction algorithm as in Fig. 8 . Although we can decompose the problem as Minimization problem [3] it is still very complex to solve in general because we need to find for each symbol the combination of codeword and link. Therefore, we formulate Minimization problem 3 as an ILP and use a common integer programming solver based on a similar idea to the previous works 8, 21.

Here, dealing with $\mathbb{B M}_{N}$ is too complex to make an ILP. $N$-bit-delay AIFV codes allow $\left|\mathbb{B M}_{N}\right|=\left(2^{2^{N-1}}-1\right)^{2}$ patterns of modes, which explode by $N$ too rapidly. Therefore, to make a practically-solvable problem, we should limit the variety of modes. Indeed, the limitation of modes makes $F$-optimality insufficient for guaranteeing $G$ optimality. However, it still allows a much broader class of codes than the conventional codes, such as AIFV-m codes, whose advantage will be experimentally shown in Section 7 .

Note that the proposed construction guarantees not to be worse than Huffman codes. This is because as long as the assumption in Theorem 1 holds, $\left\{\operatorname{MÕDE}_{k} \mid k \in A^{(i)}\right\}$ includes MõDE $\tilde{D}_{0}=\left\{{ }^{`} \lambda^{`}\right\}$, and Huffman codes are code forests of size 1 with a fixed mode $\left\{{ }^{\prime} \lambda\right.$ ' $\}$.

### 6.2 Code-tree-wise optimization

### 6.2.1 Additional constraint for limiting complexity

To introduce the additional constraint for modes, we rewrite the rules using intervals in the real-number line, which is a similar approach to the range coding 2 . For full code forests, the constraints of decodability can be written in a numerical form 15 as

$$
\begin{equation*}
\bigcup_{\mathrm{xpcw}^{\prime} \in \mathrm{ExPANDS}_{k}}\left(F_{\mathrm{prob}}(\operatorname{Expcw}) \cap F_{\mathrm{prob}}\left(\mathrm{Expcw}^{\prime}\right)\right)=\emptyset \tag{57}
\end{equation*}
$$

for Rule 1] and

$$
\begin{equation*}
\bigcup_{\text {Expcw } \in \mathrm{ExPANDS}_{k}} F_{\mathrm{prob}}(\mathrm{Expcw})=\bigcup_{\text {Query } \in \mathrm{MoDE}_{k}} F_{\mathrm{prob}}(\text { Query }) \tag{58}
\end{equation*}
$$



Figure 9: Examples of continuous and discontinuous modes with numbers identifying their leaves.
for Rule $1 \|$ b, $F_{\text {prob }}: \mathbb{W} \rightarrow \mathbb{P I}$ is a function outputting a probability interval as

$$
\begin{equation*}
F_{\text {prob }}\left(y_{0} y_{1} \cdots y_{L-1}\right)=\left[\sum_{i=0}^{L-1} \frac{y_{i}}{2^{i+1}}, \sum_{i=0}^{L-1} \frac{y_{i}}{2^{i+1}}+2^{-L}\right) \tag{59}
\end{equation*}
$$

for $y_{i} \in\{0,1\}$. Owing to this formulation, we can check the decodability of the code forests by comparing the intervals in the real-number line.

Based on the interval representation, we define a class of modes:

Definition 3 (Continuous mode) $\operatorname{MODE} \in \mathbb{B M}_{N}$ is continuous if its probability interval

$$
\begin{equation*}
\bigcup_{\text {Query } \in \mathrm{Mode}} F_{\text {prob }}(\text { Query }) \tag{60}
\end{equation*}
$$

is continuous.

Fig. 9 shows some examples. Since every mode in $\mathbb{B M}_{N}$ can be written as $F_{\text {red }}\left(\left({ }^{\prime} 0\right.\right.$ ' $\left.\oplus \mathrm{LB}\right) \cup\left({ }^{\prime} 1\right.$ ' $\left.\left.\oplus \mathrm{Ub}\right)\right)$ with some Lb, Ub $\subset \mathbb{W}_{N-1}$, the modes can be identified using the $N$-bit strings ( ${ }^{\prime} 0$ ' $\oplus \mathrm{LB}$ ) $\cup\left({ }^{\prime} 1\right.$ ' $\oplus \mathrm{Ub}$ ). We number them for convenience: The string $y_{0} y_{1} \cdots y_{N-1} \in \mathbb{W}_{N}\left(y_{0}, y_{1}, \cdots \in\{0,1\}\right)$ is numbered as

$$
\begin{array}{rr}
\sum_{i=1}^{N-1} y_{i} 2^{N-1-i} & \left(\text { if } y_{0}=0\right) \\
\sum_{i=1}^{N-1}\left(1-y_{i}\right) 2^{N-1-i} & \left(\text { if } y_{0}=1\right) \tag{62}
\end{array}
$$

Every continuous mode is represented by two groups of sequential numbers both containing ( $2^{N-1}-1$ ) and thus can be identified by using two numbers $k_{1}$ and $k_{2}$ : $k_{1}$ (resp. $k_{2}$ ) is the minimum of Eq. (61) (resp. Eq. 62p) among $y_{0} y_{1} \cdots y_{N-1}$ included in each mode. In the following discussions, we write ( $k_{1}, k_{2}$ ) to represent the continuous modes. Note that the mode $(0,0)$ is $\left\{{ }^{\prime} \lambda\right.$ ' $\}$ regardless of $N$.

Using the above definition, we introduce the following condition.

Rule 4 (Continuous mode (CoM) condition) Every mode in the code forest is continuous.

Continuous modes have $2^{2(N-1)}$ patterns, which is much more limited than the discontinuous ones. Therefore, CoM condition greatly reduces the complexity of the mode selection. Moreover, the intervals corresponding to $\operatorname{ExPAND}_{k}(a)$ also become continuous. So, when we write as

$$
\begin{align*}
\operatorname{INTER}_{k}(a) & \equiv \bigcup_{\operatorname{Expcw} \in \operatorname{ExPAND}_{k}(a)} F_{\text {prob }(\text { Expcw }),}  \tag{63}\\
\operatorname{INTER}_{k} & \equiv \bigcup_{\text {Query } \in \mathrm{MoDe}_{k}} F_{\text {prob }}(\text { Query }) \tag{64}
\end{align*}
$$

the rule in Eqs. (57) and (58) can be simplified as

$$
\begin{equation*}
\bigcup_{a \neq a^{\prime}}\left(\operatorname{INTER}_{k}(a) \cap \operatorname{INTER}_{k}\left(a^{\prime}\right)\right)=\emptyset \tag{65}
\end{equation*}
$$

$$
\begin{equation*}
\operatorname{INTER}_{k}=\bigcup_{a \in \mathbb{A}_{M}} \operatorname{INTER}_{k}(a), \tag{66}
\end{equation*}
$$

which can be checked only by comparing the lower limits and upper bounds of $\operatorname{INTER}_{k}(a)$ and $\operatorname{INTER}_{k}$. The lower limit (resp. upper bound) of $\operatorname{INTER}_{k}(a)$ depends only on the codeword $\operatorname{Cword}_{k}(a)$ and the mode number $k_{1}$ (resp. $k_{2}$ ) of the linked mode $\operatorname{Mode}_{\operatorname{Link}_{k}(a)}$. It should also be noted that code trees can be uniquely determined by their modes under MoS condition: Using CoM condition, we can uniquely write every code tree as $T_{k_{1}}^{k_{2}}$ where ( $k_{1}, k_{2}$ ) is its mode.

### 6.2.2 Integer programming formulation

Under CoM condition, the code-tree-wise Minimization problem 3 can be rewritten into an ILP problem as follows.

## ILP problem 1 (Minimization for a code tree of mode $\left(K_{1}, K_{2}\right)$ )

Variables:

$$
\begin{gather*}
m \in \mathbb{Z}_{<M}^{+}, \quad d \in \mathbb{Z}_{<D+1}^{+}, \quad k_{1}, k_{2} \in \mathbb{Z}_{<2^{N-1}}^{+}, \quad i \in \mathbb{Z}_{<D}^{+}, \quad j \in\{1,2\}  \tag{67}\\
t_{m, d}, \quad u_{m, k_{1}, k_{2}}, \quad v_{m, m^{\prime}}, \quad v_{\text {len }, m}, \quad v_{m, \mathrm{R}}, \quad w_{m, i}, \quad \bar{w}_{m, i} \quad \in\{0,1\}, \quad k_{j, m, d} \in \mathbb{Z}_{<2^{N-1}}^{+}
\end{gather*}
$$

Objective function:

$$
\begin{equation*}
\sum_{m, d} p_{\mathrm{src}}\left(a_{m}\right) \cdot d \cdot t_{m, d}+\sum_{m, k_{1}, k_{2}} p_{\mathrm{src}}\left(a_{m}\right) \cdot C_{k_{1}, k_{2}} \cdot u_{m, k_{1}, k_{2}} \tag{68}
\end{equation*}
$$

Subject to

$$
\begin{align*}
& w_{m, i}+\bar{w}_{m, i} \leq 1 \text { for all }(m, i)  \tag{69}\\
& w_{m, i+1}+\bar{w}_{m, i+1}-w_{m, i}-\bar{w}_{m, i} \leq 0 \text { for all } m \text { and } i<D-1  \tag{70}\\
& \sum_{d} t_{m, d}=1, \quad \sum_{k_{1}, k_{2}} u_{m, k_{1}, k_{2}}=1, \quad \sum_{m} v_{\mathrm{len}, m}=1, \quad \sum_{m} v_{m, \mathrm{R}}=1  \tag{71}\\
& \sum_{m^{\prime}} v_{m^{\prime}, m}+v_{\text {len }, m}=1, \quad \sum_{m^{\prime}} v_{m, m^{\prime}}+v_{m, \mathrm{R}}=1, \quad v_{m, m}=0 \text { for all } m  \tag{72}\\
& \sum_{i} w_{m, i}+\sum_{i} \bar{w}_{m, i}-\sum_{d} d \cdot t_{m, d}=0 \text { for all } m  \tag{73}\\
& k_{j, m, d}-\left(2^{N-1}-1\right) \cdot t_{m, d} \leq 0 \text { for all }(m, d, j)  \tag{74}\\
& \sum_{k_{1}, k_{2}} k_{j} \cdot u_{m, k_{1}, k_{2}}-\sum_{d} k_{j, m, d}=0 \text { for all }(m, j)  \tag{75}\\
& -\sum_{i} \frac{1}{2^{i+1}} \cdot \bar{w}_{m, i}-\sum_{i} \frac{1}{2^{i+1}} \cdot w_{m^{\prime}, i}-\sum_{d} \frac{1}{2^{d+N}} \cdot k_{2, m, d}-\sum_{d} \frac{1}{2^{d+N}} \cdot k_{1, m^{\prime}, d}+v_{m, m^{\prime}} \leq 0 \text { for all } m \neq m^{\prime} \\
& \sum_{i} \frac{1}{2^{i+1}} \cdot \bar{w}_{m, i}+\sum_{i} \frac{1}{2^{i+1}} \cdot w_{m^{\prime}, i}+\sum_{d} \frac{1}{2^{d+N}} \cdot k_{2, m, d}+\sum_{d} \frac{1}{2^{d+N}} \cdot k_{1, m^{\prime}, d}+v_{m, m^{\prime}} \leq 2 \text { for all } m \neq m^{\prime} \\
& -\sum_{i} \frac{1}{2^{i+1}} \cdot w_{m, i}-\sum_{d} \frac{1}{2^{d+N}} \cdot k_{1, m, d}+v_{\mathrm{L}, m} \leq 1-\frac{K_{1}}{2^{N}} \text { for all } m  \tag{76}\\
& \sum_{i} \frac{1}{2^{i+1}} \cdot w_{m, i}+\sum_{d}^{d} \frac{1}{2^{d+N}} \cdot k_{1, m, d}+v_{\mathrm{L}, m} \leq 1+\frac{K_{1}}{2^{N}} \text { for all } m  \tag{77}\\
& -\sum_{i} \frac{1}{2^{i+1}} \cdot \bar{w}_{m, i}-\sum_{d} \frac{1}{2^{d+N}} \cdot k_{2, m, d}+v_{m, \mathrm{R}} \leq 1-\frac{K_{2}}{2^{N}} \text { for all } m \\
& \sum_{i} \frac{1}{2^{i+1}} \cdot \bar{w}_{m, i}+\sum_{d} \frac{1}{2^{d+N}} \cdot k_{2, m, d}+v_{m, \mathrm{R}} \leq 1+\frac{K_{2}}{2^{N}} \text { for all } m \tag{78}
\end{align*}
$$

[^0]of 1 only if the lower limits (resp. upper bounds) of the probability intervals corresponding to $a_{m}$ and the mode of the code tree are equivalent. $w_{m, i}$ (resp. $\bar{w}_{m, i}$ ) is the $i$-th code symbol (resp. bit-reversed code symbol) in the codeword for $a_{m}$. When the codeword is shorter than $i$, both $w_{m, i}$ and $\bar{w}_{m, i}$ take a value of $0 . k_{j, m, d}$ takes the value of $k_{j}$ of the mode of the code tree to which the encoder switches after encoding $a_{m}$ if $a_{m}$ is located at depth $d$ of the code tree and 0 otherwise. $D$ is a predetermined maximum depth of the code tree, depending on the distribution of the source: It is about several times as large as $\log _{2} M$.

Eq. (69) forces $\bar{w}_{m, i}$ to be the bit-reversed code symbol of $w_{m, i}$. It uses an inequality to allow $w_{m, i}=\bar{w}_{m, i}=$ 0 , when the depth $i$ is deeper than the node assigned with the source symbol $a_{m}$ : When the codeword for $a_{m}$ is shorter than $i, w_{m, i}+\bar{w}_{m, i}=0$, otherwise $w_{m, i}+\bar{w}_{m, i}=1$. Eq. 70 forces $w_{m, i+1}+\bar{w}_{m, i+1}$ to be 0 when $w_{m, i}+\bar{w}_{m, i}$ is 0 , which guarantees that $w_{m, i}+\bar{w}_{m, i}$ for $i$ larger than the codeword length always becomes 0 . Eqs. (71) and (72) force the variable sets $\left\{t_{m, d} \mid d\right\},\left\{u_{m, k_{1}, k_{2}} \mid k_{1}, k_{2}\right\},\left\{v_{\mathrm{L}, m} \mid m\right\},\left\{v_{m^{\prime}, m} \mid m^{\prime}\right\} \cup\left\{v_{\mathrm{L}, m}\right\}$, $\left\{v_{m, \mathrm{R}} \mid m\right\}$, and $\left\{v_{m, m^{\prime}} \mid m^{\prime}\right\} \cup\left\{v_{m, \mathrm{R}}\right\}$ to have only one non-zero member, respectively. The summation of $w_{m, i}+\bar{w}_{m, i}$ in Eq. (73) becomes equivalent to the node assigned with the source symbol $a_{m}$. Eq. (73) makes $t_{m, d}$ to be 1 at $d$ representing the depth of $a_{m}$ 's node. Eq. (74) ensures $k_{j, m, d}$ becomes 0 for the depth $d$ that does not represent the one of $a_{m}$ 's node. Eq. 75 ) ensures $u_{m, k_{1}, k_{2}}$ becomes 1 for the mode $\left(k_{1}, k_{2}\right)$ only if the code tree switches to $T_{k_{1}}^{k_{2}}$ after encoding $a_{m}$.

Eq. (76) corresponds to Eq. (65) based on Rule 11 a. If the codeword assigned to $a_{m}$ is ' $w_{m, 0} w_{m, 1} \cdots w_{m, d^{\prime}-1}$ ' and the code tree of mode ( $k_{1, m, d^{\prime}}, k_{2, m, d^{\prime}}$ ) is selected as the next code tree, the union of the probability intervals of the respective expanded codeword becomes

$$
\begin{equation*}
\operatorname{INTER}_{k_{1, m, d^{\prime}}, k_{2, m, d^{\prime}}}\left(a_{m}\right)=\left[\sum_{i} \frac{w_{m, i}}{2^{i+1}}+\sum_{d} \frac{k_{1, m, d}}{2^{d+N}}, 1-\sum_{i} \frac{\bar{w}_{m, i}}{2^{i+1}}-\sum_{d} \frac{k_{2, m, d}}{2^{d+N}}\right) . \tag{79}
\end{equation*}
$$

This is because $w_{m, i}, \bar{w}_{m, i}, k_{1, m, d}$, and $k_{2, m, d}$ are 0 at $i \geq d^{\prime}$ and $d \neq d^{\prime}$. The inequalities in Eq. (76) are made from

$$
\begin{align*}
& \left(1-\sum_{i} \frac{\bar{w}_{m, i}}{2^{i+1}}-\sum_{d} \frac{k_{2, m, d}}{2^{d+N}}\right)-\left(\sum_{i} \frac{w_{m^{\prime}, i}}{2^{i+1}}+\sum_{d} \frac{k_{1, m^{\prime}, d}}{2^{d+N}}\right) \leq 1-v_{m, m^{\prime}} \\
& \left(1-\sum_{i} \frac{\bar{w}_{m, i}}{2^{i+1}}-\sum_{d} \frac{k_{2, m, d}}{2^{d+N}}\right)-\left(\sum_{i} \frac{w_{m^{\prime}, i}}{2^{i+1}}+\sum_{d} \frac{k_{1, m^{\prime}, d}}{2^{d+N}}\right) \geq-1+v_{m, m^{\prime}} \tag{80}
\end{align*}
$$

which force the upper bound for $a_{m}$ and the lower limit for $a_{m^{\prime}}$ to be equivalent only when $v_{m, m^{\prime}}=1$ and otherwise become trivial constraints. Eqs. (77) and (78) are for Eq. 66 based on Rule 1 b. They are derived in a similar way to Eq. (76).

It is well-known that ILP problems can be solved with a finite number of steps, for example, by the cuttingplane algorithm [22, 23]. Therefore, by combining the ILP problem above with the cost updating presented previously, we can get an E-optimal code forest within a finite number of steps.

The costs $C_{k_{1}, k_{2}}$ are updated in each iteration. Although their initial values can be set to arbitrary numbers, it is preferable to use the value near the optimum. The union of the probability interval allowed for a code tree gets limited when $k_{1}$ and $k_{2}$ become larger. The interval on the right-hand side of the constraint in Eq. (66) is $\left[K_{1} / 2^{N}, 1-K_{2} / 2^{N}\right)$, and thus the codewords given by $T_{K_{1}}^{K_{2}}$ will be about $-\log _{2}\left(1-K_{1} / 2^{N}-K_{2} / 2^{N}\right)$ bits longer compared to those given by $T_{0}^{0}$. According to this fact, it is reasonable to set the initial values as

$$
\begin{equation*}
C_{k_{1}, k_{2}}=N-\log _{2}\left(2^{N}-k_{1}-k_{2}\right) \tag{81}
\end{equation*}
$$

However, the above values assume all nodes have the same weight, which does not hold for general switching rules. This is why we need the iterative update of the costs to get the optimum.

Indeed, the above ILP problem still requires very high computational complexity compared to the prior works. Since it is a combinatorial optimization, in essence, it becomes rapidly complex, especially when $M$ increases. However, once we can construct the code tree, the encoding and decoding can be realized with simple procedures. Moreover, as we show in Section 7, the proposed code has the potential for high compression efficiency.

### 6.2.3 Relationship with conventional codes

To understand whether CoM condition is reasonable, we here compare the constraint with the conventional codes by interpreting them as AIFV ones by breaking down them into symbol-wise coding rules [15]. Under such interpretation, CoM condition does not necessarily hold for the extended Huffman codes but for the arithmetic codes. The conventional AIFV-m codes implicitly use it, too. The relationship between the arithmetic and AIFV codes has been reported in the previous work 24.


Figure 10: Theoretical relative redundancy of the constructed codebooks in binary-source cases.

There are some classes of AIFV codes reported recently [25, 26, which assume neither MoS nor CoM conditions: They use only two code trees to construct AIFV codes of an arbitrary decoding delay and allow many types of code-tree switching. In the context of $N$-bit-delay AIFV codes, they limit the code trees to two and use every available mode, including discontinuous ones. However, their code-constructing algorithm has yet to be proposed, and it would be very complex to construct by applying the algorithm proposed above. This is because we must find an optimal pair of modes among the huge freedom of modes.

Of course, Theorem 4 does not hold under CoM condition, and we cannot guarantee the G-optimality even if we can get $F$-optimal code forests. However, CoM condition is expected to be reasonable enough because it is implicitly used in the practical method as the arithmetic codes.

### 6.2.4 Construction of AIFV-m codes

The conventional AIFV- $m$ codes is a special case of $N$-bit-delay AIFV codes, the case where $N=m$ with their code trees limited to modes $(0,0)$ and $\left(2^{n}, 0\right)$ for $n=0,1, \cdots, N-2$. Therefore, the proposed algorithm also enables us to construct optimal AIFV-m codes: Only adding the following constraint to ILP problem 1 will do.

$$
\begin{equation*}
u_{m, 0, k_{2}}+\sum_{n=0}^{N-2} u_{m, 2^{n}, k_{2}}=1 \text { for all } m \tag{82}
\end{equation*}
$$

## 7 Evaluations

### 7.1 Asymptotic expected code length

### 7.1.1 Comparison of codebooks

To evaluate the compression performance, we first compared codebooks for binary source symbols $\mathcal{X}=\mathbb{A}_{2}$. It is a very simple case, but the constructed codebooks can be used for non-binary exponential sources, which play essential roles in practical use. If we want to apply the codebooks to such cases, we only need to represent the input source symbol by unary before encoding. Each bit in the unary representation of exponential sources behaves as an independent Bernoulli trial, which is optimally encoded by the codebook for $\mathbb{A}_{2}$.

For a variety of binary random sources, where $p_{\text {src }}\left(a_{0}\right)=0.51,0.52, \cdots, 0.99\left(p_{\text {src }}\left(a_{1}\right)=1-p_{\text {src }}\left(a_{0}\right)\right)$, the codebooks of AIFV- $m$, $N$-bit-delay AIFV, and the extended Huffman codes are respectively constructed. Their theoretical relative redundancy is calculated as $\left(L_{\text {code }} / H_{\text {src }}-1\right)$, where $L_{\text {code }}$ and $H_{\text {src }}$ are the expected code length and the source entropy [27], respectively. The codebooks of AIFV-m and $N$-bit-delay AIFV were given by the proposed construction algorithm using the constraint in Eq. 82p for AIFV-m codes. We here used the relative redundancy to make the results easy to compare, but there were similar relative merits even if we used the absolute redundancy.

Fig. 10 (a) plots the results for the conventional AIFV- $m$ codes of each $m$. Note that $m$ corresponds to the decoding delay for AIFV- $m$ codes. Even if we permit a longer decoding delay, the theoretical performance increases only for the higher values of $p_{\text {src }}\left(a_{0}\right)$. AIFV- $m$ codes must assign $a_{0}$ to the root to take advantage of the allowed delay. In this case, the codeword for $a_{1}$ must be $m$-bit length, which does not fit the lower value cases well.

Besides, the proposed $N$-bit-delay AIFV codes in (b) show much higher performance by permitting a longer decoding delay. Note that 2-bit-delay AIFV codes showed exactly the same performance as AIFV-2 codes in any case. This is because, as explained previously, AIFV-2 codes are sufficient to achieve G-optimality for the 2-bit-delay condition.

A comparison among the codes is presented in (c). Since the extended Huffman codes are not designed to limit the decoding delay, we compared them based on their codebook size. In this case, the number of code trees for each source was at most 90, and thus, the maximum codebook size was 180 . So, we compared them with the extended Huffman codes for $\mathcal{X}^{2}, \mathcal{X}^{5}$, and $\mathcal{X}^{8}$, whose maximum codebook size is 256 . The proposed 6 -bit-delay AIFV codes outperformed the conventional AIFV-6 and extended Huffman codes at $p_{\text {src }}\left(a_{0}\right) \geq 0.52$. We can also compare the results with Golomb-Rice codes 28,29 , well-known codes effective for exponential sources, by checking the results in the previous works $30-32$. The proposed codes are much more efficient than Golomb-Rice codes except for the sparse sources with high $p_{\text {src }}\left(a_{0}\right)$. AIFV codes need more decoding delay to compress such sources efficiently.

For the non-binary cases, we compared the codes using three source distributions introduced in the previous work (8):

$$
\begin{align*}
P_{\mathcal{X}}^{(0)}\left(a_{m}\right) & =\frac{1}{|\mathcal{X}|} \\
P_{\mathcal{X}}^{(1)}\left(a_{m}\right) & =\frac{(m+1)}{\sum_{m^{\prime}=0}^{|\mathcal{X}|-1}\left(m^{\prime}+1\right)} \\
P_{\mathcal{X}}^{(2)}\left(a_{m}\right) & =\frac{(m+1)^{2}}{\sum_{m^{\prime}=0}^{\mid \mathcal{X | - 1}\left(m^{\prime}+1\right)^{2}}} . \tag{83}
\end{align*}
$$

In this comparison, we set as $\mathcal{X}=\mathbb{A}_{5}$, where the theoretical limits of code length for $P_{\mathcal{X}}^{(0)}, P_{\mathcal{X}}^{(1)}$, and $P_{\mathcal{X}}^{(2)}$ were $2.3219,2.1493$, and $1.8427 \mathrm{bit} /$ sample, respectively.

Fig. 11 depicts the results. The codebook sizes of the proposed codes for $P_{\mathcal{X}}^{(0)}, P_{\mathcal{X}}^{(1)}$, and $P_{\mathcal{X}}^{(2)}$ were at most $(25 \times 5),(65 \times 5)$, and $(67 \times 5)$, respectively. Therefore, we compared the extended Huffman codes having codebook sizes at most $5^{4}$. On the other hand, the proposed codes of $N=4,5$ outperformed the conventional AIFV-m and extended Huffman codes in all cases.

### 7.1.2 Optimality check of the proposed codes

Next, we checked the optimality of the proposed $N$-bit-delay AIFV codes used above. Table 1 summarizes the results. Due to the numerical precision derived from the double precision floating point numbers, we here regarded the costs or expected code lengths as equal when their absolute difference was smaller than $10^{-14}$ (bit/sample). E-optimality was guaranteed by Theorem 1, so we checked the updated costs to use Theorem 3 . F-optimality empirically held for every codebook of the proposed code, with the costs being invariant by the update.


Figure 11: Theoretical relative redundancy of the constructed codebooks in non-binary-source cases.

Table 1: Optimality of the constructed $N$-bit-delay AIFV codebooks.

|  | Binary source | Non-binary source |
| :---: | :---: | :---: |
| E-optimality | Guaranteed in theory |  |
| F-optimality | Empirically checked using Theorem 3 |  |
| G-optimality | Partially checked <br> $(N=2,3)$ | - |

For binary sources with small $N$ s, we can optimize each tree in the code forest by a brute-force search, trying every possible code tree available under the given mode. It can be formulated in a simple way in the binary-input cases, which we leave to the appendix. Replacing the code-tree-wise optimization in Fig. 8 with the brute-force search for each code tree, we can construct code forests without limiting the modes. In this case, we can get a $G$-optimal codebook if the algorithm achieves $F$-optimality.

Using this approach, we made the proposed $N$-bit-delay AIFV codebooks for the binary sources shown above with $N=2,3$. In every case, every cost became invariant by the update, and we were able to get a $G$-optimal codebook for every $\left(p_{\text {src }}\left(a_{0}\right), p_{\text {src }}\left(a_{1}\right)\right.$, owing to Theorems 3 and 4 The expected code lengths did not differ from the ones by the ILP approach. Therefore, the binary-input codebooks used in the previous comparison were $G$-optimal, at least for $N=2,3$.

### 7.2 Average code length for finite sequence

Theoretically, the arithmetic codes achieve the expected code length identical to the entropy 2 . However, in practice, we have to compress data within a finite length of source symbol sequences, and they cannot achieve entropy in such cases. Therefore, there are some chances for the proposed codes to show higher efficiency than the arithmetic codes.

To investigate the actual performance, we compressed random numbers generated by the inversion method


Figure 12: Averages of relative redundancy among 10000 trials for each source in binary-source cases.

33] using the same sources and codebooks as in the above experiment. We compared with the range codes $\sqrt{2}$, a practical realization of the arithmetic codes, using 32-bit precision ranges. The source distributions were given as known values for the range codes. Different sizes of source symbol sequences were used for the comparison to see the influence of the size.

Fig. 12 shows the average relative redundancy among the trials for binary sources of sizes 512,1024 , and 2048. The range codes were designed for $\mathcal{X}=\mathbb{A}_{2}$. This result is identical to the relative redundancy of compressing non-binary exponential sources. The proposed codes of $N=6$ performed the most efficiently in almost all cases for 512 -length sequences.

Multiplying $\left(1-p_{\text {src }}\left(a_{0}\right)\right)$ to the sequence size will give us the approximate size of source symbol sequences in the case of non-binary exponential sources: If we interpret the input sequence as unary, the size of the non-binary source given by unary decoding it will be equivalent to the amount of $a_{1}$. For example, when $p_{\text {src }}\left(a_{0}\right)=0.75$, the size 512 corresponds to about 128 for non-binary sequence size, which is reasonable enough for practical use.

Fig. 13 compares for $P_{\mathcal{X}}^{(0)}, P_{\mathcal{X}}^{(1)}$, and $P_{\mathcal{X}}^{(2)}$ of sizes from 32 to 2048. The range codes were designed for $\mathcal{X}=\mathbb{A}_{5}$ in this case. The simpler methods, such as Huffman codes and AIFV codes with fewer trees, can show their best performance at the small size of inputs but have limited compression efficiency. On the other hand, more complex methods such as range codes and AIFV codes with many trees need to get large sizes of inputs to show their best performance while they can achieve much higher efficiency. As in Fig. 13 , there were some cases for every source where the proposed codes of $N=5$ showed higher efficiency than the other codes.

## 8 Conclusions

We discussed the construction of $N$-bit-delay AIFV codes, finding optimal codes for given input sources. $N$ -bit-delay AIFV codes are made by sets of code trees, namely linked code forests, and can represent every code we can make when permitting decoding delay up to $N$ bits. The code construction problem was formulated
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into three important stages, and we defined some optimality for achieving each stage: G-optimality, where the code achieves the global optimum among all the codes decodable within $N$ bits of decoding delay; F-optimality, where the code achieves the optimum among the codes using a fixed set of modes; E-optimality, where some set of modes exists, and the code achieves the optimum among the codes using them. We presented that the construction of a code forest can be decomposed into some code-tree-wise independent problems when we focus on E-optimality. Additionally, we derived an empirical way to check the $F$-optimality of the codes.

We then showed the theoretical properties of the optimal codes. We detected some set of modes that make $F$-optimality sufficient for G-optimality. We also revealed that, without loss of generality, we can let the code trees be symmetric to each other if their modes are so.

The code-tree construction method was proposed based on these ideas. By solving code-tree-wise ILP problems iteratively, we can guarantee to get E-optimal code forests.

In the experiments, we empirically checked that every constructed code was actually $F$-optimal. Furthermore, in cases of binary inputs with $N=2,3$, we could check every constructed code was $G$-optimal. The constructed $N$-bit-delay AIFV codes showed higher compression efficiency when $N \geq 3$ than the conventional AIFV- $m$ and extended Huffman codes. Moreover, in the random numbers simulation, they performed better than the 32 -bit-precision range codes under reasonable conditions.

Indeed, the proposed code-tree construction is still very complex, even though we introduced some methods of reducing complexity. However, the ideas shown here must be essential to further develop AIFV-code techniques.

## A Generalized code-tree optimization

The proposed algorithm in Procedure 3 requires some code tree in the solution to be reachable from every other one. However, this assumption does not generally hold, and several independent code forests may be given in the iteration. In such cases, we cannot calculate the inverse of $\left(P_{\operatorname{trans}\{0\}\{0\}}^{(i)}-I_{K-1}\right)$ in updating costs, and the
algorithm fails to work. Here, we extend the updating rule to work for general cases.
The transition matrix $P_{\text {trans }}^{(i)}$ can always be transformed, by some permutation, into a block triangular matrix having irreducible matrices for its diagonal blocks: It is obvious from the definition of the irreducible matrix 19]. At least one block may not reach any other blocks, and we here call it an absorption block. Since absorption blocks are not connected to any other blocks, we can modify the permutation to make them block diagonal. Therefore, we set a permutation matrix $Q^{(i)}$ to transform as

and write the other variables as

$$
\boldsymbol{L}^{(i)}=Q^{(i) \mathrm{t}}\left(\begin{array}{c}
\hat{\boldsymbol{L}}_{0}^{(i)}  \tag{85}\\
\hat{\boldsymbol{L}}_{1}^{(i)} \\
\vdots \\
\hat{\boldsymbol{L}}_{J^{(i)}-1}^{(i)}
\end{array}\right), \boldsymbol{C}^{(i)}=Q^{(i) \mathrm{t}}\left(\begin{array}{c}
\hat{\boldsymbol{C}}_{0}^{(i)} \\
\hat{\boldsymbol{C}}_{1}^{(i)} \\
\vdots \\
\hat{\boldsymbol{C}}_{J^{(i)}-1}^{(i)}
\end{array}\right), \boldsymbol{\Pi}_{j}^{(i)}=Q^{(i) \mathrm{t}}\left(\begin{array}{c}
\mathbf{0}_{\sum_{j^{\prime}=0}^{j-1} K_{j^{\prime}}^{(i)}}\left(\begin{array}{c}
\hat{\boldsymbol{\Pi}}_{j}^{(i)} \\
\\
\mathbf{0}_{\sum_{j^{\prime}=j+1}^{J^{(i)}-1} K_{j^{\prime}}^{(i)}}^{(i)}
\end{array}\right), Q^{(i)}=\left(\begin{array}{c}
\hat{Q}_{1}^{(i)} \\
\vdots \\
\hat{Q}_{J^{(i)}-1}^{(i)}
\end{array}\right):, ~(, ~
\end{array}\right)
$$

$J^{(i)}$ and $J_{\mathrm{abs}}^{(i)}$ are natural numbers; $\hat{P}_{j, j}^{(i)}$ is a $K_{j}^{(i)}$-by- $K_{j}^{(i)}$ irreducible matrix, where $K_{j}^{(i)}>0$ and $\sum_{j} K_{j}^{(i)}=K$; $\hat{Q}_{j}^{(i)}$ is a $K_{j}^{(i)}$-by- $K$ permutation matrix; $\hat{\boldsymbol{L}}_{j}^{(i)}, \hat{\boldsymbol{C}}_{j}^{(i)}$, and $\hat{\boldsymbol{\Pi}}_{j}^{(i)}$ are $K_{j}^{(i)}$-th-order column vectors. Every matrix $\left(\hat{P}_{j, 0}^{(i)}, \hat{P}_{j, 1}^{(i)}, \cdots, \hat{P}_{j, j-1}^{(i)}\right)$ for $j=J_{\mathrm{abs}}^{(i)}, \cdots, J^{(i)}-1$ has at least one non-zero element. Since $\hat{P}_{j, j}^{(i)}$ is irreducible, we can always find a unique block-wise stationary distribution $\hat{\boldsymbol{\Pi}}_{j}^{(i)}$ comprising only positive values and satisfying $\hat{\boldsymbol{\Pi}}_{j}^{(i) \mathrm{t}} \hat{P}_{j, j}^{(i)}=\hat{\boldsymbol{\Pi}}_{j}^{(i) \mathrm{t}}$ for $j \in \mathbb{Z}_{<J_{\text {abs }}^{(i)}}^{+}$. Every weighted average of $\left\{\hat{\boldsymbol{\Pi}}_{j}^{(i)} \mid j \in \mathbb{Z}_{<J_{\mathrm{abs}}^{(i)}}^{+}\right\}$becomes a stationary distribution of the transition matrix $P_{\text {trans }}^{(i)}$. Let us write the expected code lengths as $\bar{L}_{j}^{(i)}=\hat{\boldsymbol{\Pi}}_{j}^{(i) \mathrm{t}} \hat{\boldsymbol{L}}_{j}^{(i)}$.

With the above variables, the algorithm in Procedure 3 can be generalized as below.

Procedure 4 (Generalized iterative code tree construction) Follow the steps below with a given natural number $K$ and modes $\left\{\operatorname{Mõ}^{2} E_{k} \mid k \in \mathbb{Z}_{<K}^{+}\right\}$.
a. Set an initial value $\boldsymbol{C}^{(0)}$ and $i=1$.
b. Get code trees $\left\{T_{k}^{(i)}\right\}=\left\{\left(\right.\right.$ Cword $\left.\left._{k}^{(i)}, \operatorname{Link}_{k}^{(i)}, \operatorname{MODE}_{k}\right) \mid k \in \mathbb{Z}_{<K}^{+}\right\}$by solving Minimization problem 3. for each tree $T_{k}^{(i)}$ with given $K, \mathrm{MO}_{\mathrm{DE}}^{k}$, and $\boldsymbol{C}^{(i-1)}$.
c. Get the tree-wise expected code length $\boldsymbol{L}^{(i)}$ and the transition matrix $P_{\text {trans }}^{(i)}$ respectively by

$$
\begin{aligned}
L_{k}^{(i)} & =\sum_{m}\left\|\operatorname{Cword} d_{k}^{(i)}\left(a_{m}\right)\right\|_{\text {len }} \cdot p_{\text {src }}\left(a_{m}\right) \\
P_{k, k^{\prime}}^{(i)} & =\sum_{\left\{m \mid \operatorname{Link}_{k}^{(i)}\left(a_{m}\right)=k^{\prime}\right\}} p_{\mathrm{src}}\left(a_{m}\right) .
\end{aligned}
$$

d. Find a permutation matrix $Q^{(i)}$ which transforms $P_{\text {trans }}^{(i)}$ into a block triangular matrix with $J_{\text {abs }}^{(i)}$ absorption blocks sorted in the upper block diagonal part.
e. Find stationary distributions $\left\{\boldsymbol{\Pi}_{j}^{(i)}\right\}$ satisfying Eqs. 16) and 17) and calculate the respective expected code length $\bar{L}_{j}^{(i)}=\boldsymbol{\Pi}_{j}^{(i) \mathrm{t}} \boldsymbol{L}^{(i)} . \operatorname{Say} j_{*}^{(i)}=\arg \max _{j} \bar{L}_{j}^{(i)}$.
f. Update the costs as

$$
\hat{\boldsymbol{C}}_{j}^{(i)}=\left\{\begin{array}{cc}
0 & \text { if } K_{j}^{(i)}=1 \text { for } j<J_{\mathrm{abs}}^{(i)}  \tag{86}\\
\binom{0}{\left(\hat{P}_{j, j\{0\}\{0\}}^{(i)}-I_{K_{j}^{(i)}-1}\right)^{-1}\left(\mathbf{1}_{K_{j}^{(i)}-1} \bar{L}_{j}^{(i)}-\hat{\boldsymbol{L}}_{j\{0\} \emptyset}^{(i)}\right)} & \text { if } K_{j}^{(i)}>1 \text { for } j<J_{\mathrm{abs}}^{(i)} \\
\left(\hat{P}_{j, j}^{(i)}-I_{K_{j}^{(i)}}\right)^{-1}\left(\mathbf{1}_{K_{j}^{(i)}} \bar{L}_{j_{*}^{(i)}}^{(i)}-\hat{\boldsymbol{L}}_{j}^{(i)}-\sum_{j^{\prime}=0}^{j-1} \hat{P}_{j, j^{\prime}}^{(i)} \hat{\boldsymbol{C}}_{j^{\prime}}^{(i)}\right) & \text { for } j \geq J_{\mathrm{abs}}^{(i)}
\end{array} .\right.
$$

g. If $\hat{\boldsymbol{C}}_{j_{*}^{(i)}}^{(i)} \neq \hat{Q}_{j_{*}^{(i)}}^{(i)} \boldsymbol{C}^{(i-1)}-\mathbf{1}_{K_{j_{*}^{(i)}}^{(i)}} \hat{Q}_{j_{*}^{(i)}\{j \neq 0\} \emptyset}^{(i)} \boldsymbol{C}^{(i-1)}$, increment $i$ and return to $b$.
h. Output $\left\{T_{k}\right\}=\left\{T_{k}^{(i)} \mid k \in A^{(i)}\right\}$ where $A^{(i)}=\left\{k \mid k\right.$-th column of $\hat{Q}_{j_{*}^{(i)}}^{(i)}$ is not zero $\}$.

This algorithm guarantees the output to be E-optimal.

Theorem 7 (E-optimality with no assumption) Procedure 4 gives an E-optimal code forest $\left\{T_{k}\right\}$ for the given $K \in \mathbb{N}$ and $\left\{\mathrm{MO}_{\mathrm{DE}}^{k} \boldsymbol{|} \mid k \in \mathbb{Z}_{<K}^{+}\right\}$at a finite iteration.

Proof: We take the following steps to prove the theorem.
a. $\max _{j} \bar{L}_{j}^{(i-1)} \geq \max _{j} \bar{L}_{j}^{(i)}$ holds for all $i$.
b. $\max _{j} \bar{L}_{j}^{(i-1)}>\max _{j} \bar{L}_{j}^{(i)}$ if $\hat{\boldsymbol{C}}_{j_{*}^{(i)}}^{(i)} \neq \hat{Q}_{j_{*}^{(i)}}^{(i)} \boldsymbol{C}^{(i-1)}-\mathbf{1}_{\substack{K_{j_{*}}^{(i)}}} \hat{Q}_{j_{*}^{(i)}\{j \neq 0\} \emptyset}^{(i)} \boldsymbol{C}^{(i-1)}$.
c. When $\hat{\boldsymbol{C}}_{\substack{(i)}}^{(i)}=\hat{Q}_{j_{*}^{(i)}}^{(i)} \boldsymbol{C}^{(i-1)}-\mathbf{1}_{K_{j_{*}^{(i)}}^{(i)}} \hat{Q}_{j_{*}^{(i)}\{j \neq 0\} \emptyset}^{(i)} \boldsymbol{C}^{(i-1)}, \max _{j} \bar{L}_{j}^{(i)}$ is the minimum value of Minimization problem 3 for $A=A^{(i)}$.
a. Since $\hat{P}_{j, j}^{(i)}$ is irreducible for $0 \leq j<J_{\text {abs }}^{(i)}$, the 0 -th state in $\hat{P}_{j, j}^{(i)}$ is naturally reachable from every other state in the same block, and thus Theorem 2 guarantees $\left(\hat{P}_{j, j\{0\}\{0\}}^{(i)}-I_{K_{j}^{(i)}-1}\right)$ to have an inverse. In the case of $j \geq J_{\text {abs }}^{(i)}$, every state in $\hat{P}_{j, j}^{(i)}$ may reach some state in $\hat{P}_{j, j}^{(i)}$ of $j^{\prime}<J_{\text {abs }}^{(i)}$. Therefore, the set of states in $\hat{P}_{j, j}^{(i)}$ forms an open set, and from Theorem 2, we can say that $\left(\hat{P}_{j, j}^{(i)}-I_{K_{j}^{(i)}}\right)$ for $j \geq J_{\text {abs }}^{(i)}$ also has an inverse.
$\boldsymbol{\Pi}_{j_{*}^{(i)}}^{(i)}$ comprises only positive numbers, and each element in $\boldsymbol{f}_{\text {obj }}^{(i)}\left(\boldsymbol{L}^{(i-1)}, P_{\text {trans }}^{(i-1)}\right)$ is not smaller than the corresponding element in $\boldsymbol{f}_{\text {obj }}^{(i)}\left(\boldsymbol{L}^{(i)}, P_{\text {trans }}^{(i)}\right)$. Therefore, the inner products hold

$$
\begin{equation*}
\boldsymbol{\Pi}_{j_{*}^{(i)}}^{(i) \mathrm{t}} \boldsymbol{f}_{\mathrm{obj}}^{(i)}\left(\boldsymbol{L}^{(i-1)}, P_{\text {trans }}^{(i-1)}\right) \geq \boldsymbol{\Pi}_{j_{*}(i)}^{(i) \mathrm{t}} \boldsymbol{f}_{\mathrm{obj}}^{(i)}\left(\boldsymbol{L}^{(i)}, P_{\text {trans }}^{(i)}\right) . \tag{87}
\end{equation*}
$$

The right-hand side of Eq. 87) is written as

$$
\begin{equation*}
\boldsymbol{\Pi}_{j_{*}^{(i)}}^{(i) \mathrm{t}} \boldsymbol{f}_{\mathrm{obj}}^{(i)}\left(\boldsymbol{L}^{(i)}, P_{\mathrm{trans}}^{(i)}\right)=\boldsymbol{\Pi}_{j_{*}^{(i)}}^{(i) \mathrm{t}} \boldsymbol{L}^{(i)}+\boldsymbol{\Pi}_{j_{*}^{(i)}}^{(i) \mathrm{t}}\left(P_{\text {trans }}^{(i)}-I_{K}\right) \boldsymbol{C}^{(i-1)}=\bar{L}_{j_{*}^{(i)}}^{(i)} . \tag{88}
\end{equation*}
$$

On the other hand, we have

$$
\begin{equation*}
Q^{(i-1)} \boldsymbol{f}_{\mathrm{obj}}^{(i)}\left(\boldsymbol{L}^{(i-1)}, P_{\text {trans }}^{(i-1)}\right)=Q^{(i-1)} \boldsymbol{L}^{(i-1)}+Q^{(i-1)}\left(P_{\text {trans }}^{(i-1)}-I_{K}\right) Q^{(i-1) \mathrm{t}} Q^{(i-1)} \boldsymbol{C}^{(i-1)} \tag{89}
\end{equation*}
$$

and

$$
\hat{Q}_{j}^{(i-1)} \boldsymbol{f}_{\mathrm{obj}}^{(i)}\left(\boldsymbol{L}^{(i-1)}, P_{\mathrm{trans}}^{(i-1)}\right)=\left\{\begin{array}{cl}
\mathbf{1}_{K_{j}^{(i-1)}} \bar{L}_{j}^{(i-1)} & \text { for } j<J_{\mathrm{abs}}^{(i)}  \tag{90}\\
\mathbf{1}_{K_{j}^{(i-1)}} \bar{L}_{j_{*}^{(i-1)}}^{(i-1)} & \text { for } j \geq J_{\mathrm{abs}}^{(i)}
\end{array},\right.
$$

by a similar way to step a in Proof of Theorem 1 . Note that the above holds even if $K_{j}^{(i-1)}=1$ for $j<J_{\text {abs }}^{(i-1)}$ because in that case, $\hat{\boldsymbol{\Pi}}_{j}^{(i-1)}=1$ and $\hat{\boldsymbol{L}}_{j}^{(i-1)}=\bar{L}_{j}^{(i-1)}$. Since $j_{*}^{(i-1)}=\arg \max \bar{L}_{j}^{(i-1)}$, we can get the upper limit of the left-hand side of Eq. 87) as

$$
\begin{equation*}
\boldsymbol{\Pi}_{j_{*}^{(i)}}^{(i) \mathrm{t}} \boldsymbol{f}_{\text {obj }}^{(i)}\left(\boldsymbol{L}^{(i-1)}, P_{\mathrm{trans}}^{(i-1)}\right) \leq \boldsymbol{\Pi}_{j_{*}^{(i)}}^{(i) \mathrm{t}} \mathbf{1}_{K} \bar{L}_{j_{*}^{(i-1)}}^{(i-1)} \tag{91}
\end{equation*}
$$

resulting in

$$
\begin{equation*}
\bar{L}_{j_{*}^{(i-1)}}^{(i-1)} \geq \bar{L}_{j_{*}^{(i)}}^{(i)} \tag{92}
\end{equation*}
$$

b. Let us assume $\hat{\boldsymbol{C}}_{j_{*}^{(i)}}^{(i)} \neq \hat{Q}_{j_{*}^{(i)}}^{(i)} \boldsymbol{C}^{(i-1)}-\mathbf{1}_{K_{j_{*}^{(i)}}^{(i)}} \hat{Q}_{j_{*}^{(i)}\{j \neq 0\} \emptyset}^{(i)} \boldsymbol{C}^{(i-1)}$ when $\bar{L}_{j_{*}^{(i-1)}}^{(i-1)}=\bar{L}_{j_{*}^{(i)}}^{(i)}$. In the case of $\hat{Q}_{j_{*}^{(i)}}^{(i)} \boldsymbol{f}_{\mathrm{obj}}^{(i)}\left(\boldsymbol{L}^{(i-1)}, P_{\text {trans }}^{(i-1)}\right) \neq \mathbf{1}_{\left.K_{j_{*}^{(i)}}^{(i)} \bar{L}_{j_{*}^{(i-1)}}^{(i-1)}, \text { we have from Eq. } 91\right)}$

$$
\begin{equation*}
\boldsymbol{\Pi}_{j_{*}^{(i)}}^{(i) \mathrm{t}} \boldsymbol{f}_{\mathrm{obj}}^{(i)}\left(\boldsymbol{L}^{(i-1)}, P_{\text {trans }}^{(i-1)}\right)<\boldsymbol{\Pi}_{j_{*}^{(i)}}^{(i) \mathrm{t}} \mathbf{1}_{K} \bar{L}_{j_{*}^{(i-1)}}^{(i-1)}, \tag{93}
\end{equation*}
$$

and thus $\bar{L}_{j_{*}^{(i-1)}}^{(i-1)}>\bar{L}_{j_{*}^{(i)}}^{(i)}$, which would conflict with the assumption.
In the case of $\hat{Q}_{j_{*}^{(i)}}^{(i)} \boldsymbol{f}_{\text {obj }}^{(i)}\left(\boldsymbol{L}^{(i-1)}, P_{\text {trans }}^{(i-1)}\right)=\mathbf{1}_{K_{j_{*}^{(i)}}^{(i)} \bar{L}_{j_{*}^{(i-1)}}^{(i-1)} \text {. From Eq. } 90 \text {, we have } 10 \text {, }}$

$$
\begin{equation*}
\hat{Q}_{j_{*}^{(i)}}^{(i)} \boldsymbol{f}_{\mathrm{obj}}^{(i)}\left(\boldsymbol{L}^{(i-1)}, P_{\mathrm{trans}}^{(i-1)}\right)=\mathbf{1}_{K_{j_{*}^{(i)}}^{(i)}} \bar{L}_{j_{*}^{(i-1)}}^{(i-1)}=\mathbf{1}_{K_{j_{*}^{(i)}}^{(i)}} \bar{L}_{j_{*}^{(i)}}^{(i)}=\hat{Q}_{j_{*}^{(i)}}^{(i)} \boldsymbol{f}_{\mathrm{obj}}^{(i+1)}\left(\boldsymbol{L}^{(i)}, P_{\text {trans }}^{(i)}\right) . \tag{94}
\end{equation*}
$$

Here,

$$
\begin{equation*}
\hat{Q}_{j_{*}^{(i)}}^{(i)} \boldsymbol{f}_{\mathrm{obj}}^{(i+1)}\left(\boldsymbol{L}^{(i)}, P_{\mathrm{trans}}^{(i)}\right)=\hat{\boldsymbol{L}}_{j_{*}^{(i)}}^{(i)}+\left(\hat{P}_{j_{*}^{(i)}, j_{*}^{(i)}\{0\}\{0\}}^{(i)}-I_{K_{j_{*}^{(i)}}^{(i)}-1}\right) \hat{Q}_{j_{*}^{(i)}}^{(i)} \boldsymbol{C}^{(i)} \tag{95}
\end{equation*}
$$

and

$$
\begin{aligned}
\hat{Q}_{j_{*}^{(i)}}^{(i)} \boldsymbol{f}_{\mathrm{obj}}^{(i)}\left(\boldsymbol{L}^{(i)}, P_{\text {trans }}^{(i)}\right) & =\hat{\boldsymbol{L}}_{j_{*}^{(i)}}^{(i)}+\left(\hat{P}_{j_{*}^{(i)}, j_{*}^{(i)}\{0\}\{0\}}^{(i)}-I_{K_{j_{*}^{(i)}}^{(i)}-1}\right) \hat{Q}_{j_{*}^{(i)}}^{(i)} \boldsymbol{C}^{(i-1)} \\
& =\hat{\boldsymbol{L}}_{j_{*}^{(i)}}^{(i)}+\left(\hat{P}_{j_{*}^{(i)}, j_{*}^{(i)}\{0\}\{0\}}^{(i)}-I_{K_{j_{*}^{(i)}}^{(i)}-1}\right)\left(\hat{Q}_{j_{*}^{(i)}}^{(i)} \boldsymbol{C}^{(i-1)}-\mathbf{1}_{K_{j_{*}^{(i)}}^{(i)}} \hat{Q}_{j_{*}^{(i)}\{j \neq 0\} \emptyset}^{(i)} \boldsymbol{C}^{(i-1)}\right)(96)
\end{aligned}
$$

$\operatorname{because}\left(\hat{P}_{j_{*}^{(i)}, j_{*}^{(i)}\{0\}\{0\}}^{(i)}-I_{K_{j_{*}^{(i)}}^{(i)}-1}\right) \mathbf{1}_{K_{j_{*}^{(i)}}^{(i)}}=\mathbf{0}_{K_{j_{*}^{(i)}}^{(i)}}$. Since the 0-th elements of $\hat{\boldsymbol{C}}_{j_{*}^{(i)}}^{(i)}$ and $\hat{Q}_{j_{*}^{(i)}}^{(i)} \boldsymbol{C}^{(i-1)}-$ $\mathbf{1}_{K_{j_{*}}^{(i)}} \hat{Q}_{j_{*}^{(i)}\{j \neq 0\} \emptyset}^{(i)} \boldsymbol{C}^{(i-1)}$ are 0, we can get $\hat{Q}_{j_{*}^{(i)}}^{(i)} \boldsymbol{f}_{\mathrm{obj}}^{(i+1)}\left(\boldsymbol{L}^{(i)}, P_{\text {trans }}^{(i)}\right) \neq \hat{Q}_{j_{*}^{(i)}}^{(i)} \boldsymbol{f}_{\mathrm{obj}}^{(i)}\left(\boldsymbol{L}^{(i)}, P_{\text {trans }}^{(i)}\right)$ from the assumption. According to Eq. (94), it must be

$$
\begin{equation*}
\hat{Q}_{j_{*}^{(i)}}^{(i)} \boldsymbol{f}_{\mathrm{obj}}^{(i)}\left(\boldsymbol{L}^{(i-1)}, P_{\text {trans }}^{(i-1)}\right) \neq \hat{Q}_{j_{*}^{(i)}}^{(i)} \boldsymbol{f}_{\mathrm{obj}}^{(i)}\left(\boldsymbol{L}^{(i)}, P_{\text {trans }}^{(i)}\right), \tag{97}
\end{equation*}
$$

which means at least one element in $\hat{Q}_{j_{*}^{(i)}}^{(i)} \boldsymbol{f}_{\mathrm{obj}}^{(i)}\left(\boldsymbol{L}^{(i)}, P_{\text {trans }}^{(i)}\right)$ is smaller than the counterpart of $\hat{Q}_{j_{*}^{(i)}}^{(i)} \boldsymbol{f}_{\mathrm{obj}}^{(i)}\left(\boldsymbol{L}^{(i-1)}, P_{\text {trans }}^{(i-1)}\right)$. The other elements in $\hat{Q}_{j_{*}^{(i)}}^{(i)} \boldsymbol{f}_{\mathrm{obj}}^{(i)}\left(\boldsymbol{L}^{(i)}, P_{\text {trans }}^{(i)}\right)$ are smaller than or equal to the counterparts of $\hat{Q}_{j_{*}}^{(i)} \boldsymbol{f}_{\mathrm{obj}}^{(i)}\left(\boldsymbol{L}^{(i-1)}, P_{\text {trans }}^{(i-1)}\right)$, and all of the elements in $\boldsymbol{\Pi}_{j_{*}^{(i)}}^{(i)}$ are larger than 0 . Thus, taking inner products gives

$$
\begin{align*}
\boldsymbol{\Pi}_{j_{*}^{(i)}}^{(i) \mathrm{t}} \boldsymbol{f}_{\mathrm{obj}}^{(i)}\left(\boldsymbol{L}^{(i-1)}, P_{\text {trans }}^{(i-1)}\right) & >\boldsymbol{\Pi}_{j_{*}^{(i)}}^{(i) \mathrm{t}} \boldsymbol{f}_{\mathrm{obj}}^{(i)}\left(\boldsymbol{L}^{(i)}, P_{\text {trans }}^{(i)}\right) \\
\Longleftrightarrow \bar{L}_{j_{*}^{(i-1)}}^{(i-1)} & >\bar{L}_{j_{*}^{(i)}}^{(i)}, \tag{98}
\end{align*}
$$

which would conflict with the assumption. Combining the above fact with step a of this proof, we have

$$
\begin{equation*}
\hat{\boldsymbol{C}}_{j_{*}^{(i)}}^{(i)} \neq \hat{Q}_{j_{*}^{(i)}}^{(i)} \boldsymbol{C}^{(i-1)}-\mathbf{1}_{K_{j_{*}^{(i)}}^{(i)}} \hat{Q}_{j_{*}^{(i)}\{j \neq 0\} \emptyset}^{(i)} \boldsymbol{C}^{(i-1)} \Longrightarrow \bar{L}_{j_{*}^{(i-1)}}^{(i-1)}>\bar{L}_{j_{*}^{(i)}}^{(i)} . \tag{99}
\end{equation*}
$$

c. Let us assume $\bar{L}_{j_{*}^{(i)}}^{(i)}>\mathcal{L}_{\text {subset }}\left(N, p_{\text {src }}, K,\left\{\operatorname{MõDE}_{k}\right\} \mid A^{(i)}\right)$ when $\hat{\boldsymbol{C}}_{j_{*}^{(i)}}^{(i)}=\hat{Q}_{j_{*}^{(i)}}^{(i)} \boldsymbol{C}^{(i-1)}-$ $\mathbf{1}_{K_{j_{*}(i)}^{(i)}} \hat{Q}_{j_{*}(i)}^{(i)}\{j \neq 0\} \boldsymbol{\emptyset} \boldsymbol{C}^{(i-1)}$. From this assumption, we can set some feasible code forest $\left\{T_{k}^{*}\right\}=$ $\left\{\left(\operatorname{Cword}_{k}^{*}, \operatorname{Link}_{k}^{*}, \operatorname{MÕDE}_{k}\right) \mid k \in \mathbb{Z}_{<K}^{+}\right\}$whose subset $\left\{T_{k}^{*} \mid k \in A^{(i)}\right\}$ belongs to $\mathbb{L} \mathbb{F}_{M, N}$ and achieves the minimum expected code length $\bar{L}^{*}=\mathcal{L}_{\text {subset }}\left(N, p_{\text {src }}, K,\left\{\operatorname{MODE}_{k}\right\} \mid A^{(i)}\right)\left(<\bar{L}_{j_{*}^{(i)}}^{(i)}\right)$.

We can define the code-tree-wise expected code lengths, transition matrix, and stable distribution of $\left\{T_{k}^{*}\right\}$ respectively as $\boldsymbol{L}^{*}, P_{\text {trans }}^{*}$, and $\boldsymbol{\Pi}^{*}$. Since $\left\{T_{k}^{*}\right\}$ is defined to make its subset $\left\{T_{k}^{*} \mid k \in A^{(i)}\right\}$ achieve the minimum, we can assume without loss of generality that $\hat{Q}_{j}^{(i)} \boldsymbol{\Pi}^{*}$ is a zero vector when $j \neq j_{*}^{(i)}$ and $\hat{Q}_{j_{*}^{(i)}}^{(i)} \boldsymbol{\Pi}^{*}$ adds up to 1.

According to steps a and b of this proof, we can formulate as

$$
\begin{align*}
\mathbf{1}_{K_{j_{*}^{(i)}}^{(i)}} \bar{L}_{j_{*}^{(i)}}^{(i)} & =\hat{\boldsymbol{L}}_{j_{*}^{(i)}}^{(i)}+\left(\hat{P}_{j_{*}^{(i)}, j_{*}^{(i)}\{0\}\{0\}}^{(i)}-I_{K_{j_{*}^{(i)}}^{(i)}-1}\right) \hat{Q}_{j_{*}^{(i)}}^{(i)} \boldsymbol{C}^{(i)} \\
& =\hat{\boldsymbol{L}}_{j_{*}^{(i)}}^{(i)}+\left(\hat{P}_{j_{*}^{(i)}, j_{*}^{(i)}\{0\}\{0\}}^{(i)}-I_{K_{j_{*}^{(i)}}^{(i)}-1}\right)\left(\hat{Q}_{j_{*}^{(i)}}^{(i)} \boldsymbol{C}^{(i-1)}-\mathbf{1}_{K_{j_{*}^{(i)}}^{(i)}} \hat{Q}_{j_{*}^{(i)}\{j \neq 0\} \emptyset}^{(i)} \boldsymbol{C}^{(i-1)}\right) \\
& =\hat{Q}_{j_{*}^{(i)}}^{(i)} \boldsymbol{f}_{\mathrm{obj}}^{(i)}\left(\boldsymbol{L}^{(i)}, P_{\mathrm{trans}}^{(i)}\right) . \tag{100}
\end{align*}
$$

Since solving Minimization problem $[3$ in the $i$-th iteration minimizes Eq. 100), each element does not become smaller when replacing $\boldsymbol{L}^{(i)}$ and $P_{\text {trans }}^{(i)}$ with $\boldsymbol{L}^{*}$ and $P_{\text {trans }}^{*}$. Therefore, taking an inner product with $\hat{Q}_{j_{*}^{(i)}}^{(i)} \boldsymbol{\Pi}^{*}$, having only non-negative values and adding up to 1 , leads to an inequality

$$
\begin{equation*}
\bar{L}_{j_{*}^{(i)}}^{(i)} \leq \bar{L}^{*} \tag{101}
\end{equation*}
$$

which conflicts with the assumption. Thus, $\bar{L}_{j_{*}^{(i)}}^{(i)}=\mathcal{L}_{\text {subset }}\left(N, p_{\text {src }}, K,\left\{\operatorname{MÕDE}_{k}\right\} \mid \quad A^{(i)}\right)$ when $\hat{\boldsymbol{C}}_{j_{*}^{(i)}}^{(i)}=\hat{Q}_{j_{*}^{(i)}}^{(i)} \boldsymbol{C}^{(i-1)}-\mathbf{1}_{K_{j_{*}^{(i)}}^{(i)}} \hat{Q}_{j_{*}^{(i)}\{j \neq 0\} \emptyset}^{(i)} \boldsymbol{C}^{(i-1)}$.

From step b, the cost $\boldsymbol{C}$ does not oscillate unless $\hat{\boldsymbol{C}}_{j_{*}^{(i)}}^{(i)}=\hat{Q}_{j_{*}^{(i)}}^{(i)} \boldsymbol{C}^{(i-1)}-\mathbf{1}_{K_{j_{*}^{(i)}}^{(i)}} \hat{Q}_{j_{*}(i)}^{(i)}\{j \neq 0\} \emptyset \boldsymbol{C}^{(i-1)}$. The pattern of the complete code forest is finite, so the algorithm must converge within a finite iteration. Therefore, Procedure 4 always gives an E-optimal $\left\{T_{k}\right\}$.

The upper limit of the expected code length is guaranteed as above. In practice, it is reasonable to use the code forest corresponding to the absorption blocks giving the minimum $\bar{L}_{j}^{(i)}$ after the convergence. Its optimality can be checked just as Procedure 3;

Theorem 8 (F-optimality check) If we have $\boldsymbol{C}^{(i)}=\boldsymbol{C}^{(i-1)}$ in Procedure 4, $\left\{\tilde{T}_{k}\right\}=\left\{T_{k}^{(i)} \mid k \in A\right\}$, where $j_{* *}=\arg \min _{j} \bar{L}_{j}^{(i)}$ and $A=\left\{k \mid k\right.$-th column of $\hat{Q}_{j_{* *}}^{(i)}$ is not zero $\}$, is F -optimal for the given $K$ and $\left\{\mathrm{MON}_{k} \mid\right.$ $\left.k \in \mathbb{Z}_{<K}^{+}\right\}$.

 have

$$
\min _{j} \bar{L}_{j}^{(i)} \leq \boldsymbol{\Pi}^{* \mathrm{t}} \boldsymbol{f}_{\mathrm{obj}}^{(i+1)}\left(\boldsymbol{L}^{(i)}, P_{\text {trans }}^{(i)}\right)=\boldsymbol{\Pi}^{* \mathrm{t}} \boldsymbol{f}_{\mathrm{obj}}^{(i)}\left(\boldsymbol{L}^{(i)}, P_{\text {trans }}^{(i)}\right) \leq \boldsymbol{\Pi}^{* \mathrm{t}} \boldsymbol{f}_{\mathrm{obj}}^{(i)}\left(\boldsymbol{L}^{*}, P_{\text {trans }}^{*}\right)=\bar{L}^{*}
$$

Therefore, $\min _{j} \bar{L}_{j}^{(i)}=\mathcal{L}_{\text {fixed }}\left(N, p_{\text {src }} \mid K,\left\{\operatorname{MõDE}_{k}\right\}\right)$.
Furthermore, we can also guarantee that the constructed code forests achieve the expected code length not worse than Huffman codes. If we make the initial costs $C_{k}^{(0)}$ in Procedure 4 for $k \neq 0$ be sufficiently large values, $\left\{T_{k}^{(1)}\right\}$ becomes a Huffman code because it is optimal for each tree to set every Link ${ }_{k}^{(1)}$ as 0 . Since $T_{0}^{(1)}$ becomes the only absorption block of $\left\{T_{k}^{(1)}\right\}$ in this case, the code forests given by the later iterations never get worse than $T_{0}^{(1)}$, namely the Huffman code.

(a) Structures of $T_{2}^{*}, T_{3}^{*}$, and the trees made by copying the subtrees.

(b) All the cases where there are some nodes pointing to either $T_{2}^{*}$ or $T_{3}^{*}$ (upper half) and their respective reassignments (lower half).

Figure 14: Tree structures related to the modes $\left\{{ }^{6} 01\right.$, ' 10 ' $\}$ and $\left\{{ }^{\prime} 00\right.$ ', ' 11 ' $\}$. Black squares indicate the nodes with no symbol assigned.

## B Generality of AIFV-2 codes

We here explain, from the perspective of $N$-bit-delay AIFV codes, why AIFV-2 can achieve the minimum expected code length among all the codes decodable with 2 bits of decoding delay. According to the results in our previous work [15], 2-bit-delay AIFV codes can represent VV codes decodable within 2 bits of decoding delay without loss of generality. Moreover, due to Theorem 5, we need at most 9 code trees, assigned different modes described in Fig. 3, to construct an optimal code forest for a given source.

Say $\left\{T_{k}^{*} \mid k \in \mathbb{Z}_{<9}^{+}\right\}$is $G$-optimal where $T_{k}^{*}=\left(\operatorname{Cword}_{k}^{*}, \operatorname{Link}_{k}^{*}, \operatorname{Mode}_{k}^{*}\right), \operatorname{Mode}_{0}^{*}=\left\{{ }^{\prime} \lambda\right\}$, and Mode ${ }_{1}^{*}=\left\{{ }^{\prime} 01^{\prime}\right.$,
 ${ }^{\prime} 11$ ' $\}$ to construct a $G$-optimal code. Let us write as $\operatorname{MoDE}_{2}^{*}=\left\{{ }^{\prime} 01\right.$ ', ' 10 ' $\}$, and $\operatorname{MoDE}_{3}^{*}=\left\{{ }^{\prime} 00\right.$ ', ' 11 ' $\}$ without loss of generality. As illustrated in the upper half of Fig. 14 (a), $T_{2}^{*}$ and $T_{3}^{*}$ never have a symbol assigned to the nodes of ' $\lambda$ ' (root), ' 0 ', or ' 1 ': If they do, they would infringe Rule 1 b. Therefore, we can always make some additional code trees $T_{9}^{*}$ and $T_{10}^{*}$ where $\operatorname{MoDE}_{9}^{*}=\operatorname{MoDE}_{10}^{*}=\left\{{ }^{`} \lambda^{`}\right\}$ using the subtrees of $T_{2}^{*}$ and $T_{3}^{*}$, as in the lower half of Fig. 14 (a).

From Rule 1 there are 5 patterns available for the structure below the node pointing to $T_{2}^{*}$ or $T_{3}^{*}$, as in the upper half of Fig. 14 (b). Among all the code trees in $\left\{T_{k}^{*} \mid k \in \mathbb{Z}_{<11}^{+}\right\}$, reassigning the nodes and subtrees for each pattern as in the lower half of Fig. 14 (b) does not change the expected code length of the code forest: This reassignment never infringes Rule 1 although the nodes linked to $T_{2}^{*}$ or $T_{3}^{*}$ get 1 bit deeper, the next code tree $T_{9}^{*}$ or $T_{10}^{*}$ gives an exactly 1-bit shorter codeword for any symbol. Note that the reassignment changes the length of the termination codeword, but it does not affect the expected code length because it appears only once for any length of the source symbol sequence.

The reassigned code forest never links to $T_{2}^{*}$ or $T_{3}^{*}$ but achieves the minimum expected code length. So, after the reassignment, the code forest $\left\{T_{k}^{*} \mid k \in \mathbb{Z}_{<11}^{+} \backslash\{2,3\}\right\}$ constructs an optimal code where Mode ${ }_{0}^{*}=$ Mode $_{9}^{*}=$ Mode $_{10}^{*}=\left\{{ }^{`} \lambda^{\prime}\right\}$. Owing to Theorem 5, we can make a $G$-optimal code with a single tree for each mode, and thus some code forest $\left\{T_{k} \mid k \in \mathbb{Z}_{<9}^{+} \backslash\{2,3\}\right\}$, where $T_{k}=\left(\operatorname{Cword}_{k}, \operatorname{Link}_{k}, \operatorname{ModE}_{k}^{*}\right)$, can achieve the optimum. Similarly, we do not have to use the modes $\left\{{ }^{\prime} 00\right.$ ', ' 10 ' $\}$ and $\left\{{ }^{6} 01\right.$ ', ' 11 ' $\}$ to construct an optimal code.
 optimal code. Since we have shown that 4 out of 9 modes are unnecessary for constructing an optimum, we write an optimal code forest as $\left\{T_{k}^{* *} \mid k \in \mathbb{Z}_{<5}^{+}\right\}$where $T_{k}^{* *}=\left(\operatorname{Cword}_{k}^{* *}, \operatorname{Link}_{k}^{* *}, \operatorname{ModE}_{k}^{* *}\right), \operatorname{Mode}_{0}^{* *}=\left\{{ }^{`} \lambda^{\prime}\right\}$, and $\operatorname{ModE}_{1}^{* *}=\left\{{ }^{`} 01\right.$ ', ' 1 ' $\}$.

Let us assume $\mathrm{MoDE}_{2}^{* *}=\left\{{ }^{\prime} 0\right.$ ', ' 10 ' $\}$ without loss of generality. As illustrated in Fig. 15 (a), $T_{2}^{* *}$ never has a symbol assigned to the nodes of ' $\lambda$ ' or ' 1 ', and therefore we can always make a code tree $T_{5}^{* *}$ with Mode $_{5}^{* *}=\left\{{ }^{‘} 01\right.$ ', ' 1 ' $\}$ using the subtrees of $T_{2}^{* *}$. Obeying Rule 1 , there is one pattern available for the structure below the node pointing to $T_{2}^{* *}$, as in the left-hand side of Fig. 15 (b). Similar to the above discussion, we can reassign the nodes and subtrees as in the right-hand side of Fig. 15 (b) without changing the expected


Figure 15: Tree structures related to the mode $\left\{{ }^{\prime} 0\right.$ ', ' 11 ' $\}$. Black squares indicate the nodes with no symbol assigned.
code length. So, after the reassignment, the code forest $\left\{T_{k}^{* *} \mid k \in \mathbb{Z}_{<6}^{+} \backslash\{2\}\right\}$ constructs an optimal code where $\operatorname{Mode}_{1}^{* *}=\operatorname{Mode}_{5}^{* *}=\left\{{ }^{\prime} 01^{\prime},{ }^{\prime} 1\right.$ ' $\}$. Owing to Theorem 5. some code forest $\left\{T_{k} \mid k \in \mathbb{Z}_{<5}^{+} \backslash\{2\}\right\}$, where $T_{k}=\left(\operatorname{Cword}_{k}, \operatorname{Link}_{k}, \operatorname{MoDE}_{k}^{* *}\right)$, can be $G$-optimal. The same can be said for $\left\{{ }^{‘} 0{ }^{\prime},{ }^{\prime} 11^{\prime}\right\}$ and $\left\{{ }^{〔} 00^{\prime},{ }^{\prime} 1\right.$ ' $\}$.

As a result, two code trees with modes $\left\{{ }^{\prime} \lambda\right.$ ' $\}$ and $\left\{{ }^{\prime} 011^{\prime},{ }^{\prime} 1\right.$ ' $\}$ are enough to construct a $G$-optimal code. This means that the conventional AIFV-2 can achieve the minimum expected code length among all the codes decodable within a 2 -bit decoding delay.

## C Brute-force search for code-tree-wise optimization

If we focus on binary inputs $(M=2)$, it is possible to try every available code tree with a given mode. For small $N_{\mathrm{s}}$, we can solve Minimization problem $\sqrt[3]{ }$ using every mode in $\mathbb{B M}_{N}$. Under the full code forest condition, every code tree can be represented as a simple partition of some codeword set:

Theorem 9 (Code-tree representation in binary-input cases) Say $T_{k}=\left(\right.$ Cword $_{k}$, Link $_{k}$, Mode $\left._{k}\right)$ is an arbitrary code tree in full code forests of N-bit-delay AIFV codes for $\mathbb{A}_{2}$ under MoS condition. When Mode $k=$ $F_{\text {red }}\left(\left({ }^{\prime} 0\right.\right.$ ' $\left.\left.\oplus \mathrm{LB}\right) \cup\left('^{\prime}{ }^{\prime} \oplus \mathrm{UB}\right)\right) \in \mathbb{B M}_{N}$ where $\mathrm{LB}, \mathrm{UB} \subset \mathbb{W}_{N-1}, T_{k}$ can be represented by some non-empty $W, \bar{W} \subset \mathbb{W}_{N}$ satisfying $W \cup \bar{W}=\left({ }^{\prime} 0 ' \oplus \mathrm{LB}\right) \cup\left('^{\prime} 1^{\prime} \oplus \mathrm{UB}\right)$ as follows.

$$
\begin{align*}
\operatorname{Cword}_{k}\left(a_{0}\right) & =f_{\mathrm{cmn}}(W)  \tag{102}\\
\operatorname{Mode}_{\text {Link }_{k}\left(a_{0}\right)} & =F_{\text {red }}\left(f_{\text {cmn }}(W) \oslash W\right)  \tag{103}\\
\operatorname{Cword}_{k}\left(a_{1}\right) & =f_{\text {cmn }}(\bar{W})  \tag{104}\\
\operatorname{Mode}_{\text {Link }_{k}\left(a_{1}\right)} & =F_{\text {red }}\left(f_{\text {cmn }}(\bar{W}) \oslash \bar{W}\right) \tag{105}
\end{align*}
$$

The above uses an additional notation:

- $f_{\mathrm{cmn}}: \mathbb{M} \rightarrow \mathbb{W} . f_{\mathrm{cmn}}($ Words $)$ outputs the maximum-length common prefix of Words $\in \mathbb{M}$.

According to this theorem, we can make every code tree of the mode $\left.F_{\text {red }}\left({ }^{( } 0^{\prime}{ }^{\prime} \oplus \mathrm{LB}\right) \cup\left({ }^{\prime} 1^{\prime} \oplus \mathrm{Ub}\right)\right)$ only by thinking of the partitions of $\left({ }^{\prime} 0\right.$ ' $\left.\oplus \mathrm{LB}\right) \cup\left({ }^{\prime} 1\right.$ ' $\left.\oplus \mathrm{UB}\right)$. Note that $\operatorname{Link}_{k}(a)$ can be uniquely determined from the value of $\operatorname{Mode}_{\operatorname{Link}_{k}(a)}$ due to MoS condition.

For example, in making a code tree $T_{k}$ with Mode $_{k}=\left\{{ }^{\prime} 001{ }^{\prime},{ }^{\prime} 01{ }^{\prime},{ }^{\prime} 1\right.$ ' $\}$ for $N=3$, the mode can be written as Mode $_{k}=F_{\text {red }}\left(\left\{{ }^{‘} 001 ', ~ ' 010 ', ~ ' 011 ', ~ ' 100 ', ~ ' 101 ', ~ ' 110 ', ~ ' 111 '\right\}\right) . ~ T h e r e ~ a r e ~ 126 ~ p a r t i t i o n s ~ w h i c h ~ m a k e s ~\{' 001 ', ~$ ' 010 ', ' 011 ', ' 100 ', ' 101 ', ' 110 ', ' 111 '\} into $W$ and $\bar{W}$, counting the permutations. We can try every partition to find the best tree for Minimization problem 3\}. If we try $W=\left\{{ }^{\prime} 001,{ }^{\prime}, 010 '\right\}$ and $\bar{W}=\left\{{ }^{\prime} 011\right.$ ', '100', '101', ' 110 ', ' 111 ' $\}$, for instance, we have $\operatorname{Cword}_{k}\left(a_{0}\right)=$ ' 0 ', $\operatorname{Mode}_{\operatorname{Link}_{k}\left(a_{0}\right)}=\left\{{ }^{\prime} 01\right.$ ', ' 10 ' $\}$, $\operatorname{Cword}_{k}\left(a_{1}\right)=' \lambda$ ', and Mode $_{\text {Link }_{k}\left(a_{1}\right)}=\left\{{ }^{〔} 011\right.$ ', ' 1 ' $\}$.

To prove the above theorem, we introduce a lemma about the expanded codewords.

Lemma 1 (Expanded codewords in binary-input cases) In full code forests of $N$-bit-delay AIFV codes for $\mathbb{A}_{2}$, every expanded codeword is at most $N$-bit length.

Proof of Lemma 1 For an arbitrary code tree $T_{k}$, we can write one of the expanded codewords corresponding to a source symbol $a_{0}$ as

$$
\begin{equation*}
\operatorname{Expcw}=\operatorname{Cword}_{k}\left(a_{0}\right) \oplus \text { Query } \in \operatorname{ExpAND}_{k}\left(a_{0}\right) \tag{106}
\end{equation*}
$$

where Query $\in \operatorname{MoDE}_{\operatorname{Link}_{k}\left(a_{0}\right)}\left(\in \mathbb{B M}_{N}\right)$. Let us assume $\|\operatorname{Expcw}\|_{\text {len }}>N$. In this case, $\operatorname{Cword}_{k}\left(a_{0}\right)$ is at least 1-bit length because Query $\leq N$. Since $\|\mathrm{Expcw}\|_{\text {len }}>N$, the expanded codeword is longer than 1 bit, and thus we can write it as

$$
\begin{equation*}
\text { Expcw }=\left(y_{\text {head }} \oplus w_{\text {middle }}\right) \oplus y_{\text {tail }} \tag{107}
\end{equation*}
$$

using some $y_{\text {head }}, y_{\text {tail }} \in \mathbb{W}_{1}$ and $w_{\text {middle }} \in \mathbb{W}$.
Under this assumption, the following facts must hold.
a. $\left(y_{\text {head }} \oplus w_{\text {middle }}\right) \oplus\left(\neg y_{\text {tail }}\right) \notin \operatorname{ExPAND}_{k}\left(a_{0}\right)$
b. $\left(y_{\text {head }} \oplus w_{\text {middle }}\right) \oplus\left(\neg y_{\text {tail }}\right) \in \operatorname{ExPAND}_{k}\left(a_{1}\right)$
c. $\exists$ Suffix $\in \mathbb{W}:\left(\neg y_{\text {head }}\right) \oplus$ Suffix $\in \operatorname{ExpAND}_{k}\left(a_{1}\right)$
[Reason for a] It obviously holds when Query $=$ ' $\lambda$ ' because $\operatorname{ExPAND}_{k}\left(a_{0}\right)=\operatorname{Cword}_{k}\left(a_{0}\right) \oplus\left\{{ }^{\prime} \lambda^{\prime}\right\}=$ $\left\{\left(y_{\text {head }} \oplus w_{\text {middle }}\right) \oplus y_{\text {tail }}\right\}$. In cases of Query $\neq{ }^{\prime} \lambda^{\prime}$, if we assume $\left(y_{\text {head }} \oplus w_{\text {middle }}\right) \oplus\left(\neg y_{\text {tail }}\right) \in \operatorname{ExPAND}_{k}\left(a_{0}\right)$, both $\left(\operatorname{Cword}_{k}\left(a_{0}\right) \oslash\left(y_{\text {head }} \oplus w_{\text {middle }}\right)\right) \oplus y_{\text {tail }}$ and $\left(\operatorname{Cword}_{k}\left(a_{0}\right) \oslash\left(y_{\text {head }} \oplus w_{\text {middle }}\right)\right) \oplus\left(\neg y_{\text {tail }}\right)$ should belong to $\operatorname{MODE}_{\operatorname{Link}_{k}\left(a_{0}\right)}$. This fact conflicts with $\operatorname{MoDE}_{\operatorname{Link}_{k}\left(a_{0}\right)} \in \mathbb{B M}_{N}$ because $\mathbb{B M}_{N}$ requires the members not to have any full partial tree.
[Reason for b] If $\left(y_{\text {head }} \oplus w_{\text {middle }}\right) \oplus\left(\neg y_{\text {tail }}\right) \notin \operatorname{ExpAND}_{k}\left(a_{1}\right),\left(y_{\text {head }} \oplus w_{\text {middle }}\right) \oplus\left(\neg y_{\text {tail }}\right)$ cannot be a member of EXPANDS ${ }_{k}$. Therefore, with the proposition a, Expcw becomes a member of $F_{\text {red }}\left(\right.$ Expands $\left._{k}\right)$ because it cannot make any full partial tree. Combining this fact with the full code forest condition, MODE ${ }_{k}$ must contain Expcw. However, it conflicts with $\operatorname{MoDE}_{k} \in \mathbb{B M}_{N}$ because $\|$ Expcw $\|_{\text {len }}>N$.
$\left[\right.$ Reason for c] Since $y_{\text {head }} \preceq \operatorname{Cword}_{k}\left(a_{0}\right), \forall$ Suffix $\in \mathbb{W}:\left(\neg y_{\text {head }}\right) \oplus \operatorname{Suffix} \notin \operatorname{ExpAND}_{k}\left(a_{0}\right)$. If $\operatorname{ExpAND}_{k}\left(a_{1}\right)$ also does not include any codeword beginning with $\neg y_{\text {head }}$, ExPANDS ${ }_{k}$ must have a common prefix $y_{\text {head }}$. In this case, from the full code forest condition, $\mathrm{MODE}_{k}$ must also have a common prefix $y_{\text {head }}$, which conflicts with $\mathrm{MODE}_{k} \in \mathbb{B M}_{N}$.

From the propositions b and c, $\operatorname{Cword}_{k}\left(a_{1}\right)$ must be ' $\lambda$ '. Therefore, from the proposition b, $\operatorname{MoDE}_{\operatorname{Link}_{k}\left(a_{1}\right)}$ must contain $\left(y_{\text {head }} \oplus w_{\text {middle }}\right) \oplus\left(\neg y_{\text {tail }}\right)$. However, it is longer than $N$ bits, which conflicts with $\operatorname{MoDE}_{\operatorname{Link}_{k}\left(a_{1}\right)} \in \mathbb{B M}_{N}$. So, every expanded codeword is at most $N$-bit length.

Proof of Theorem 9 For arbitrary fixed-length binary-string sets $\operatorname{Words}_{N}, \operatorname{Words}_{N}^{\prime} \subset \mathbb{W}_{N}$,

$$
\begin{equation*}
\operatorname{Words}_{N}=\operatorname{Words}_{N}^{\prime} \Longleftrightarrow F_{\text {red }}\left(\operatorname{Words}_{N}\right)=F_{\text {red }}\left(\operatorname{Words}_{N}^{\prime}\right) \tag{108}
\end{equation*}
$$

holds: When we interpret $\mathrm{Words}_{N}$ and $\mathrm{Words}_{N}^{\prime}$ as trees, the way of cutting off all of their full partial trees is obviously unique; when we interpret $F_{\text {red }}\left(\operatorname{WORDS}_{N}\right)$ and $F_{\text {red }}\left(\operatorname{WorDS}_{N}^{\prime}\right)$ as trees, there is only one way to append some full partial trees to their leaves when we make every leaf be $N$-bit depth.

According to Lemma 1 , every expanded codeword is at most $N$-bit length. Therefore,

$$
\begin{equation*}
F_{\text {red }}\left(\operatorname{ExPANDS}_{k}\right)=F_{\text {red }}\left(\bigcup_{\operatorname{Expcw} \in \operatorname{ExPANDS}_{k}} \operatorname{Expcw} \oplus \mathbb{W}_{N-\|\operatorname{Expcw}\|_{\text {len }}}\right) \tag{109}
\end{equation*}
$$

Owing to the full code forest condition, Mode $_{k}=F_{\text {red }}\left(\left({ }^{\prime} 0 ' \oplus \mathrm{LB}\right) \cup\left({ }^{\prime} 1 ' \oplus \mathrm{UB}\right)\right)$, and Eq. 108),

$$
\begin{equation*}
\text { Expcw } \oplus \mathbb{W}_{N-\|E x p c w\|_{\text {len }}}=\left({ }^{\prime} 0^{\prime} \oplus \mathrm{LB}\right) \cup\left({ }^{\prime} 1^{\prime} \oplus \mathrm{UB}\right) \tag{110}
\end{equation*}
$$

Here, from Rule 1 a, there is no overlap between $\operatorname{Expand}_{k}\left(a_{0}\right)$ and $\operatorname{Expand}_{k}\left(a_{1}\right)$, and thus we can define a partition $(W, \bar{W})$ of (' 0 ' $\oplus \mathrm{LB}) \cup\left({ }^{\prime} 1^{\prime} \oplus \mathrm{UB}\right)$ for an arbitrary code tree $T_{k}$ that makes

$$
\begin{align*}
\bigcup_{\operatorname{Expcw} \in \operatorname{ExPAND}_{k}\left(a_{0}\right)} \operatorname{Expcw} \oplus \mathbb{W}_{N-\|\operatorname{Expcw}\|_{\text {len }}} & =W  \tag{111}\\
\bigcup_{\operatorname{Expcw}^{\prime} \in \operatorname{ExPAND}_{k}\left(a_{1}\right)} \operatorname{Expcw}^{\prime} \oplus \mathbb{W}_{N-\left\|\operatorname{Expcw}^{\prime}\right\|_{\text {len }}} & =\bar{W}
\end{align*}
$$

From Eq. 111, we have

$$
\begin{equation*}
\operatorname{Cword}_{k}\left(a_{0}\right) \oplus\left(\bigcup_{\text {Query } \in \operatorname{MoDE}_{\text {Link }_{k}\left(a_{0}\right)}} \text { Query } \oplus \mathbb{W}_{N-\| \operatorname{Cword}_{k}\left(a_{0}\right) \oplus \text { Query } \|_{\text {len }}}\right)=W \tag{113}
\end{equation*}
$$

Since $\operatorname{MODE}_{\operatorname{Link}_{k}\left(a_{0}\right)} \in \mathbb{B M}_{N}, \operatorname{MoDE}_{\operatorname{Link}_{k}\left(a_{0}\right)}$ has no common prefix, and thus

$$
\begin{equation*}
\operatorname{Cword}_{k}\left(a_{0}\right)=f_{\mathrm{cmn}}(W) \tag{114}
\end{equation*}
$$

Therefore, from Eq. 113,

$$
\begin{equation*}
F_{\text {red }}\left(\bigcup_{\text {Query } \in \operatorname{MoDE}_{\operatorname{Link}_{k}\left(a_{0}\right)}} \text { Query } \oplus \mathbb{W}_{N-\| \operatorname{Cword}_{k}\left(a_{0}\right) \oplus \text { Query } \|_{\text {en }}}\right)=F_{\text {red }}\left(\operatorname{MoDE}_{\operatorname{Link}_{k}\left(a_{0}\right)}\right)=F_{\text {red }}\left(f_{\text {cmn }}(W) \oslash W\right) \tag{115}
\end{equation*}
$$

Due to $\operatorname{MODE}_{\operatorname{Link}_{k}\left(a_{0}\right)} \in \mathbb{B M}_{N}, \operatorname{MODE}_{\operatorname{Link}_{k}\left(a_{0}\right)}$ has no full partial tree, so it is invariant by $F_{\text {red }}$. As a result, we have

$$
\begin{equation*}
\operatorname{MODE}_{\operatorname{Link}_{k}\left(a_{0}\right)}=F_{\text {red }}\left(f_{\mathrm{cmn}}(W) \oslash W\right) \tag{116}
\end{equation*}
$$

The same can be said for $a_{1}$ with $\bar{W}$.

Note that in cases of non-binary inputs, we cannot try every code tree as easily as stated above. Even in the binary-input cases, the brute-force search becomes impractical quickly as $N$ increases: For $N=3$, we only have to think of 254 partitions for $T_{0}$, making two labeled non-empty subsets from a set of size 8 , but it grows up to 65534 patterns when $N=4$. Therefore, in general, it is reasonable to use ILP approach as in Section 6 .
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[^0]:    $C_{k_{1}, k_{2}}$ is a cost for selecting $T_{k_{1}}^{k_{2}}$ as the next code tree. $t_{m, d}$ takes a value of 1 only if the node assigned with the source symbol $a_{m}$ is located at depth $d$ of the code tree. $u_{m, k_{1}, k_{2}}$ takes a value of 1 only if the code tree switches to $T_{k_{1}}^{k_{2}}$ after encoding $a_{m} . v_{m, m^{\prime}}$ takes a value of 1 only if the upper bound of the probability interval corresponding to $a_{m}$ is equal to the lower limit of the one corresponding to $a_{m^{\prime}} \cdot v_{\mathrm{L}, m}$ (resp. $v_{m, \mathrm{R}}$ ) takes a value

