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Abstract

Scene text recognition (STR) in the wild frequently en-
counters challenges when coping with domain variations,
font diversity, shape deformations, etc. A straightforward
solution is performing model fine-tuning tailored to a spe-
cific scenario, but it is computationally intensive and re-
quires multiple model copies for various scenarios. Re-
cent studies indicate that large language models (LLMs)
can learn from a few demonstration examples in a training-
free manner, termed “In-Context Learning” (ICL). Never-
theless, applying LLMs as a text recognizer is unacceptably
resource-consuming. Moreover, our pilot experiments on
LLMs show that ICL fails in STR, mainly attributed to the
insufficient incorporation of contextual information from di-
verse samples in the training stage. To this end, we intro-
duce E?STR, a STR model trained with context-rich scene
text sequences, where the sequences are generated via our
proposed in-context training strategy. E>’STR demonstrates
that a regular-sized model is sufficient to achieve effective
ICL capabilities in STR. Extensive experiments show that
E2STR exhibits remarkable training-free adaptation in var-
ious scenarios and outperforms even the fine-tuned state-
of-the-art approaches on public benchmarks. The code is
released at https://github.com/bytedance/E2STR.

1. Introduction

Scene Text Recognition (STR) is a fundamental task in
computer vision, with extensive applications in several do-
mains such as autonomous driving [45], augmented reality
[30, 33], industrial print recognition [28] and visual under-
standing [26].

Current progress in STR [3, 17, 20, 35] has demonstrated
remarkable performance in numerous scenarios.

However, as shown in Figure 1 (a), STR models are sup-
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Figure 1. Demonstration of real-world scene text scenarios and
the adaptation pipeline. (a) Diversified scenarios of scene text
in the real world. (b) The adaptation pipeline of current meth-
ods. They typically have to fine-tune upon a trained STR model
with the training set, under a specific scenario. (c) The adapta-
tion pipeline of our proposed E>STR. Our method automatically
selects in-context prompts and performs training-free adaptation
when faced with novel scenarios. Blue characters denote ambigu-
ous scene text that is easily misrecognized.

posed to perform robustly over diversified scenarios in the
real world, where the scene text is hard to recognize be-
cause of domain variation, font diversity, shape deforma-
tion, etc. As shown in Figure 1 (b), a straightforward so-
lution involves collecting the corresponding data and then
fine-tuning the model for the specific scenario [3, 17, 20].
This process is computationally intensive and requires mul-
tiple model copies for diverse scenarios.

The development of a comprehensive and reliable STR
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Figure 2. Our pilot experiments. (a) The randomly concatenated
scene text sequence. (b) Our proposed context-rich scene text se-
quence. (c) By training an STR model based on the randomly
concatenated scene text sequence, we evaluate the model on three
cross-domain datasets.

model that can effectively handle many real-world scenarios
remains a significant challenge.

Fortunately, plenty of studies [1, 6, 21, 38] have shown
that Large Language Models (LLMs) can easily adapt with-
out additional training. This adaptation is achieved by lever-
aging only a handful of input-label pairs as context (prompt-
ing information), a phenomenon known as “In-Context
Learning” (ICL). The advantages of ICL inspire our inter-
est in implementing it in STR, such that by fetching a few
in-context prompts, a single model can be rapidly adapted
to various scenarios without fine-tuning.

However, the equipment of ICL in STR still poses
challenges under the existing circumstances. Firstly, it
is deemed excessively costly to apply Multi-Modal Large
Language Models (M-LLMs) with billions of parameters as
a scene text recognizer. And the ICL capabilities in regular-
sized models have been barely explored currently.

Secondly, it is hard to acquire ICL capabilities for a STR
model with current training strategies. Previous studies
have observed that sending image-text sequences for train-
ing would naturally endow ICL for M-LLMs [1, 21, 38],
while such a phenomenon is hard to achieve in STR. As
shown in Figure 2 (a), we generate sequential training data
by randomly concatenating scene text samples. This prac-
tice fails as the trained model does not exhibit any perfor-
mance improvement even when provided with in-domain
prompts (Figure 2 (c)). The major cause of this failure is the
lack of context in the generated scene text sequences dur-
ing the training phase. The arbitrary concatenation of scene
text does not provide any contextual information (i.e., sam-
ple connections) between different samples (Figure 2 (a)).
Consequently, the model lacks the ability to effectively use
information derived from in-context prompts(Figure 2 (c)),
which implies that in-context training is essentially impor-
tant for the effective implementation of ICL in STR.

Based on the above analysis, we propose E2STR (Ego-
Evolving STR), a paradigm that facilitates adaptation across
diverse scenarios in a training-free manner. Specifically,
we propose an in-context training strategy, which en-
ables the model to exploit contextual information from
the generated context-rich scene text sequences (Figure 2

(b)). The context-rich scene text sequences are formed us-
ing our ST-strategy, which involves random Splitting and
Transformation of scene text, hence generating a set of
“sub-samples”. The sub-samples are inner-connected in
terms of both visual and linguistic aspects. In the inference
stage, E2STR fetches in-context prompts based on visual
similarities, and utilizes the prompts to assist the recogni-
tion, shown in Figure 1 (c). In practice, it is found that
with proper training and inference strategies, ICL capabili-
ties can also be observed in regular-sized STR models (hun-
dreds of millions of parameters).

Finally, the proposed E2STR effectively captures contex-
tual information from the in-context prompts and performs
rapid adaptation in various novel scenarios in a training-
free manner (Please refer to Section 4.2). On common
benchmarks, E2STR achieves SOTA results, with an av-
erage improvement of 0.8% over previous methods and
1.1% over itself without ICL. Most importantly, when eval-
uated on unseen domains, E2STR achieves impressive per-
formance with only a few prompts, even outperforming the
fine-tuning results of SOTA methods by 1.2%. Our contri-
butions are summarized below:

(1) We propose E2STR, a robust STR paradigm that
can perform rapid adaptation over diverse scenarios in a
training-free manner.

(2) We provide an in-context training strategy for equip-
ping STR models with ICL capabilities, as well as an in-
context inference strategy for STR models to leverage con-
textual information from in-context prompts.

(3) We demonstrate that ICL capabilities can be effec-
tively incorporated into regular-sized STR models via ap-
propriate training and inference strategies.

(4) Extensive experiments show that E2STR exceeds
state-of-the-art performance across diverse benchmarks,
even surpassing the fine-tuned approaches in unseen do-
mains.

2. Related Work
2.1. Scene Text Recognition

Recent years have witnessed extensive studies in STR,
which can be generally divided into Language-free meth-
ods and Language-aware methods.

Language-free STR. Language-free models directly utilize
visual features for prediction, without considering the rela-
tionship between the characters. In this branch CTC-based
[11] methods [5, 24] play the most prominent part. They
typically consist of a CNN for feature extraction and an
RNN for sequential feature processing, which are trained
end-to-end with the CTC loss [11]. Other methods like
[23, 40] focus on treating STR as a character-level seg-
mentation task. The lack of linguistic information limits
the application of language-free methods in scenarios with



occluded or incomplete characters.

Language-aware STR. Language-aware models leverage
linguistic information to assist the recognition, typically uti-
lizing an external language model (LM) [10, 44] or train-
ing internal LMs [2, 7, 36]. SRN [44] and ABINet [10]
feed visual predictions to an external LM for linguistic re-
finement. The direct application of an external LM with-
out considering visual features leads to possible erroneous
correction. On the other hand, methods like PARSeq [3]
and MAERec [17] implicitly train an internal LM in an
auto-regressive manner, which have achieved decent perfor-
mance. In this paper we base our model on the language-
aware design, training a transformer-based language de-
coder inner-connected with the vision encoder.

2.2. Multi-Modal In-Context Learning

Recent large language models (LLMs) [6, 46] have demon-
strated their excellent few-shot adaptation capabilities. By
concatenating a few examples with the input as the prompt
at reference time, LLMs quickly adapt to novel tasks with-
out parameter updating. This phenomenon introduces a
novel learning paradigm termed “In-Context Learning”.
Meanwhile, unlike LLMs, vision-language models (VLMs)
struggle to understand complex multi-modal prompts [47].
A large set of approaches [13—15, 34] have been proposed
to empower VLMs with multi-modal in-context learning
(M-ICL) capabilities, but they typically utilize vision mod-
els (like image caption models) to translate images to text
[15, 34, 43], or view the LLM as a scheduler learning to
call vision experts based on a few examples [13]. These
approaches do not truly establish a VLM with M-ICL capa-
bilities. Recently, several work [1, 21, 38] proposes to train
VLMs with sequential multi-modal data, and have achieved
great success in prompting VLMs with multi-modal exam-
ples. In this paper, we aim to train a scene text recognizer
equipped with M-ICL capabilities based on this sequential
training paradigm. We demonstrate that the arbitrary con-
catenation of scene text fails as stated above, which moti-
vates us to generate context-rich scene text sequences.

3. Methodology

3.1. Preliminary of Multi-Modal In-Context Learn-
ing

Multi-modal in-context Learning enables M-LLMs to per-
form quick adaptation in downstream tasks in a training-free
manner, hence eliminating the redundant computation and
time expenses of fine-tuning. In this subsection, we intro-
duce how to formulate multi-modal in-context learning for
addressing the STR task.

For a scene text tuple (x,y) where x is the scene image
and y is the ground-truth text, the STR task involves gen-
erating the label y by maximizing the conditional probabil-

ity under the classic auto-regressive paradigm as follows:
p(ylx) = HzL:1 p(y;|®,y;), where y, is the I-th charac-
ter in y, y; is the set of preceding characters, and L is the
number of characters in y.

While previous state-of-the-art studies typically need to
fine-tune pre-trained models when confronted with novel
scenarios [3, 17, 20], we propose in this study to leverage
multi-modal in-context learning to enable STR models to
be rapidly adapted across diverse scenarios without fine-
tuning. Specifically, we define the probability of generating
the target label y for a given image = and the multi-modal
context C' as follows:

L
p(ylz,C) = Hp(yleiv sl {yy, 7y$7.;y<l})7
=1

vision context language context

ey
where the context C' = {(x§,y5), -, (€, yS)} is the set
of the in-context prompts, (x$, y) are the scene image and
the ground-truth text of the context prompts, and n is the
number of context prompts.

3.2. Framework Overview and Model Architecture

Our proposed E2STR consists of three stages. Firstly,
E2STR is trained in the standard auto-regressive framework
to learn the fundamental STR ability.

Secondly, as shown in the top of Figure 3, E?STR is
further trained based on our proposed In-Context Training
paradigm. In this stage EZSTR learns to understand the con-
nection between different samples, allowing it to profit from
in-context prompts. Finally, as shown in the bottom of Fig-
ure 3, E2STR fetches in-context prompts based on visual
similarity during inference, allowing the test sample to ab-
sorb context information.

As shown in the top of Figure 3, the model architecture
of E2STR consists of a vision encoder and a language de-
coder. The vision encoder receives image inputs and the
language decoder processes text inputs in an auto-regressive
manner. Following [1], a set of cross attention layers are uti-
lized to bridge the output tokens of the vision encoder and
the language decoder. Under the ICL framework, the vision
encoder receives numerous images as input. To control the
length of the vision token sequence, a fixed number of query
tokens are learned by performing cross attention against the
output tokens of the vision encoder.

3.3. Training Strategy

Our training process is split into two stages: vanilla STR
training and in-context STR training.

3.3.1 Vanilla Scene Text Recognition Training

The first training phase seeks to provide E2STR with the
fundamental skills in STR. For a scene text tuple (x, y) the
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in the test sample is easﬂy misrecognized as “q”. With the vision-language
in the first in-context prompt), E>STR rectifies the result Note that in practice the

in-context pool maintains image tokens and thus does not need to go through the vision encoder.
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Figure 4. Illustration of the split strategy, the transform strategy,
and how we hybrid them in practice.

input to the vision encoder is = and the initial input to the
language decoder is a start token </s>. The training in this
phase makes use of the next-token prediction loss:

L

- Zlogp(yz|y<l, x)|, (2)

=1

L =E@,y)~p

where D is the training set.

3.3.2 In-Context Training

The objective of the in-context training phase is to equip
E2STR with the capability of In-Context Learning. As de-
picted in the top of Figure 3, the model is trained with
context-rich scene text sequences as stated before. In these
sequences, we interleave a placeholder </i> in the text for
each image. This serves to make the language decoder dis-
tinguish between different samples following [1]. In this
stage, we propose two strategies to generate context-rich
scene text sequences: the Split Strategy and the Transform
Strategy (the ST strategy).

The Split Strategy. As shown in Figure 4 (a), when pre-
sented with a training tuple (x,y), we split the sample and
hence generating a set of “sub-samples”. It is evident that
the sub-samples exhibit a strong connection to the original
training sample. Furthermore, the sub-samples themselves
demonstrate interconnectivity as they overlap with one an-
other. Next, we proceed to concatenate the sub-samples
with (z,y) and additional randomly selected samples to
form a context-rich sample sequence.

We randomly shuffle the whole sequence before gener-
ating the actual input text (i.e., interleaving the </i> token
to the text sequence).

In practice, to accurately split the training samples, we



synthesize 600k scene text images based on [4] and record
the accurate bounding boxes of every single character. Our
subsequent experiments show that the synthesized data does
not change E?STR’s non-context text recognition ability,
but the Split Strategy based on them equips E2STR with
a strong capability of in-context learning.

The Transform Strategy. As shown in Figure 4 (b), given a
training tuple (¢, y) (whether with character-wise bounding
boxes or not), we perform data augmentation (a set of image
transformations, e.g., color/direction transformations) on x.
In this way, we also generate a set of sub-samples with the
same label but different image patterns from the original
sample.

In practice, as depicted in Figure 4 (c), we hybrid the
above strategies. The training set is formed by concatenat-
ing the synthesized data and the original training data used
in the first training phase. For the synthesized data with
character-wise bounding boxes, both the Split Strategy and
the Transform Strategy are utilized. For the original training
data, only the Transform Strategy is implemented.

Finally, after generating the sample sequence (X,Y),
where X is the image sequence and Y is the text sequence,
X is fed into the vision encoder, while Y is processed by
the language decoder under the auto-regressive framework.
The loss function is formulated as:

L

Lixy)=— logp(Yi|Y o, X)), 3)
=1

where X <, is the set of image tokens preceding token Y,
in the input sequence.

3.4. In-Context Inference

The In-Context Learning ability is acquired by our E2STR
model through the above two-stage training approach. AS
shown in the bottom of Figure 3, when presented with a test
image x, the framework selects N samples {(z¢, y¢)} Y,
from a in-context pool D°. The selected samples have the
highest visual similarities to x in the latent space. Specifi-
cally, we calculate the image embedding I of x by averag-
ing the visual token sequence Encoder(x). The in-context
prompts are then formed by choosing N samples from D¢,
where the image embeddings of these samples have the top-
N highest cosine similarity with I, i.e.,

I'IS
7= argTopN ————
ie1,2, e [ ]]2]| L7 ]2

“)

where Z is the index set of the top-N similar samples in D¢,
and I is the image embedding of the i-th sample in D°.
The in-context prompts are then defined as:

E = {(f,y;)li € I}. ®)

As shown in the bottom of Figure 3, E is concatenated with
the test sample x and our in-context prediction is formu-
lated as p(y|E, ). In practice, the in-context pool D¢ re-
tains solely the output tokens generated by the vision en-
coder, resulting in a highly efficient selection process. Fur-
thermore, because the in-context pool is tiny and we do
straight inference without training, the extra consumption
is kept to a minimum (Please refer to Section 4.3).

4. Experiment
4.1. Experimental Setup

Implementation Details. Following MAERec [17], we
choose Vision Transformer [9] pre-trained under the MAE
[16] framework as the vision encoder. The default language
decoder is set as OPT-125M [46]. We use the cosine learn-
ing rate scheduler without warm-up and the AdamW op-
timizer with a weight decay of 0.01. We train our model
for 10 epochs with an initial learning rate of le-4 during
the first training stage, and 5 epochs with an initial learning
rate of 5e-6 during the second in-context training stage. The
training batch size is 64 for the first stage and 8 for the sec-
ond stage. During inference for E2STR-ICL, we select two
in-context prompts based on the kNN selection strategy.
Datasets and Metrics. We use the real-world training
dataset Union14M-L[17] for the two-stage training. The
same training dataset (including the synthesized data) is
adopted for all compared methods. E2STR is evaluated un-
der various publicly available benchmarks, including Regu-
lar Benchmarks IIITSk [29], SVT [37], IC13 [18], Irregular
Benchmarks IC15 [19], SVTP [31], CUTES0 (CT80) [32],
COCO Text (COCO) [39], CTW [25], Total Text (TT) [8],
Occluded Benchmarks OST (HOST and WOST) [41] and
artistic benchmark WordArt [42]. In cross domain scenarios
the evaluated datasets including the metal-surface bench-
mark MPSC [12] and the handwriting benchmark TAM [27],
as well as a more difficult real-world industrial text recog-
nition dataset EIST (Enhanced Industrial Scene Text) col-
lected by us. EIST is collected from the real-world in-
dustrial scenario, which contains 200 training samples and
8000 test samples. We use Word Accuracy[17] as the eval-
uation metric for all compared methods.

4.2. Main Results
4.2.1 Results on Common Benchmarks

Table 1 presents the performance of E?STR on com-
mon benchmarks. We evaluate E2STR on 12 commonly
used STR benchmarks and compare with SOTA meth-
ods. E2STR-base refers to non-context prediction without
prompts. For E2STR-ICL, a tiny in-context pool is main-
tained by randomly sampling 1000 images from the training
data (less than 0.025% of the number of training samples).
As we can see, E2STR-base achieves 90.25% average word



Regular Irregular Occluded Others
Method Venue mT SVT IC13 | IC15 SVTP CT80 COCO CTW TT | HOST WOST | WordArt | AVG
3000 647 1015 | 2077 645 288 9896 1572 2201 | 2416 2416 1511

ASTER [36] PAMI'18 95.03 8949 9379 | 8548 82.02 90.28 6225 76.53 78.69 | 4334  64.65 65.59 | 77.26
NRTR [35] ICDAR’19 97.43 93.82 96.06 | 85.15 84.03 9132 6594 81.74 81.83 | 50.83 71.52 64.06 | 80.31
SAR [22] AAAT'19 97770 9413 9635 | 87.47 87.60 93.06 6741 8391 8623 | 4636 7032 7240 | 8191
SATRN [20]  AAAT'20 97.83 9583 9744 | 89.46 90.85 96.18 73.06 84.61 8791 | 56.71  75.62 75.71 | 85.10
ABINet[10]  CVPR’21 9790 9598 96.16 | 91.66 9023 93.75 7146 83.72 86.01 | 56.54  75.75 7525 | 84.53

PARSeq*[3] ECCV’22 99.10 97.84 98.13 | §89.22 96.90 98.61 - - - - - - -
MAERec [17] ICCV’23 9893 97.99 098.62 | 93.04 9457 9896 7884 8887 9391 | 73.97 8572 82.59 | 90.50
E’STR-base 99.10 98.15 98.03 | 9299 9643 9896 7729 8836 93.46 | 73.30  85.51 81.47 | 90.25
E2STR-ICL 99.23 98.61 98.72 | 93.82 96.74 99.31 7838 8899 94.68 | 7475  86.59 86.17 | 91.33

Table 1. Results on common benchmarks. All methods are trained on the same dataset except for PARSeq. *: PARSeq is trained on its
self-collected real-world dataset and we directly quote the results from its original paper. Red and blue values denote the best and the

secondary performance. E2STR-base refers to non-context inference.

Industrial Handwriting
Method MPSC EIST IAM AVG
2941 8000 3000

ASTER [36] 63.48 48.76 52.50 54.91
NRTR [35] 73.24  61.77 59.53 64.85
SAR [22] 73.85 58.26 56.63 62.91
ABINet [10] 7535 62.85 61.57 66.59
SATRN [20]  76.10 65.42 59.47 67.00
MAERec [17]  81.81  70.33 70.27 74.14
E2STR-base  81.26  69.66 69.51 73.48
EZSTR-ICL  83.64  76.77 74.10 78.17

Table 2. Results on cross domain scenarios. Three datasets under
two unseen domains are evaluated. All approaches are evaluated
in a training-free manner.

accuracy over 12 datasets, 0.25% lower than MAERec [17].
However, by fetching in-context prompts and exploiting in-
context information, E2ZSTR-ICL achieves an average word
accuracy of 91.33%, which is 1.08% higher than E2STR-
base and 0.83% higher than MAERec. Please note that this
improvement is automatic and training-free.

Specifically, on the six traditional STR benchmarks (i.e.,
HIT, SVT, IC13, IC15, SVTP, and CT80) which have nearly
reached saturation in recent years[17], E2STR still push
the performance limit from 97.02% to 97.74%, leading to
a 24% error rate decrease. On the 6 larger and harder
STR benchmarks (i.e., COCO Text, CTW, TT, HOST, and
WOST), E2STR-ICL outperforms MAERec by 0.94%.

4.2.2 Results on Cross Domain Scenarios

We compare with SOTA methods on cross domain bench-
marks. Two novel scenarios are introduced: the industrial
scenario (MPSC and EIST) and the handwriting scenario
(IAM). In each dataset, only 100 training samples are pro-
vided. For E2STR-ICL we simply use the training samples

Word Accuracy
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77.01
Z
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Figure 5. Comparison with the fine-tuned models. We report the
average performance on three cross-domain datasets. Please note
that ABINet [10], SATRN [20] and MAERec [17] are fine-tuned
with the in-domain data, while our E2STR-ICL is training-free.

as the in-context pool. We compare the training-free results
in Table 2 and the fine-tuning results in Figure 5.

As we can see, on both industrial and handwriting sce-
narios our E2STR-ICL reaches SOTA performance. As
shown in Table 2, under the training-free constraint E2STR-
ICL reaches an average performance of 78.17%, which is
4.69% higher than E2STR-base and 4.03% higher than the
SOTA method MAERec. Specifically, on EIST and IAM
the application of ICL brings a huge improvement of 7.11%
and 4.59%, which demonstrates the extraordinary adapta-
tion ability of E2STR-ICL.

We further compare the fine-tuned methods and our
E2STR-ICL. We fine-tune ABINet [10], SATRN [20] and
MAERec [17] with the same data preserved in the in-
context pool. As shown in Figure 5, EZSTR-ICL outper-
forms MAERec by 1.16% even if the latter is fine-tuned
with in-domain data, which is an exciting result given that
E2STR-ICL requires no parameter updating. In a word, our
E2STR can be rapidly implemented in a training-free man-
ner in various novel scenarios and even achieves better per-



COCO HOST WordArt
annotation rate  10%  20% 10% 20% 10% 20%

MAERec [17] 0 0 0 0 0 0
w/ fine-tuning  0.82  1.67 1.03 172 134 223
E2STR-base 0 0 0 0 0 0

E2STR-ICL 10.12° 1292 12.43 13.76 2622 32.02

Table 3. Results on hard case rectification. “Hard Cases” are test
samples misrecognized by both MAERec [17] and our E2STR-
base. By providing annotation of a small part of the hard cases, we
compare the performance increase in the rest test samples between
the fine-tuned MAERec and our E2STR-ICL.

Training Task Word Accuracy
VT TS SS Non-Context In-Context
v 69.69 26.82
v v 69.80 75.60
v v 69.66 73.09
v v v 69.66 76.77

Table 4. Ablation of our proposed training strategies, where VT,
TS, and SS refer to vanilla STR training, the Transform Strategy,
and the Split Strategy. The experiment is performed on EIST.

formance than the fine-tuned SOTA methods.

4.2.3 Results on Hard Case Rectification

We demonstrate the rectification ability of E2STR, which
can handle hard cases in STR conveniently and effectively,
in a training-free manner. Specifically, we define “hard
cases” as the scene text samples that are wrongly recog-
nized by both E2STR-base and the SOTA method MAERec.
A small number of hard cases are then annotated, and we
study how the model can benefit from the annotated hard
cases and decrease the error rate of the rest hard cases.
Shown in Table 3, we perform experiments on COCO Text,
HOST, and WordArt. As we can see, by annotating 10%
to 20% of the hard cases, EZSTR-ICL decreases the error
rate of the rest hard cases by up to 32%. This improve-
ment is achieved by simply putting the annotated hard cases
into the in-context pool, without any hassle of re-training
the model. By comparison, by fine-tuning on the annotated
hard cases, MAERec only decreases the error rate by up to
2.23%, completely incomparable to our E2STR-ICL. As a
result, EZSTR-ICL can rapidly learn from hard cases and
improve the performance in a training-free manner, while
SOTA methods like MAERec can hardly benefit from hard
samples even with fine-tuning.

4.3. Ablation Studies

Impact of Split-and-Transform Training Strategies. We
perform an experiment to show the effectiveness of our pro-
posed Split Strategy and Transform Strategy. Shown in

Word Accuracy
A

EZNon-Context Radom Selection FZKNN Selection

IAM EIST

Figure 6. Comparison between different in-context prompt selec-
tion strategies. “Random Selection” refers to randomly selecting
two samples as in-context prompts from the in-context pool. X-
axis is the evaluated benchmarks.

Table 4, the vanilla STR training brings a word accuracy
of 69.69%, but the model cannot understand context in-
formation, and the performance even severely decreases to
26.82% when provided with in-context prompts. The appli-
cation of the Transform Strategy and the Split Strategy in
the second training stage does not increase the non-context
performance (concerning that the synthesized data is typ-
ically weaker than the real-world data used in the vanilla
training stage), but the model learns to profit from context,
and the performance is improved to 75.60% and 73.09% re-
spectively when provided with in-context prompts. Finally,
the hybrid of the above two strategies further enhances the
ICL ability, and the performance reaches 76.77%.

Impact of Nearest Neighbor In-Context Prompt Selec-
tion. In Section 3.4 we propose to select samples most
similar to the test image in the latent space based on the
kNN strategy. Here we demonstrate the effectiveness of
this strategy by comparing the performance to Random Se-
lection, i.e., randomly selecting in-context prompts from
the in-context pool. Shown in Figure 6, on all three eval-
uated datasets, random selection can improve the perfor-
mance of non-context prediction by a small margin, but
is far from comparing with kNN selection. Specifically,
on EIST random selection improves the performance of
non-context from 69.66% to 70.65%, while kNN selection
reaches 76.77% word accuracy under the same condition.
Impact of In-Context Pool Size. We next study the impact
of varying the size of the in-context pool. Shown in Figure
7, we perform experiments on IAM, EIST, and MPSC, by
varying the number of samples maintained in the in-context
pool. As we can see, in general, the larger in-context pool
brings about better performance, and this improvement ef-
fect weakens as the pool continually expands. To be spe-
cific, on TAM the word accuracy is increased from 69.51%
to 74.10% (4.59% improvement) when the pool size is 100,
while it only increases the performance from 74.10% to
75.50% (1.40% improvement) when the pool is expanded
with another 100 samples. The above fact implies that a
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Figure 7. The performance change brought by different sizes of
the in-context pool. The X-axis is the size of the in-context pool
and the Y-axis is the word accuracy results.

ICL prompts 0 1 2 4 8 16
HOST 7330 7434 7475 7483 7483 7492
TT 9346 94.68 94.68 9478 94.88 9491
WordArt 81.47 86.04 86.17 86.17 86.27 86.35

Table 5. The performance change brought by the different number
of in-context prompts.

MAERec [17] E?STR-base E2STR-ICL
Inference Time (s) 0.092 0.071 0.094

Table 6. Comparison of the mean inference time of each test sam-
ple. All results are reported under the same hardware environment.

small number of samples is adequate to bring about huge
performance improvement when deploying E2STR-ICL.
Impact of the Number of In-Context prompts. We an-
alyze the influence of the number of in-context prompts.
Shown in Table 5, the experiment is performed on HOST,
ToTal Text, and WordArt. Similar to the in-context pool
size, the increase in the number of in-context prompts also
generally boosts the performance of E2STR-ICL. However,
as we can see, one to two in-context prompts are adequate
for improving the performance by a large margin, and the
further increase of in-context prompts brings about a lim-
ited improvement. This phenomenon is possibly caused by
the fact that usually only a few characters are wrongly rec-
ognized for a bad case, which can be rectified by the context
information from one or two in-context prompts.
Computational Complexity. We experimentally compare
the inference speed of E2STR and MAERec [17]. Shown
in Table 6, the inference speed of E2STR-ICL is on par
with MAERec. Compared to E2STR-base, the in-context
prompts of E2STR-ICL bring extra consumption, but this
leads to a limited inference time increase (i.e., from 0.071
to 0.094). It makes sense since we only maintain the visual
tokens in the in-context pool and directly feed the visual
tokens of the selected prompts to the language model.
Visualization and Further Analysis. We further study
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Figure 8. Cross attention visualization between the language to-
kens and the vision tokens. Left: Non-context prediction of
E2STR. Error characters are marked in red. Right: In-context pre-
diction of E?’STR-ICL, where only one in-context prompt is se-
lected. We visualize how the language tokens attend to the prompt
image and the test image.

how the test sample learns from context. Shown in Figure 8,
we select one context prompt for the test sample, and study
the model pays attention to which region of the context im-
age. This is achieved by collecting the attention maps be-
tween the language tokens and the image features. As we
can see, when the language tokens pay close attention to the
misrecognized image region, they also focus on the context
image region which has similar patterns. For example, on
the last row of Figure 8, E2STR misrecognized the test im-
age as “simplest” without context. By providing a context
prompt “Display”, one language token focuses on the “la”
region of both images, which have similar image patterns.
Finally, E2STR rectified the misrecognized “e” to “a” with
the help of context ground-truth “la” of the focused region.

5. Limitations

There are two limitations in our study. Firstly, there is a
very slim chance that E2STR-ICL erroneously rectifies pre-
dictions due to misleading prompts (please refer to supple-
mentary materials). Additionally, our model still could not
recognize characters that are not included in the lexicon.

6. Conclusion

In this paper, we propose E2STR, an ego-evolving scene
text recognizer equipped with in-context learning capabili-
ties. Through our proposed in-context training strategy in-
corporating context-rich scene text sequences, E2STR per-
forms rapid adaptation across diverse scenarios without ad-
ditional fine-tuning. Extensive experiments demonstrate
that E2STR not only achieves SOTA performance on com-



mon STR benchmarks but also outperforms even the ap-
proaches that have been fine-tuned specifically for cross-

domain scenarios.

The model’s ability to easily and ef-

fectively handle difficult text cases further underscores its

potential as a unified text recognizer.

Overall, this re-

search represents a significant step toward efficient and
highly adaptive text recognition models well-suited for di-
verse real-world applications.
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Supplementary Material

7. Model Architecture

Figure 9 presents the detailed model architecture of E2STR.
We follow the paradigm established by Flamingo [1], where
we perform cross attention between the vision outputs and
the language outputs in each language model layer. The lan-
guage outputs serve as queries and the vision outputs serve
as keys and values. The detailed configures of the vision
encoder and the language decoder are summarized in Ta-
ble 7. For fair comparison, we provide MAERec [17] with
the same language decoder with E2STR-ICL (We name
this modification as MAERec'). The comparison between
MAERec! and E2STR is shown in Table 8.

that the number of in-context prompts in E2STR is scal-
able. For example, the inference time of E2STR-ICL (where
we select two prompts) is 0.094s. But When expanding the
number of in-context prompts by 7 times (i.e., 16 prompts),
the inference time is only increased by 1.08 times (i.e.,
0.196s).

Prompts 0 1 2 4 8 16

Inference Time (s) 0.071 0.085 0.094 0.113 0.140 0.196

Table 9. Inference time change brought by the different number of
in-context prompts.

Table 10 presents the inference time change brought by
different sizes of the in-context pool. As we can see, when
expanding the pool size by 4 times (i.e., from 100 to 500),
the inference time is only increased by 0.07 times (i.e., from
0.094 to 0.101). As a result, our EZSTR-ICL is highly scal-
able in terms of both in-context pool size and the number of
in-context prompts.
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Figure 9. Detailed Model Architecture of E2STR.

Input  Patch

Size Size Embedding Depth Heads Parameters
EViSi"“ 32x128  4x4 768 12 12 85M
ncoder
Language
Decoder 768 12 12 125M
Table 7. Model details of E?STR.
MPSC EIST IAM
MAERec 81.81 70.33 70.27
MAERect 82.00 70.77 70.51
E2STR-ICL  83.64 76,77 74.10
Table 8. Word Accuracy performance comparison between

MAERec [17] and E2STR-ICL. MAERec' refers to MAERec us-
ing the same vision encoder and the same language decoder with
E*STR-ICL.

8. Model Scalability

Table 9 presents the inference time change brought by the
different number of in-context prompts. It is easy to find

Pool Size 100 200 300 400 500

Inference Time (s) 0.094 0.096 0.097 0.099 0.101

Table 10. Inference time change brought by different sizes of the
in-context pool.

Prompt Domain

Non-context MPSC EIST IAM

MPSC 81.26 83.64 83.00 82.96
EIST 69.66 70.30 76.77 70.00

IAM 69.51 72.17 7170 74.10

Table 11. Performance change brought by the domain variation of
the in-context pool. Bold values denote the best performance in a
row.

9. Model Stability

Table 11 presents how the performance change when vary-
ing the domains of the in-context pool. As we can see, our
E2STR-ICL is stable to the change of the context prompts.
On all three benchmarks, out-of-domain in-context pools
still improve the performance, though the improvement is
lower than in-domain in-context pools. Nevertheless, there
still exists a very slim chance that EZSTR-ICL erroneously
rectifies predictions due to misleading prompts. Shown in
Figure 10, when certain areas of the prompt image is highly



Training

GPU Hours MPSC EIST IAM AVG

base 81.22 69.78 69.62 73.54

kNN 415.6 ICL 82.06 7095 71.00 74.67
base 81.26 69.66 69.51 73.48

ST 131.2 ICL 83.64 76.77 74.10 78.17

Table 12. Comparisons between kNN and our ST-strategy during
in-context training.

similar to the test image but the ground-truth is different,
E2STR-ICL may erroneously rectifies the prediction.
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Figure 10. Examples of erroneous rectification brought by mis-
leading prompts.

10. Visualization

We provide more examples of the cross attention visualiza-

tion in Figure 11.
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Figure 11. More examples of the cross attention visualization.
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