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Abstract—Vehicle Re-identification (Re-ID) has been
broadly studied in the last decade; however, the different
camera view angles leading to confused discrimination in
the feature subspace for the vehicles of various poses, is
still challenging for the Vehicle Re-ID models in the real
world. To promote the Vehicle Re-ID models, this paper
proposes to synthesize a large number of vehicle images
in the target pose, whose idea is to project the vehicles of
diverse poses into the unified target pose so as to enhance
feature discrimination. Considering that the paired data of
the same vehicles in different traffic surveillance cameras
might be not available in the real world, we propose the
first Pair-flexible Pose Guided Image Synthesis method for
Vehicle Re-ID, named as VehicleGAN in this paper, which
works for both supervised and unsupervised settings without
the knowledge of geometric 3D models. Because of the
feature distribution difference between real and synthetic
data, simply training a traditional metric learning based Re-
ID model with data-level fusion (i.e., data augmentation) is
not satisfactory, therefore we propose a new Joint Metric
Learning (JML) via effective feature-level fusion from both
real and synthetic data. Intensive experimental results on the
public VeRi-776 and VehicleID datasets prove the accuracy
and effectiveness of our proposed VehicleGAN and JML.

Index Terms—Vehicle Re-identification, Joint Metric Learn-
ing, Pose Guided Image Synthesis

I. INTRODUCTION

Many tasks and functions in the intelligent transporta-
tion systems [1]–[13] involve the detection or identifica-
tion of vehicles. Vehicle Re-identification (Re-ID) is an
important task in intelligent transportation systems, as
it allows for the retrieval of the same vehicle from mul-
tiple non-overlapping cameras. With the availability of
vehicle surveillance datasets [14]–[16], many vehicle Re-
ID methods [17]–[19] have been proposed, which have
gained wide interest among the research communities
of foundation intelligence, human-machine systems, and
transportation [8], [20], [21].

However, the large viewpoint divergence of vehicle
images caused by different camera views in the real
world makes significant challenges for vehicle Re-ID
models [14], [22]. As shown in Fig. 1, the same vehicles
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Fig. 1. Enhanced discrimination by synthesizing vehicle images to
a unified target pose by our VehicleGAN. (a) Vehicle images in
the VeRi-776 [14]. (b) Corresponding synthesized vehicle images by
VehicleGAN.

of diverse poses are ambiguous in an embedded feature
subspace, leading to identification difficulties, while the
feature discrimination could be enhanced if the vehicle
images could be projected to the same target pose.
Inspired by our discovery of Fig. 1, this paper proposes
to project the vehicles of diverse poses into the unified
target pose.

To tackle the pose-varied vehicle images effectively,
the controllable various-view synthesis of vehicle images
has been investigated [23], which aims to synthesize the
images of a vehicle at a target pose. Existing methods
can be divided into 3D-based and 2D-based approaches.
Those 3D-based approaches [24] utilize the geometric
3D model to synthesize images, which might be not
available or prone to errors in the real traffic surveil-
lance scenarios due to the lack of camera parameters
and diverse vehicle poses. The 2D-based methods [23]
use paired 2D images of the same vehicle in different
cameras to supervise neural networks to learn the trans-
formation of the vehicle to the target pose. They suffered
from the manual annotation cost of the same vehicles in
different cameras. Therefore, no matter the existing 3D
or 2D methods have significant drawbacks in the real
world.

Differently, this paper proposes the first Pair-flexible
Pose Guided Image Synthesis method for Vehicle Re-
ID, named as VehicleGAN, which works for both su-
pervised and unsupervised settings without the knowl-
edge of geometric 3D models. 1) We design a novel
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Generative Adversarial Network (GAN) based end-to-
end framework for pose guided vehicle image synthesis,
which takes the 2D vehicle image in the original pose
and the target 2D pose as inputs and then directly
outputs the new synthesized 2D vehicle image in the
target pose. Using the 2D target pose as a condition
to control the Generative Artificial Intelligence (AI), the
proposed method gets rid of using the geometric 3D
model. 2) The proposed VehicleGAN works for both
supervised (paired images of same vehicle) and unsu-
pervised (unpaired images of same vehicle) settings, so
it is called Pair-flexible in this paper. For the pose guided
image synthesis in the current vehicle Re-ID research
community, the supervised (paired) setting is easy for
training the Generative AI model, however, the unsu-
pervised (unpaired) setting is challenging. 3) To solve
the challenging unsupervised problem, we proposed a
novel method AutoReconstruction to transfer the vehicle
image in the original pose to the target pose and then
transfer it back to reconstruct itself as self-supervision.
In this way, the paired images of the same vehicles in
different cameras are not required to train the Generative
AI model.

After getting the synthesized vehicle images in differ-
ent poses, simply training a traditional metric learning
based Re-ID model with the direct data-level fusion of
real and synthetic images (i.e., data augmentation) is not
satisfactory. This is because of the feature distribution
difference between real and synthetic data. To solve this
problem, we propose a novel Joint Metric Learning (JML)
via effective feature-level fusion from both real and
synthetic data. We conduct intensive experiments on the
public VeRi-776 [14] and VehicleID [15] datasets, whose
results display the accuracy and effectiveness of our
proposed VehicleGAN and JML. The main contributions
are summarized as follows.

• This paper proposes a novel method to project the
vehicles of diverse poses into the unified target pose
to enhance vehicle Re-ID accuracy.

• This paper proposes the first Pair-flexible Pose
Guided Image Synthesis method for Vehicle Re-ID,
called VehicleGAN, which works for both super-
vised and unsupervised settings without the knowl-
edge of geometric 3D models.

• This paper proposes a new Joint Metric Learning
(JML) via effective feature-level fusion from both
real and synthetic data to overcome the shortcom-
ings of the real-and-synthetic feature distribution
difference.

II. RELATED WORKS

A. Vehicle Re-ID
Benefiting from a series of public datasets and bench-

marks [14], [15], vehicle Re-ID has made significant
progress over the past decade. All the previous works
of vehicle Re-ID task are to enhance the feature discrim-
ination of vehicles in different cameras. On the one hand,
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Fig. 2. The pipeline of the proposed Joint Metric Learning using
the proposed VehicleGAN. MR: Re-ID model for real images. MS:
Re-ID model for synthetic images. The Unified Pose part represents
the synthetic images with the same target pose by the proposed
VehicleGAN (pre-trained). The real and synthetic features are fused
for joint training and testing.

some previous works [25] aim to learn supplemental fea-
tures of the local vehicle regions to reinforce the global
features. On the other hand, some previous works [26]
focus on designing more powerful neural network struc-
tures to enhance feature discrimination. Different with
existing feature enhancement works, this paper proposes
to project the vehicles of diverse poses into the unified
pose so as to enhance feature discrimination for vehicle
Re-ID.

B. Pose Guided Vehicle Image Synthesis
Pose Guided Vehicle Image Synthesis allows vehicles

to synthesize novel views based on pose. Previous works
can be mainly divided into 3D-based and 2D-based ap-
proaches. Those 3D-based methods [24]rely on 3D model
of vehicle or parameters of camera to achieve perspective
conversion. 3D-based methods are limited by the diffi-
culty to obtain detailed 3D models or accurate camera
parameters in real scenes. Benefited from the Generative
AI, the 2D-based methods [23] learn the experience of
view synthesis from paired 2D images in various poses.
These 2D-based methods can more easily extract poses
from pictures, which will be more advantageous in the
real world. However, since they require ground-truth to
supervise the learning, the paired images of same vehicle
need to be manually identified. Differently, our proposed
method is less constrained in the real world and can be
unsupervised without the need for identity annotations.

III. PROPOSED APPROACH

A. Overview
The Fig. 2 shows the whole framework of the pro-

posed VehicleGAN guided vehicle Re-ID via Joint Met-
ric Learning. The framework includes two stages: Ve-
hicleGAN and Joint Metric Learning. The former is
an encoder-decoder based Generative Adversarial Net-
works (GAN) for pose guided vehicle image synthesis,
and the latter consists of two branches: a Re-ID model



C

Original-to-Target

Shared Weights

Target-to-Original

Self-Supervision

OriginalTarget Target Synthetic

C

Pose
Estimation

Pose
Estimation

Generator

Generator

True

False

True

False

Discriminator

Discriminator

It Pt

Do

Image Pose Image Image

Synthetic
Image

Original
Image

Original
Pose

Reconstructed
Image

AutoReconstruction

Io

Po

Dt
Io

t

Io
t

IoIo
o

Fig. 3. The detailed pipeline of the proposed VehicleGAN with the idea of AutoReconstruction. The input of the generator is the channel-wise
concatenation of the original image and the target pose, and the output of the generator is the synthesized image of the original image in the
target pose. Unsupervised setting (unpaired data) is shown in this example.

for real images (MR) and the other Re-ID model for
synthetic images (MS). The VehicleGAN aims to generate
an image with a target pose given an original vehicle
image as input. The two Re-ID models (i.e., MR and MS)
do not share weights due to their feature differences.
With the synthetic vehicle images in the unified target
pose generated by VehicleGAN, the MS learns to identify
pose-invariant features, while the MR learns to recognize
features from real images. The MR and MS are trained by
Joint Metric Learning. The training of the whole pipeline
of VehicleGAN can be implemented in an unsupervised
way or a supervised way, which is named as Pair-flexible
here.

B. VehicleGAN
Our VehicleGAN aims to generate synthetic images of

a same vehicle under a specific target pose. As shown
in Fig. 3, the VehicleGAN includes one generator and
two discriminators. Given an original image Io and an
image It with the target pose, we first extract the target
pose Pt via a pose estimator ψ, i.e., Pt = ψ(It). Then, a
synthetic image It

o will be generated via the generator
G, i.e., It

o = G(Io, Pt) = G(Io, ψ(It)). It
o denotes an image

which has the content of image Io as well as the target
pose of image It. A discriminator Dt is to distinguish
the synthetic fake It

o from the real It. By our proposed
AutoReconstruction, we reuse the generator to transfer
It
o back to an image Io

o with the content and pose of the
original image Io. The other discriminator Do is to dis-
tinguish the synthetic fake Io

o from the real Io. Because of
the proposed AutoReconstruction, we can supervisedly
or unsupervisedly train the whole VehicleGAN pipeline.

1) Pose Estimation: Here, we use 20 keypoints [25]
annotated on the VeRi-776 [14] dataset to represent the
vehicle pose. These keypoints are some discriminative

positions on the vehicle, e.g., wheels, lights, and license
plates. Specifically, we adopt the Deconvolution Head
Network [27] as ψ to estimate the vehicle pose by
outputting a response map for each of the 20 keypoints.
The response maps have Gaussian-like responses around
the locations of keypoints. Given a target image It, the
output pose response map is Pt = ψ(It) with 20 channels.

2) AutoReconstruction as Self-Supervision: Given an
original vehicle image Io, and a target vehicle image It,
the generator aims to synthesize a vehicle image with
Io content in the It pose. The input of the generator is
the concatenation of the original image and the target
pose. The generator adopts an encoder-decoder based
network like PN-GAN [28]. Reversely, the synthesized It

o
will go through the generator to reconstruct the original
image using the pose of Io, which generates the recon-
structed image Io

o . The Original-to-Target and Target-to-
Original bidirectional image transfer is named as Au-
toreconstruction in this paper. Because of the designed
Autoreconstruction, the original Io and reconstructed Io

o
can be forced to be identical as self-supervision.

3) Pair-flexible Settings: The optimization of our Vehi-
cleGAN can be performed in either supervised or unsu-
pervised way. When the original image Io and the target
image It are from the same vehicle, the corresponding
ground truth image of the generated image It

o will
be It, which can provide full supervision information
for training. Meanwhile, the original image Io and the
target image It can be from different vehicles (unpaired)
for unsupervised learning. This advanced pair-flexible
setting is excellent for real-world usages.

4) Supervised Learning with Paired Data: To optimize
the whole pipeline, we adopt four loss functions: ad-
versarial loss, pose loss, identity-preserving loss and
reconstruction loss. Please note that the loss functions



using the paired data of the same identity are denoted
as L (supervised), while other loss functions are denoted
as L (unsupervised) in this paper.

Adversarial Loss: The adversarial losses Ladv1 and
Ladv2 aim to make the synthetic images more similar
to the real images. In specific, we want to align the
generated images It

o with It and Io
o with Io via Ladv1

and Ladv2 , respectively. We adopt two discriminators to
perform the distribution alignment to distinguish real or
fake. The optimizing object function is

Ladv1 = EIt∼pdata(It)[logDt(It)]

+ EIt
o∼pdata(It

o)
[log(1 − Dt(G(Io, Pt)))], (1)

Ladv2 = EIo∼pdata(Io)[logDo(Io)]

+ EIo
o∼pdata(Io

o )
[log(1 − Do(G(It

o, Po)))]. (2)

Pose Loss: Lpose is to align the poses of the synthetic
images (It

o, Io
o ) with the guided poses during the Autore-

construction. The pose loss is defined as

Lpose(ψ, It
o, Pt, Io

o , Po) = ∥ψ(It
o)− Pt∥2 + ∥ψ(Io

o )− Po∥2.
(3)

Identity-preserving Loss: During the image transfer
process of the VehicleGAN for the target pose, the
vehicle identity information should be preserved, i.e.,
keeping the identity of the synthetic image consistent
with that of the original image, e.g., It

o and Io. After
pose synthesis of vehicles, the semantic content, style,
texture, and color of the synthetic image should be kept.
Therefore, we introduce style loss, perceptual loss, content
loss to optimize the network to preserve the identity.

We introduce Gram matrix [29], which generally rep-
resents the style of an image, to construct the style loss
Lstyle. Let ϕj(I) ∈ Hj × Wj × Cj be the feature map at
j-th layer of VGG network for the input image I, then
the Gram matrix is defined as a Cj × Cj matrix whose
elements are given by

Gj(I)c,c′ =
1

Cj HjWj

Hj

∑
h=1

Wj

∑
w=1

(ϕj(I)h,w,c · ϕj(I)h,w,c′ ). (4)

Then, the style loss is formulated as the mean squared
error between the Gram matrices of It

o and It as

Lstyle = ∑
j
∥Gj(It

o)− Gj(It)∥2, (5)

where we use the feature maps of [relu1 1, relu2 1,
relu3 1, relu4 1] layers to calculate the style loss.

We define the perceptual loss as

Lper = ∥ϕj(It
o)− ϕj(It)∥2, (6)

where we use the feature map from the relu4 1 layer of
VGG network to compute the perceptual loss. Also, the
reconstructed image is expected to keep the same content
as the source image, then, the content loss is defined as

Lc = ∑
j
∥ϕj(Io

o )− ϕj(Io)∥2, (7)

where we use the feature maps from [relu1 1, relu2 1,
relu3 1, relu4 1] layers of VGG network. Therefore, the
identity-preserving loss is formulated to the weighted
sum of the above three losses as

Lidp = β1Lstyle + β2Lper + β3Lc. (8)

Reconstruction Loss: We employ reconstruction loss
to measure the pixel-wise error between the generated
images and their ground truth, which is defined as

Lrec = ∥Io
o − Io∥1 + δ∥It

o − It∥1. (9)

On summary, we define the total supervised loss Losssp
as a weighted sum of all the defined losses:

Losssp = λ1Ladv1 + λ2Ladv2 + λ3Lpose + λ4Lidp + λ5Lrec.
(10)

5) Unsupervised Learning with Unpaired Data: The input
original image Io and the target image It might be from
different vehicle identities. The generated image It

o does
not have ground truth for supervision. In this way, the
VehicleGAN can only be optimized in an unsupervised
way. Since the style loss Lstyle, perceptual loss Lper,
reconstruction loss Lrec require the ground truth of It

o for
computation, we need to reformulate the three losses. In
addition, because of the lack of supervision, we propose
a trust-region learning method to reduce the degradation
effects of the background region of different vehicles in
image transfer.

Trust-region Learning: We propose a trust-region
learning method to only focus on the trust regions (i.e.,
the shape of vehicle) in the unsupervised setting. We
utilize 20 keypoints of a vehicle to represent vehicle
pose. We use the positions of these keypoints to calculate
the convex hull surrounding the vehicle as mask. Let
M ∈ R1×H×W represents a binary mask formed by
the pose P, where H and W represent the height and
width of the pose feature maps. The values inside the
convex hull/shape of the vehicle are all set as 1 (trust
regions) while be 0 when outside of the convex hull.
Then, M is inferred from the size of feature maps of
P through average pooling to represent the size of the
vehicle image.

Losses Reformulation: Due to the lack of paired
data of same vehicles, we propose a trust-region style
loss Lstyle, a trust-region perceptual loss Lper, a new
reconstruction loss Lrec to replace the Lstyle, Lper, Lrec
to optimize VehicleGAN in an unsupervised way.

Given the Gram matrix, we define a trust-region Gram
matrix to calculate the style loss, which is defined as

Gj(I, M)c,c′ =
1

Cj HjWj

Hj

∑
h=1

Wj

∑
w=1

(ϕj(I)h,w,c · M) · (ϕj(I)h,w,c′ · M).

(11)
The proposed trust-region style loss is formulated to

Lstyle = ∑
j
∥Gj(It

o, Mt)− Gj(Io, Mo)∥2, (12)



where Mt and Mo represents the trust-region masks cor-
responding to the pose of images It

o and Io, respectively.
The trust-region perceptual loss is formulated to

Lper = ∥ϕj(It
o) · Mt − ϕj(Io) · Mo∥2. (13)

Then, we can replace the supervised loss Lidp as
Lidp = β1Lstyle + β2Lper + β3Lc in an unsupervised man-
ner. The unsupervised reconstruction loss is re-defined
as self-supervision only via

Lrec = ∥Io
o − Io∥1. (14)

The total unsupervised loss Lossusp is reformulated to

Lossusp = λ1Ladv1 + λ2Ladv2 + λ3Lpose + λ4Lidp + λ5Lrec.
(15)

C. Joint Metric Learning

Given a pre-trained VehicleGAN obtained in Sec. III-B,
we first synthesize a unified target-pose image for each
original vehicle image. Then, the original real images are
fed into the Re-ID model MR, and the synthetic images
with unified pose go through the Re-ID model MS. MR
and MS are optimized by a Joint Metric Learning (JML).

1) Unified Target Pose: Following [14], we classify vehi-
cles into nine categories, i.e., sedan, suv, van, hatchback,
mpv, pickup, bus, truck, and estate. We manually choose
one target-pose image for each of the nine categories as
the unified target-pose image. Then, each original image
can be translated into a synthetic image with the unified
target pose by VehicleGAN, as shown in Fig. 2.

2) Re-ID Model: We adopt ResNet50 as backbone for
MR and MS models. Besides, we modify the stride of
the last convolutional layer of the network to 1 to obtain
larger-size feature maps with rich information. For the
whole pipeline, the input vehicle image goes through
the model to obtain a 2048-dimensional feature map with
size 16× 16. Then, the feature map goes through a global
average pooling layer to output a 2048-dimensional fea-
ture vector f . Thus, the original image and the synthetic
image with the unified pose are fed into MR and MS to
obtain feature vectors fr and fs, respectively. Then, the fr
and fs are concatenated into a 4096-dimensional feature
vector fc as the fused feature.

3) Loss Functions: We adopt two kinds of loss func-
tions: triplet loss for metric learning and cross-entropy
loss for classification. The total loss function of JML is
the sum of the four losses as follow:

LossJML = Ltr + Lidr + Ltc + Lidc , (16)

where Ltr is triplet loss for real image features, Lidr is
cross-entropy loss for real image features, Ltc is triplet
loss for combined (real and synthetic) image features,
Lidc is cross-entropy loss for combined image features.

IV. EXPERIMENTS

A. Datasets and Evaluations
We perform pose guided vehicle image synthesis and

vehicle Re-ID on two public benchmark datasets VeRi-
776 [14] and VehicleID [15] for performance evaluation.

1) VehicleGAN Experiments Setting: For the pose
guided vehicle image synthesis task, paired images from
the same vehicle are inputs to the VehicleGAN for
supervised learning, i.e., one is as the input original
image, and the other is as the target pose image, which
is also the ground truth for the synthesized image. For
unsupervised learning, unpaired images from the same-
type vehicle are fed into the VehicleGAN optimized
through the unsupervised losses. During the inference
stage, paired images from the same vehicle are fed
into VehicleGAN for view synthesis and performance
evaluation, i.e., the target pose image is the ground truth
for the synthetic image after view synthesis.

2) Datasets: VeRi-776 [14] includes more than 50,000
images of 776 vehicles. Following [22], VeRi-776 is split
into a training subset (37,778 images of 576 vehicles) and
a testing subset. VehicleID [15] has 211,763 images with
26,267 vehicles. There are three test subsets with different
sizes, i.e., Test800, Test1600, and Test2400, for evaluation.

3) Evaluation Metrics: The evaluation metrics of pose
guided vehicle image synthesis quality include Struc-
tural Similarity (SSIM) and Frechet Inception Distance
(FID). The evaluation metrics of vehicle Re-ID accuracy
include mean Average Precision (mAP) and Cumulative
Matching Characteristic (CMC) at Rank-1 and Rank-5.

B. Implementation Details
1) VehicleGAN: The resolution of input image in the

VehicleGAN is 256× 256. For supervised learning, we set
the loss weight parameters λ1, λ2, λ3, λ4, and λ5 to 1,
0.2, 10,000, 1, 2, respectively. β1, β2, and β3 are 1,000,
0.5, 0.05, respectively. δ is set to 4. For unsupervised
learning, λ1, λ2, λ3, λ4, λ5, β1, β2, and β3 are 5, 1, 20,000,
1, 0.5, 500, 0.01, 0.1, respectively. We adopt Adam as the
optimizer, and set the batch size to 12. We trained 200K
iterations for supervised learning, and 300K iterations
for unsupervised learning.

2) Re-ID model: We utilize ResNet50 as the backbone
network for MR and MS, which is per-trained on Ima-
geNet. The input image is resized to 224 × 224 before
fed into the model. We set the batch size to 64, which
includes 16 vehicle IDs, and 4 vehicle images for each
vehicle ID. We perform data augmentation with random
horizontal flipping, random cropping, and random eras-
ing during training. We trained the MR for 80 epochs
when only the original image is fed into MR, and 100
epochs when the original image and synthetic image are
fed into MR and MS, respectively.

C. Comparison for Pose Guided Vehicle Image Synthesis
For supervised learning, we compare the pro-

posed method with SOTA (state of the art) methods



CGAN [30], PG2 [31], DSC [32], and PAGM [23]. For un-
supervised learning, we compare the proposed method
with Perspective Transformation (PerTransf) [33]. We
calculate the SSIM and FID metrics between the synthetic
image and the target pose image, i.e., ground truth,
for performance evaluation. As shown in Table I, our
method gain the best performance in both supervised
and unsupervised setting on SSIM and FID metric.

TABLE I
QUANTITATIVE RESULTS ON VERI-776 AND VEHICLEID.

VEHICLEGAN AND VEHICLEGAN* REPRESENT TRAINING IN
SUPERVISED AND UNSUPERVISED MANNERS, RESPECTIVELY.

Strategies Methods VeRi-776 [14] VehicleID [15]
SSIM ↑ FID ↓ SSIM ↑ FID ↓

Supervised

CGAN [30] 0.468 339.2 0.447 325.5
PG2 [31] 0.465 335.7 0.426 330.4
DSC [32] 0.456 305.7 0.425 320.7

PAGM [23] 0.492 245.3 0.444 310.5
VehicleGAN 0.554 233.0 0.551 193.6

Unsupervised PerTransf [33] 0.059 598.4 0.048 521.6
VehicleGAN* 0.437 285.0 0.430 238.9

D. Comparison for Vehicle Re-ID
The MR model, optimized when only the original

images are fed into the model, is the Baseline-ResNet50
method. When the original images and synthetic images
are inputs for MR and MS, respectively, i.e., MR and MS
models are optimized together by involving pretrained
VehicleGAN and Joint Metric Learning, the method is
denoted as VehicleGAN+JML or VehicleGAN∗+JML. The
results of Vehicle Re-ID on VeRi-776 and VehicleID
datasets are shown in Table II and Table III, respectively.
Our method gains better performance than the baseline
and almost the best performance in all evaluation met-
rics.

TABLE II
RESULTS OF VEHICLE RE-ID ON VERI-776 [14] DATASET. HIGHER

MAP, RANK-1, AND RANK-5 MEAN BETTER PERFORMANCE. THE BEST
AND SECOND BEST PERFORMANCE ARE MARKED IN RED AND BLUE.

Methods mAP Rank-1 Rank-5

RAM [34] 0.615 0.886 0.940
QD-DLF [35] 0.618 0.885 0.945
VANet [36] 0.663 0.898 0.960

BIR [37] 0.704 0.905 0.971
DFLNet [38] 0.732 0.932 0.975

Baseline-ResNet50 0.703 0.916 0.973
VehicleGAN*+JML 0.736 0.936 0.973
VehicleGAN+JML 0.742 0.936 0.973

V. CONCLUSIONS

This paper proposes a novel VehicleGAN for pose
guided vehicle image synthesis, followed by a Joint
Metric Learning framework to benefit vehicle Re-ID.
The VehicleGAN utilizes a proposed AutoReconstruction
as self-supervision for pose guided image synthesis.
In this way, the proposed VehicleGAN is pair-flexible,

TABLE III
RESULTS OF VEHICLE RE-ID ON VEHICLEID [15] DATASET. HIGHER
RANK-1, AND RANK-5 MEAN BETTER PERFORMANCE. THE BEST AND

SECOND BEST PERFORMANCE ARE MARKED IN RED AND BLUE.

Methods Test800 Test1600 Test2400
Rank-1 Rank-5 Rank-1 Rank-5 Rank-1 Rank-5

RAM [34] 0.752 0.915 0.723 0.870 0.677 0.845
QD-DLF [35] 0.723 0.925 0.707 0.889 0.641 0.834

DF-CVTC [39] 0.752 0.881 0.722 0.844 0.705 0.821
SAVER [40] 0.799 0.952 0.776 0.911 0.753 0.883

CFVMNet [41] 0.814 0.941 0.773 0.904 0.747 0.887

Baseline-ResNet50 0.804 0.954 0.764 0.918 0.737 0.888
VehicleGAN*+JML 0.832 0.966 0.783 0.931 0.759 0.905
VehicleGAN+JML 0.835 0.965 0.782 0.932 0.757 0.906

working for either supervised (paired) or unsupervised
(unpaired) setting. VehicleGAN is used to generate pose
guided synthetic images with a unified target pose,
which helps the feature-level fusion based Joint Met-
ric Learning framework to learn vehicle perspective-
invariant features, reducing the Re-ID recognition diffi-
culties introduced by diverse poses of the same vehicles.
Extensive experiments on two public datasets show that:
1) the proposed VehicleGAN can synthesize pose guided
target image with high quality, 2) the proposed Joint
Metric Learning framework obtains outstanding Re-ID
accuracy with the assistance of VehicleGAN.
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