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Abstract

Deep neural networks have shown exemplary perfor-
mance on semantic scene understanding tasks on source
domains, but due to the absence of style diversity dur-
ing training, enhancing performance on unseen target do-
mains using only single source domain data remains a
challenging task. Generation of simulated data is a fea-
sible alternative to retrieving large style-diverse real-world
datasets as it is a cumbersome and budget-intensive pro-
cess. However, the large domain-specfic inconsistencies
between simulated and real-world data pose a significant
generalization challenge in semantic segmentation. In this
work, to alleviate this problem, we propose a novel Multi-
Resolution Feature Perturbation (MRFP) technique to ran-
domize domain-specific fine-grained features and perturb
style of coarse features. Our experimental results on var-
ious urban-scene segmentation datasets clearly indicate
that, along with the perturbation of style-information, per-
turbation of fine-feature components is paramount to learn
domain invariant robust feature maps for semantic segmen-
tation models. MRFP is a simple and computationally effi-
cient, transferable module with no additional learnable pa-
rameters or objective functions, that helps state-of-the-art
deep neural networks to learn robust domain invariant fea-
tures for simulation-to-real semantic segmentation.

1. Introduction

Semantic segmentation is a fundamental computer vision
task, with diverse downstream applications, such as au-
tonomous driving [53], robot navigation [30, 39], medical
image analysis [1], landcover classification [50], and build-
ing detection [4, 38]. Producing synthetic data for train-
ing deep neural networks (DNNs) is a cost-effective and
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straightforward alternative compared to the myriad of chal-
lenges associated with collecting real-world data. How-
ever, models trained on synthetic data leads to the domain
shift problem [2, 6, 27, 35, 43], resulting in a drastic drop
in performance. In safety-critical applications such as au-
tonomous driving, different illuminations, adverse weather
conditions and the domain shift from synthetic data [32, 34]
cause a significant drop in the performance of DNNs when
tested on real-world datasets. There are two primary chal-
lenges with training models on synthetic datasets: 1) It is
not feasible to synthetically generate all potential unseen
domains. 2) Models trained on synthetic data do not gen-
eralize to real-world scenarios due to the domain gap that
persists when deployed in real-world situations.

In this paper, we propose a novel feature perturbation
technique referred to as Multi-Resolution Feature Pertur-
bation (MRFP) to address the domain gap between the
source and target domains, especially in a Sim-2-Real Sin-
gle Domain Generalization (SDG) setting. We hypothe-
sise that there exists a latent space consisting of domain-
agnostic features that are: 1) independent of style infor-
mation such as illumination and color characterized as low
frequency (LF) components; and 2) fine-grained local tex-
ture information characterized as high-frequency (HF) com-
ponents. The objective of MRFP is to selectively perturb
domain-variant LF and HF encoder features, aiming to im-
prove the generalizability of DNNs. MRFP achieves this
through two divergent receptive field branches tasked to fo-
cus on HF fine-grained features and LF semantic informa-
tion. While previous works have focused their efforts on
SDG [12, 18, 45, 47, 48, 57] and some have tackled the
Sim-2-Real [7, 8, 46] setting, there is a dearth of literature
on the Sim-2-Real problem with an image frequency per-
spective. To address the domain gap, existing approaches
involve enhancing the domain variance of the available
source domain data and enriching its representation. This is
achieved through methods such as introducing adversarial



noise perturbation [5, 49] or employing style manipulation
techniques [11, 49, 57]. However, most of these techniques
involve intricate training procedures and multiple objective
functions.

DNNs can focus on a broad spectrum of frequencies,
ranging from low to high. Wang er al. [46] suggests that
convolution-based DNNSs tend to grasp LF attributes in the
initial training phases, and gradually transition their atten-
tion towards HF components that are notably more domain-
specific. This phenomenon is illustrated with vanilla train-
ing in Fig.1. Convolution-based DNNs progressively cover
the entire frequency spectrum as marked by ‘[ ]’ in Fig.1
denoting the model focus range. This wide range also in-
cludes fine-grained domain-specific information. Huang et
al. [17] shows that the lowest and the highest spectral bands
in the frequency domain capture domain variant features
which hinders generalization performance on unseen do-
mains. From our observations of the feature space, it be-
comes apparent that high-resolution (in a spatial sense) fea-
tures mostly correlate to fine-grained features (as studied
in Section 4). Similarly, we observe that low-resolution
(in a spatial sense) features correspond to coarse features.
Drawing connections from a spatial to a Fourier perspec-
tive, we hypothesize that fine-grained information predom-
inantly corresponds to domain-specific HF features. While
coarse features correspond to LF features.

MRFP not only contributes to style perturbation but also
provides control over perturbation of fine-grained features.
It primarily consists of two components, i.e, the High-
Resolution Feature Perturbation (HRFP) module, which
comprises of a randomly initialized overcomplete (in a spa-
tial sense) autoencoder, and style perturbation with the nor-
malized perturbation technique (NP+) [11] within the fea-
ture space. Style perturbation techniques at the image level,
however, is limited, deterministic and sacrifices source do-
main performance because of its potential to adversely af-
fect image content [11]. Although NP+ (a feature level per-
turbation technique) can generate diverse styles while pre-
serving high content fidelity, it does not perturb domain-
specific fine-grained features, thus missing opportunities to
further enhance generalizability. Randomizing these fea-
tures during the training process restricts the model from
drawing inherent source domain specific patterns.

RandConv [52] and ProRandConv [8] are image aug-
mentation techniques that introduce variance in features in
the form of contrast and texture diversification in the im-
age space. In contrast to ProRandConv, the proposed HRFP
module operates in the feature space by extracting fine-
grained characteristics via a decreasing receptive field from
a randomly initialized overcomplete autoencoder, serving
as perturbations to prevent domain-variant feature overfit-
ting. The inherent benefit of utilizing overcomplete convo-
lutions lies in their decreasing receptive field, where pertur-
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Figure 1. Deep models focus on low-frequency features in the
initial stages of vanilla training and shift their focus mainly to
domain-variant HF (very-fine) features, covering the entire spec-
trum. Introducing variability with Style Perturbation (NP+) and
High-Resolution Feature Perturbation (HRFP) at both ends of the
spectrum, shifts the model’s focus to domain in-variant features.

bations do not induce significant semantic distortions. This
is because the influence of pixels beyond the center of the
receptive field is minimal compared to the increased impact
observed in undercomplete networks with an increasing re-
ceptive field. As shown in Fig.1, the introduction of style
perturbation with NP+ and HRFP helps restrict the model
focus range to domain in-variant features.

To the best of our knowledge, MRFP is the first tech-
nique that employs decreasing receptive fields of overcom-
plete networks to focus on fine-grained features and perturb
them through randomly initialized weights to enhance gen-
eralization performance. To summarize, the overall main
contributions are as follows:

* A novel MRFP technique is proposed to introduce per-
turbations to fine-grained information and infuse varied
style information into any baseline segmentation encoder
backbone to facilitate the learning of domain-agnostic se-
mantic features.

* The proposed HRFP technique aims to prevent overfit-
ting on source domain, by using a randomly initialized
overcomplete autoencoder on the shallow encoder layers
and decoder layer of the baseline segmentation model as
a feature-space perturbation.

* MREFP is a simple transferable module with no additional
learnable parameters or objective functions, which im-
proves the generalizability of deep semantic segmentation
models.

» Extensive experiments over seven urban semantic seg-
mentation datasets show that the proposed model
achieves superior performance for single and multi-



domain generalization tasks in a Sim-2-Real setting.

2. Related Works

Domain Generalization: These techniques aim to im-
prove the generalization ability of models to unseen target
domains, without any access to these domains during train-
ing. Various methods like domain alignment [13], meta-
learning [25], adversarial learning [49], and data augmen-
tation [5, 16] have been proposed to learn domain invari-
ant features. IBN-Net [29] shows significant improvement
combining batch and instance norm to learn discriminative
features and avoid overfitting on the training data. NP+ [11]
has been used to perturb the feature statistics and synthesize
diverse domain styles. Whitening transform has shown to
eliminate style information when applied to each instance
[26], but may remove domain invariant content at the same
time. An instance selective whitening loss was proposed
by Robustnet [7] to selectively remove only feature repre-
sentations that cause domain shifts. WildNet [24], SAN-
SAW [31] and Style Projected Clustering [19] are recent
DG methods that either use external real-world data (Im-
ageNet) for synthesising styles or have complicated train-
ing strategies with multiple objective functions. MRFP on
the other hand, does not introduce any learnable parameters
during the training phase or use any external data.

Data Augmentation and Domain Randomization:
Data augmentation and domain randomization [40] tech-
niques are used to expand the training data for better gen-
eralization. For classification task, frequency based tech-
niques like APR [3] have been proposed, where the main
idea is to augment only the amplitude spectrum of an im-
age while keeping the phase spectrum constant. Style ran-
domization is used to expand the coverage and diversify
the source domain using normalization layers [20] and ran-
dom convolutions [52]. Progressive random convolutions
[8] employ progressively stacked randomly initialized con-
volutions with an increasing receptive field, as an image-
space style perturbation to introduce diversity in style and
contrast. In contrast, the suggested MRFP technique per-
turbs both low and high frequencies in the feature space,
incorporating both style perturbation and HF perturbation.

Overcomplete Networks: Previous studies [21, 38, 42]
have suggested that overcomplete representations have the
ability to pick up on the finer details in the input image
while also being robust to noise compared to their under-
complete counterparts in the semantic segmentation task.
It is shown that these fine features are paramount for high
source domain accuracy [44]. However, the generaliza-
tion ability of overcomplete models has not been explored.
When subjected to diverse domains, learning these fine fea-
tures can have a detrimental impact on out-of-domain per-
formance. MRFP however, employs these fine features as
perturbations to prohibit the model from overfitting on HF

domain-specific features.

3. Methodology
3.1. Problem Formulation

Domain generalization aims to learn a domain-independent
model, to train on only a source domain S and test on un-
seen target domains T = {T4,T>...T,,}. Let the source do-
main training dataset be denoted as S = {x,,,y,, }'5, where
x, is the n'" image, ¥, is its corresponding pixel-wise la-
bel, and N is the total samples in the source domain S. The
focus of this work is the semantic segmentation task, with
the assumption of a common label space for source and un-
seen target domains. For multi-domain generalization case,
where multiple source domains exist, § = {S1,S...5,, } are
used during training, and for each training iteration, sam-
ples are selected randomly from multiple source domains
as input. The objective function to train the model using
empirical risk minimization [41] is given as:
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where fy(-) is the semantic segmentation network that out-
puts pixel-wise category predictions, f represents the learn-
able parameters in the network, and /(+) is the cross-entropy
loss function to measure error. To make the segmentation
model fy(-) generalizable by learning domain invariant fea-
tures in both single and multi-domain settings, MRFP tech-
nique is proposed.

3.2. Preliminary: Overcomplete Representations

The proposed HRFP module is a randomly initialized over-
complete auto-encoder. In this sub-section a brief overview
of overcomplete representations is presented. Let F/ and
F2 be the feature maps of input image /. Assume that the
initial Receptive Field (RF) of the convolutional filter is k x
k on the image. In undercomplete auto-encoders, due to the
max pooling operation, the spatial dimensionality of F/ is
halved causing an increase in the receptive field of Fi, F2
and so on. Eq. 2 is the generalized RF equation for the i
layer.

RE wrtl=220"0 x kxk )

However, with overcomplete architectures spatial dimen-
sionality of features F1, F2 and so on increase. For exam-
ple, an upsampling operation of coefficient 2 that replaces
the max pooling operation causes a decrease in the receptive
field as generalized in Eq. 3.

RF. wrtl=(1/2)%"Y x kx k 3)

Due to their decreasing receptive fields overcomplete archi-
tectures focus on meaningful fine-grained information [21].
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Figure 2. Multi-Resolution Feature Perturbation Technique: Normalized Perturbation (NP+) and High-Resolution Feature Perturbation
(HRFP) are randomly incorporated into the training procedure for the baseline segmentation model (DeepLab v3+) , which are represented
by the toggles. Dotted line, which is the addition of features to penultimate layer of decoder, is incorporated only in High-Resolution
Feature Perturbation Plus (HRFP+) technique. MRFP — {HRFP, NP+} and MRFP+ — {HRFP, HRFP+, NP+}

3.3. Multi-Resolution Feature Perturbation

An inherent tactic for addressing domain shift in domain
generalization approaches involve producing diverse data
and integrating it into the training set. In the proposed
MRFP technique, in addition to creating diverse styles it
aims to perturb the distribution of domain-specific fine-
grained features so that the model does not tend to overfit
on these fragile features. MRFP technique has two main
components namely the high-resolution feature perturba-
tion module and the NP+ module, which are detailed below.

High-Resolution Feature Perturbation (HRFP):
DNNs overfitting on fine-grained features are shown to
be detrimental to performance when tested on unseen
domains [46]. To address this issue, we employ a ran-
domly initialized overcomplete convolutional auto-encoder
that transforms input features to a higher dimension (in
a spatial sense). With a decreasing receptive field in
HRFP, there exists a high focus on fine-grained features.
These fine-grained features are perturbed using random
convolutional and batch norm layers as shown in Fig. 2.
These perturbations are subsequently added to the base
network to prevent the model from identifying inherent
domain-specific patterns.

HRFP is a plug and play module, and can work with
any deep segmentation encoder backbone. The encoder and
decoder of HRFP consists of 4 convolutional layers each,
where every randomly initialized convolutional layer is fol-

lowed by a randomly initialized batch normalization layer.
The reduction in receptive field as denoted in Eq. 3 occurs
as a result of increasing the spatial resolution of the feature
maps in each layer consecutively by bilinear interpolation
with a scaling factor of approximately 1.2 in the HRFP en-
coder. The HRFP module is upsampled up to a maximum
spatial resolution that is twice the size of its own input. Fol-
lowing this, the final four layers of the HRFP module reduce
the spatial dimensionality of the overcomplete latent space
back to its original input size, facilitating its smooth inte-
gration with the base network. Further details are provided
in the supplementary material. The random convolution
weights are He-initialized [14] whereas, random batch nor-
malization weights (i.e v and ) are sampled from a Gaus-
sian distribution (0, o2). The input to the HRFP module
originates from the output of the initial stage (stage 0) of the
encoder from the backbone layers of the baseline segmen-
tation network DeepLabv3+, as shown in Fig. 2. Since the
shallow layers in CNNs preserve style related information
through encoding local structures[56], we focus on feature
perturbation in these layers, which empiracally yielded the
best performance. Hence, the output of HRFP is incorpo-
rated as a perturbation, added to the output of the same layer
within the base network’s encoder backbone as shown in O
branch in Fig. 2.

HRFP+: In addition, to further encourage the model
to focus towards learning robust domain-invariant features,
fine-grained perturbation is added to the decoder of the base



network. In HRFP+, the output of the largest upsampled en-
coder layer of the HRFP block is added to the penultimate
layer of the decoder of the baseline segmentation model as
shown by branch Oj in Fig. 2. The intuition behind this
extra perturbation in the decoder of the base network is that
it adversarially helps the segmentation head and makes it
more robust against domain-specific HF noise. Addition-
ally in this case, three instance normalization layers [29]
have been adopted in a similar fashion as [7].

Style Perturbation: From our conjecture that low-
resolution features correspond to LF features, we aim to in-
crease the variations in the low-frequencies by perturbing
feature channel statistics in the spatial domain. To facili-
tate an increase in the diversity of style which is known to
correspond to LF components in the amplitude spectrum,
feature channel statistics in the spatial domain are modified
using normalized perturbation [11]. NP+ helps the model
perceive potentially diverse domains and not overfit to the
source domain, and is given by,
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where {i., 0.} € REXC are mean and variance of input
channels, and {a,3} € RE*C are drawn from normal
distribution. For a batch B with feature channel statistics
Le, the statistic variance A € R is given by,
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where, i is the feature channel mean of b*" sample in the
batch. Setting the normalized variance 6 = A/max(A) and
using Eq. 4, the output feature map y is given as,

y=ax+0(8— ). (6)

where max represents the maximum operation. Since the
features being perturbed using NP+ have a smaller spatial
resolution than that of the HRFP block, these perturbations
can be viewed as low-resolution feature perturbations.

MRFP/MRFP+ consists of both high-resolution feature
perturbation (HRFP/HRFP+) and normalized feature per-
turbation. The perturbations caused due to HRFP/HRFP+
enables the model to learn domain invariant representations
in the learned feature space from distinct domains generated
from NP+. The proposed method is fundamentally differ-
ent from previous convolutional randomization techniques
[8, 52, 55] wherein, the task is to induce various style do-
mains in the image space. In contrast, MRFP/MRFP+ aims
to induce domain agnostic model behaviour by not only
generating diverse style-information in the feature space but
also by not letting the model overfit on HF source domain-
specific features. The proposed module is a simple, compu-
tationally efficient, transferable technique, and thus can be

attached to any deep backbone network while adding no ad-
ditional learnable parameters, nor extra objective functions
to optimize in the training process of the base network. Dur-
ing inference, the MRFP module is removed, and only the
baseline segmentation network is used.

4. Experiments
4.1. Experimental Setup

The assessment of the proposed MRFP technique involves
the use of two synthetic datasets, GTAV [32] individually
and collectively with Synthia [34] to address the challenge
of Sim-2-Real domain generalization. The models that un-
dergo training are subsequently tested on unseen domains
that were not part of the training process. These new do-
mains encompass BDD100k (B), Cityscapes (C), Mapillary
(M), Foggy Cityscapes (F), and either GTAV (G) or Syn-
thia (S), depending on the specific training configuration.
In scenarios involving single and multi-domain generaliza-
tion, the setups are as follows: G— {B, C, M, S}, G—
{F, Rainy Cityscapes with intensity level of 25mm, 50mm,
75mm, 100mm} and (G + S)— {B, C, M}. In order to
ensure fair comparisons, we re-implement IBN-Net [29],
RobustNet (ISW) [7], and SAN-SAW [31], and evaluate
them on F using their open source codes”. As explained in
Section 3.2, MRFP is a transferable plug-and-play module
that can be incorporated into any existing model backbone.
Extensive experimentation is carried out using two distinct
backbones, namely Resnet-50 and MobileNetv2, showcas-
ing the effectiveness and wide applicability of the proposed
module. We use Mean Intersection over Union (mloU) as
our quantitative metric.

4.2. Datasets Description

Synthetic Datasets: GTAV [32] is a synthetic image dataset
generated using the GTA-V game engine, comprising of
24966 images with pixel-wise semantic labels, with a res-
olution of 1914x1052. Similarly, Synthia [34] is also a
synthetically generated dataset which includes 9400 images
with a resolution of 1280x760. Meanwhile, Synthia has
6580 training images and 2820 validation images. Both
datasets have 19 common object categories.

Real-world Datasets: Five real-world datasets are used,
namely Cityscapes (C), Foggy Cityscapes (F), BDD-100k
(B), Mapillary (M) and Rainy Cityscapes (R), maintaining a
common label space of 19 classes. These datasets are exclu-
sively employed for testing purposes, using their respective
validation sets. Cityscapes [9] is a large-scale dataset, with
the resolution as 2048x1024, which contains 500 validation
samples. In F [36], synthetic fog is added to the Cityscapes

*Details about re-implemented methods are given in Supplementary
material.
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Figure 3. t-SNE visualization for the feature channel statistics of different components of MRFP+, MRFP, NP+ and baseline on GTAV
(source domain - red color) and Mapillary (target domain - blue color). The corresponding MMD scores are also reported.

Models(GTAV) |B |[C |M |S | Avg
Baseline | 31.44 | 34.66 | 32.93 | 25.84 | 31.21
IBN-Net [29] | 32.30 | 33.85 | 37.75 | 27.90 | 32.95
ISW [7] | 35.20 | 36.58 | 40.33 | 28.30 | 35.10
SAN-SAW [31] | 37.34 | 39.75 | 41.86 | 26.70 | 36.41
WildNet* [24] | 34.65 | 39.13 | 39.05 | 28.41 | 3531
WEDGE [22] | 37.00 | 3836 | 44.82 | NA | N/A
DIRL [51] | 39.15 | 41.04 | 41.60 | N/A | N/A
ProRandConv [8] | 37.03 | 42.36 | 41.63 | 25.52 | 36.63
MRFP(Ours) | 38.80 | 40.25 | 41.96 | 27.37 | 37.09
MRFP+(Ours) | 39.55 | 42.40 | 44.93 | 30.22 | 39.27

Table 1. Performance comparison of domain generalization meth-
ods in terms of mloU using ResNet-50 backbone. Models are
trained on G, and validated on B, C, M, and S. * indicates that
the external dataset (i.e., ImageNet) used in WildNet is replaced
with the source dataset for fair comparison.

Models(GTAV) | F | 25mm | 50mm | 75mm | 100mm | Avg

IBN-Net [29] | 33.18 | 20.07 | 14.85 | 11.16 | 8.80 | 17.61
ISW [7] | 36.30 | 23.7 | 17.93 | 13.53 | 1039 | 20.37
WildNet*" [24] | 38.75 | 27.04 | 19.17 | 13.94 | 945 | 21.67
MRFP(Ours) | 37.90 | 2829 | 21.86 | 17.05 | 12.79 | 23.57
MRFP+(Ours) | 40.67 | 30.42 | 23.74 | 19.25 | 1528 | 25.87

Table 2. Performance comparison of domain generalization meth-
ods using ResNet-50 backbone, in terms of mloU. Models are
trained on GTAV and tested on adverse weather conditions like
fog (foggy Cityscapes) and different levels of rain intensity in mm
(rainy cityscapes). fdenotes re-implementation of the method.
The best result is highlighted, and the second best result is un-
derlined.

images to simulate reduced visibility conditions, and con-
tains the 1500 images in validation set based on different
foggy settings. BDD-100k [54] and Mapillary [28] both

contain diverse street view images of resolution 1280x720
and 1920x1080 respectively. The images in validation set
of B are 1000 and 2000 for M.

4.3. Implementation Details

The baseline segmentation model employed is
DeepLabV3+ [4], implemented with Resnet50 [15]
and MobileNetv2 [37] backbones, both utilizing a dilation
rate of 16. All backbones used for training are pretrained
on ImageNet [10]. All experiments use SGD [23] optimizer
with a momentum of 0.9 and le-4 as the weight decay.
Initial learning rate is set to 0.01 and is decreased according
to polynomial rate scheduler with a power of 0.9. All
Resnet50 and MobileNetv2 backbone models are trained
for 40k iterations with a batch size of 16 for both single and
multi-domain generalization settings. Our augmentation,
dataset splits and validation settings are consistent with [7].
For the randomly initialized HRFP module, the batch-norm
layer parameters are sampled from a Gaussian distribution
with a standard deviation of 0.5. During the training
process, NP+, HRFP and HRFP+ modules are subjected
to independent randomization, each with a probability of
0.5. Inference of the trained models are conducted on
the baseline segmentation network DeepLabV3+ only. To
ensure equitable evaluations, all the results reported in this
subsection are averaged over three separate runs for fair
comparisons. Further implementation details are provided
in the supplementary material.

Models (GTAV) | B | C |S |M |F | Aw
Baseline | 26.76 | 26.95 | 22.72 | 27.34 | 27.26 | 26.20
IBN-Net [29] | 27.66 | 30.14 | 24.98 | 27.07 | 30.03 | 27.98
ISW [7] | 30.05 | 30.86 | 24.43 | 30.67 | 30.70 | 29.34
MRFP (Ours) | 33.03 | 32.92 | 25.62 | 30.95 | 32.97 | 31.10

Table 3. Comparison of mloU (%). All models are trained on
GTAV with DeepLabV3+ with MobileNetv2 as backbone.



4.4. Experimental Results

4.4.1 Quantitative Evaluation

The domain generalization performance of the proposed
MRFP technique is compared with existing methods: IBN-
Net [29], ISW [7], SAN-SAW [31], ProRandConv [8] and
WildNet [24]. Table 1 and Table 2 show the generalization
performance of state-of-the-art (SOTA) models and MRFP
with ResNet-50 backbone for single domain generaliza-
tion, in a Sim-2-Real setting. As shown in Table 1, both
the MRFP and MRFP+ achieve superior performance com-
pared to the SOTA methods on B, C, M and S. It has an
improvement of 7.56% on an average of all target domain
datasets compared to baseline DeepLabv3+ model, and an
improvement of 2.64% compared to ProRandConv. Table
2 shows the generalization performance when trained on
G and tested on adverse weather condition datasets like F
and R. Table 3 displays the models trained on GTAV, using
MobileNetv2 [37] as the backbone network. MRFP out-
performs all the other methods, showing the plug-and-play
nature of the proposed method.

Models (G+S) |B | C | M | Avg
Baseline | 30.11 | 38.63 | 35.90 | 34.88
ISW [7] | 35.99 | 37.24 | 38.97 | 37.40
MRFP (Ours) | 40.35 | 44.54 | 45.78 | 42.55

MRFP+ (Ours) | 4113 | 46.18 | 45.28 | 44.24

Table 4. Performance comparison of domain generalization meth-
ods in terms of mloU (%) using ResNet-50 backbone. Models are
trained on (G+S) — {B,C, M }.

Table 4 shows the Sim-2-Real, multi-domain generaliza-
tion performance of various domain generalization meth-
ods trained on G and S (G+S) datasets combined. The pro-
posed model outperforms the baseline model by 9.36 % and
ISW by 6.84 %. MRFP+ demonstrates enhanced general-
ization performance in the Sim-2-Real scenario by enhanc-
ing the base network’s ability to capture robust and domain-
invariant features. In contrast, other approaches primarily
focus on normalization, whitening techniques, or introduc-
ing random styles. These randomization techniques intro-
duce perturbations with the intention of manipulating in-
put image styles, aiming to cover portions of the target do-
main. Our method not only covers this aspect, but also in-
duces robustness by perturbing highly domain-specific fea-
tures in the shallow layers of the encoder. Importantly, this
approach doesn’t introduce any increase in computational
complexity, as only the baseline DeepLabV3+ segmenta-
tion model is used during inference.

Models (GTAV) |[B | C  |M |S | Avwg
Baseline | 31.44 | 34.66 | 32.93 | 25.83 | 31.71
HRFP+ | 39.28 | 41.39 | 42.70 | 29.70 | 38.26
HRFP | 34.18 | 38.15 | 43.33 | 26.71 | 35.59
NP+ | 34.50 | 40.33 | 38.85 | 28.65 | 35.58
SCFP | 38.57 | 40.65 | 42.48 | 28.24 | 37.48
MRFP(Ours) | 38.80 | 40.25 | 41.96 | 27.37 | 37.09
MRFP+(Ours) | 39.55 | 42.40 | 44.93 | 30.22 | 39.27

Table 5. Ablation analysis of each setting of the MRFP block,
mloU (%) is reported using ResNet-50 as backbone in the sce-
nario: G — {B,C, M, S}

(a)OC RandConv1

(b)OC RandConv2

(c)OC RandConv3

(e)Base model without MRFP (f)Base model after MRFP

Figure 4. GradCAM outputs of subsequent HRFP layers (a-d),
shows that constriction of receptive field, forces the module to fo-
cus on fine-grained information. (e) showcases model focus on
domain-specific features whereas (f) with MRFP the base model
focuses on domain in-variant meaningful features.

4.4.2 Qualitative Evaluation

To analyze the MRFP module, GradCAM visualizations are
shown in Fig. 4. Due to the HRFP block lacking learnable
weights, we adopt an ultra-low learning rate in model train-
ing for one iteration to create GradCAM visualizations for
validating our hypothesis. The focus of the HRFP module
moves from coarse to fine features from (a) to (d). It is also
seen in (f) that with MRFP in the training procedure, the
base model tends to focus more on domain in-variant fea-
tures such as the vehicle and trees (in this case), as opposed
to very-fine textures on the tarmac.

Fig. 5 shows the predictions of contemporary general-
ization models trained on GTAV, and tested on Mapillary.
The model extends the source class content to the target do-



(a)Baseline

(b)ISW

(c)MRFP (d)Ground Truth

Figure 5. Segmentation outputs of contemporary generalization
methods with ground truth.

mains, e.g, it accurately predicts the pavement, vehicles and
roads compared to the baseline and ISW. Further experi-
mental results and segmentation outputs are reported in the
supplementary material.

4.4.3 Ablation Study

NP+ and HRFP/HRFP+ differ in how they enhance gener-
alization. NP+ targets LF spectrum while HRFP targets the
HF spectrum as seen in Fig. 6, which denotes a Fourier
analysis of NP+ and HRFP perturbations. A relative in-
crease in the presence of frequencies is studied across 3
bands. The presence of low-frequencies are predominantly
increased after NP+. In stark contrast, HRFP predominantly
increases the presence of HF components in the feature
space. This supports our previously stated conjecture and
approach employed to improve out of distribution perfor-
mance. Fig. 3. depicts the t-SNE plots for the final en-
coder stage of the ResNet50 backbone along with the corre-
sponding Maximum Mean Discrepancy (MMD) scores. A
lower MMD score and a higher degree of overlap between
the two distributions indicate better generalizability. This is
observed in the components used in the proposed module.
Impact of different components in MRFP/MRFP+:
To investigate the contribution of each component in the
overall MRFP technique, we perform an ablation analy-
sis where we validate the need for different components
of MRFP as well as different spatial configurations in the
proposed HRFP module. Table 5 shows HRFP+ alone out-
performs NP+ by 2.68%, beating SOTA methods by 1.63%,
and the baseline by 6.55%. Aditionally, NP+ only supple-
ments HRFP/HRFP+, aligning with our hypothesis. All ex-
periments are conducted using the same training settings as

HRFP
0.12
0115

NP+
005
01 245
0095
o - .
0085 235
Al Low Mid Al Low Mid High

High

Figure 6. Presence of frequencies in the Fourier domain of NP+
and HRFP features. The most significant rise in the presence of LF
features is noted following NP+ perturbation (left), whereas the
most notable increase in the presence of high-frequency features
occurs with HRFP perturbation (right).

described in the implementation details. As seen from the
results in Table 5, we observe that disabling either compo-
nent has a detrimental effect on out-of-domain performance
in comparison to utilizing both components. To further aid
the model to focus on domain in-variant features, combin-
ing both style perturbation and HRFP+ showcases the high-
est increase of 7.56% out-of-domain performance.

Importance of the overcompleteness in HRFP: A dif-
ferent spatial configuration in the fine-grained feature per-
turbation block is conducted with spatially consistent Fea-
ture Perturbation (SCFP) where all layers in the fine-grained
feature perturbation block are spatially unchanged. The
SCFP configuration causes a drop of 0.78% when com-
pared to HRFP+ module. This could be due to the model’s
focus not being shifted away from domain-specific fine-
grained/HF features. The results show that the combina-
tion of HRFP+ and NP+ gives the best average out of do-
main performance of approximately 7.56%, showcasing the
need for perturbing domain-variant high frequency features
along with style perturbation. Additional studies on over-
completeness of the HRFP module are provided in the sup-
plementary material.

5. Conclusion

This paper introduces a novel Multi-Resolution Feature Per-
turbation (MRFP) technique, designed to address both sin-
gle and multi-domain generalization challenges within Sim-
2-Real context for semantic segmentation. The MRFP tech-
nique involves perturbing domain-specific fine-grained fea-
tures using HRFP along with perturbing the feature channel
statistics using normalized perturbation. Our approach con-
sistently achieves superior performance across diverse do-
main generalization scenarios using seven urban scene seg-
mentation datasets. MRFP has an improvement of 7.56 %
compared to baseline, when trained on GTAV and tested on
all target domain datasets. Importantly, this improvement is
achieved without an increase in the number of parameters
or computational cost during the inference phase.
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Supplementary Material

6. Supplementary Material

This supplementary section provides additional details
which could not be added in the main paper due to space
constrains, including: (1) additional implementation de-
tails, (2) additional quantitative experiments, (3) qualitative
results, (4) further ablation study, (5) details about compu-
tational complexity, and (6) comparison to state of the art
domain generalization techniques.

6.1. Additional Implementation Details

Each of our models are trained for 40K iterations for both
single-domain and multi-domain (G+S) generalization set-
tings. The dataset partitioning (training, validation and test
splits) strictly follow [7]. The re-implementations of other
methods also follow the same dataset partitioning. To en-
sure fair-comparison, [31] is also validated on the the Syn-
thia dataset partitioning of [7]". The model saved at the last
iteration is used for all our analyses for out-of-domain and
in-domain performance. The probabilities p of all our per-
turbations (HRFP, HRFP+ and NP+) are empirically set to
0.5 where each probability is independent of another. In
short, the perturbations occur on independent probabilities.
For the style perturbation technique, the noise variance is
drawn from a Gaussian distribution of mean 1 and standard
deviation on 0.75. The batch size was kept as 16 for all the
experiments that used GTAV dataset as the source-domain
data. In the case of Synthia dataset being the source domain
data, the batch size was kept as 8. All experiments with
multi-domain generalization setting was conducted with the
batch size being 8. All models are trained and tested on
Nvidia RTX A6000 GPU.

6.2. Quantitative Results

Table 6 presents the out-of-domain (OOD) performance of
MRFP when trained on the Synthia dataset. MRFP im-
proves on the baseline and outperforms other state-of-the-
art DG methods by approximately 2% and 1% respectively
showcasing the wide applicability of the technique for sim-
2-real DG. Table 7 and Table 8 show the source domain per-
formance on GTAV(G) and Synthia (S) simulated datasets
respectively. Although a performance drop of 1.75% on av-
erage is observed in source domain performance compared
to the baseline, it is not a major concern, as the overall gen-

TRobustNet data partitioning: http://github.com/shachoi/
RobustNet /blob/main/split_data/synthia_split_val.
txt

eralization ability on all real-world datasets is improved sig-
nificantly. Table 9 displays the wide applicability of the
proposed MRFP technique as a plug-and-play module as
it improves the OOD performance of a different segmen-
tation network(in this case U-Net [33] with ResNet-50 as
the encoder backbone), without any additional tuning of the
hyperparameters by 2.29%.

Models (S) /B |C |M |G |Awyg

Baseline | 20.83 | 27.95 | 24.06 | 29.81 | 25.66

IBN-Net [29] T | 21.12 | 27.09 | 22.94 | 27.38 | 24.63

ISW [7]F | 22.66 | 29.92 | 25.44 | 28.30 | 26.58

WildNet* " [24] | 20.76 | 27.54 | 24.65 | 29.73 | 25.67

MREP (Ours) | 25.68 | 27.89 | 25.98 | 30.50 | 27.51

Table 6. Performance comparison of domain generalization meth-
ods using ResNet-50 backbone, in terms of mloU. Models are
trained on S — {B, C, M, G }. tdenotes re-implementation of
the method. * indicates that the external dataset(i.e., ImageNet)
used in WildNet is replaced with the source dataset for fair com-
parison. The best result is highlighted, and the second best result
is underlined.

Models (G) G
Baseline 76.57
ISW [7] 72.10

MREFP (Ours) 74.28
MRFP+ (Ours) | 74.85

Table 7. Source-domain performance of models trained on the
GTAV dataset with Resnet-50 backbone .

Models (S) S
Baseline 78.37
ISW [7] 77.48

MREFP (Ours) 75.87
MREFP+ (Ours) | 74.05

Table 8. Source-domain performance of models trained on the
Synthia dataset with Resnet-50 backbone .

6.3. Qualitative Results

Figure 7 shows the qualitative results of MRFP bench-
marked against other state-of-the-art domain generalization


http://github.com/shachoi/RobustNet/blob/main/split_data/synthia_split_val.txt
http://github.com/shachoi/RobustNet/blob/main/split_data/synthia_split_val.txt
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Model(GTAV)  |B  |[C |S |M | Awg

U-Net [33] | 2532 | 28.49 | 19.48 | 30.80 | 26.02

U-Net with MRFP | 28.87 | 28.79 | 19.60 | 36.01 | 28.31

Table 9. Performance comparison of domain generalization meth-
ods in terms of mloU (%) using ResNet-50 backbone. Models are
trained on G — {B, C, S, M }.

methods. The results indicate that MRFP outperforms other
methods in unseen real-world datasets, especially in adverse
weather conditions as seen in Foggy Cityscapes.

6.4. Ablation study

Choice of network design: In designing the HRFP mod-
ule, we chose a four layer encoder-decoder structure guided
by GradCAM visualizations. Emperically, incorporating 4+
layers mostly captures redundant fine features leading to
performance saturation with only a marginal +0.3% OOD
performance gain, albeit with increased GPU memory us-
age during training. Conversely, 2 or 3 layers result in -
1.5% OOD performance. In the HRFP module, the num-
ber of channels in each layer remains consistent, except for
the layers added to the base network, ensuring compatibility
with the summation operation.

Table 10 shows the relative performance of three differ-
ent up-scaling factors for the bilinear interpolation of the
(High Resolution Feature Perturbation) HRFP block. The
proposed method HRFP is empirically set to have a overall
scale increase of 2 in its latent space. In other words, the
spatial resolution, over the course of the first four encoder
layers, is ultimately increased to double the spatial resolu-
tion of the input to the HRFP block. This can be termed
as overall scale-factor increase. To evaluate the memory
consumption to accuracy tradeoffs, we present additional
results on overall scale factors of 1.5 and 2.5 respectively in
Table 10. It is observed that while a higher overall scale-
factor of 2.5 provides a slight improvement in the OOD
performance, the memory requirement during training is
substantially higher. An up-scaling factor of 1.5 provides
a slight drop in the OOD performance while the memory
requirements tend to be on the lower end. Overall, the sen-
sitivity to the up-scaling factor seems to be minimal, but in
the proposed method we adopt an overall scale factor of 2
as it helps us decrease the memory usage compared to 2.5
and add the HRFP+ decoder perturbation which yields sig-
nificant OOD performance improvements.

Table 11 shows the benefit of using the proposed
MRFP/MRFP+ for domain generalization. In Table 11,
L-MRFP is learnable MRFP which refers to the HRFP
block of MRFP being learnable and not randomized ev-
ery iteration. RGN refers to random Gaussian noise be-
ing added to features as feature perturbations instead of

the proposed MRFP/MRFP+ module to the baseline model
(DeepLabV3+). It is seen that feature perturbation is
helpful for robustness to domain shifts as L-MRFP per-
forms inferior to the proposed RGN and the proposed
MRFP/MRFP+. MRFP/MRFP+ out-of-domain(OOD) per-
formance surpasses L-MRFP and RGN by approximately
4%. This suggests that adding random noise to the features
as perturbations does increase the OOD performance but
has the issue of redundancy, and distorting the semantics
of the domain-invariant features which can negatively im-
pact OOD performance thus leaving room for improvement.
To fill this gap, the proposed MRFP/MRFP+ technique pre-
dominantly perturbs domain-specific features while mini-
mizing the semantic distortion that can occur to domain-
variant features by random perturbtion.

The proposed HRFP block and the NP+ style perturbation
technique is introduced in the initial layers as they predom-
inantly contain style information and fine-grained domain-
specific features. To restrict these domain-specific features
from propagating and influencing the later layers of the net-
work, we add the HRFP/HRFP+ block with style perturba-
tion techniques at the initial layers. This setting was empir-
ically found to be the best.

Models(GTAV) |B | C |M
MRFP (OSF=1.5) | 38.29 | 40.27 | 41.95 | 40.17
MRFP (OSF=2.5) | 39.21 | 39.84 | 43.20 | 40.75
MRFP | 38.80 | 40.25 | 41.96 | 40.33
MRFP+ | 39.55 | 42.40 | 44.93 | 42.29

‘ Avg

Table 10. Performance comparison of domain generalization
methods in terms of mloU using ResNet-50 backbone. Models are
trained on G — {B, C, M}. OSF= Overall scale-factor increase.

Model(GTAV) [B | C  |S |M | Awg

Baseline | 31.44 | 34.66 | 25.84 | 32.93 | 31.21

L-MRFP | 33.38 | 3821 | 25.40 | 38.04 | 33.75

RGN | 3470 | 36.84 | 25.36 | 41.81 | 34.67

MRFP(Ours) | 38.80 | 40.25 | 27.37 | 41.96 | 37.09

MRFP+(Ours) | 39.55 | 42.20 | 30.22 | 44.93 | 39.27

Table 11. Performance comparison of domain generalization
methods in terms of mloU using ResNet-50 backbone. Models are
trained on G — {B, C, S, M }. RGN=Random Gaussian Noise,
L-MRFP=Learnable MRFP.

6.5. Computational Complexity

Table 12 shows the computational complexity comparison
of the proposed MRFP technique with other domain gener-
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Figure 7. Qualitative comparison with different domain generalization methods, trained on GTAV [32] with the backbone as ResNet-50,
tested on BDD-100K [54], Cityscapes [9] and Foggy Cityscapes [36]. MRFP consistently generates superior predictions compared to other

methods, especially on Cityscapes and Foggy Cityscapes.

alization methods. Since MRFP is only used for training,
and only the baseline segmentation model DeepLabV3+ is
used for inference, the number of parameters and the com-
putational cost (GMACsSs) remains the same as the baseline
model. Although the parameters of SAN-SAW [31] is con-
siderably less compared to MRFP and the baseline model
DeepLabV3+ model, its computational cost and training
time is extremely high.

Models # of Params | GMACs
Baseline 40.35M 554.31
IBN-Net [29] 45.08M 555.64
ISW [7] 45.08M 555.56
SAN-SAW [31] | 25.63M 843.72
WildNet [24] 45.21M 554.32
MRFP 40.35M 554.31

Table 12. Inference computation cost comparisons of MRFP and
other contemporary methods.

6.6. Comparison With Alternative Domain Gener-
alization Techniques

The domain generalization performance of the proposed
MRFP/MRFP+ technique is compared with numerous state-
of-the-art DG methods. The augmentations used for train-
ing and re-implementation are restricted to standard aug-
mentations, and all settings are consistent with ISW [7].
We do not perform a performance comparison with Pro-
RandConv [8] on the Foggy Cityscapes dataset [36] because
its open-source code is not available. We also do not con-
duct a performance comparison between MRFP and [19],
because of mainly two reasons: (1) in addition to using data
augmentations used in [7], extra strong style augmentations
are used to enhance the style information of urban-scene

images, using Automold road augmentation library*, and
(2) open source code is not available for re-implementation
without the extra strong style augmentations used. In the
future, we intend to use these augmentations for style vari-
ations on source domains.

* Automold Road augmentation library : https://github.com/
UjjwalSaxena/Automold-—-Road-Augmentation-Library


https://github.com/UjjwalSaxena/Automold--Road-Augmentation-Library
https://github.com/UjjwalSaxena/Automold--Road-Augmentation-Library
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