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Figure 1. Teaser: we introduce “soft mining” to accelerate neural field training. When applied to Neural Radiance Field (NeRF) training,
our method significantly improves convergence. We visualize the error maps (blue denotes low error and red denotes high error) and the
rendered novel views for uniform sampling and our method. We plot the convergence showing the Peak Signal-to-Noise Ratio (PSNR)
for the corresponding scene. We render both images at 1k iterations of training, specified by the red dashed line in the (right) graph. Our
method achieves the same PSNR significantly faster than the baselines.

Abstract
We present an approach to accelerate Neural Field train-

ing by efficiently selecting sampling locations. While Neu-
ral Fields have recently become popular, it is often trained
by uniformly sampling the training domain, or through
handcrafted heuristics. We show that improved convergence
and final training quality can be achieved by a soft mining
technique based on importance sampling: rather than ei-
ther considering or ignoring a pixel completely, we weigh
the corresponding loss by a scalar. To implement our idea
we use Langevin Monte-Carlo sampling. We show that by
doing so, regions with higher error are being selected more
frequently, leading to more than 2x improvement in conver-
gence speed. The code and related resources for this study
are publicly available at project page.

1. Introduction
Neural fields [45] have recently become popular due to
their versatile nature, and their ease of integration with

popular workloads like novel view synthesis [22]. Neu-
ral fields map input coordinates to output values and are
typically implemented as variants of multi-layer percep-
trons (MLP) [19, 35, 39]. They have demonstrated impres-
sive capabilities in representing signals for 1D audio [35],
2D images [23, 39], 3D shapes [22, 26], and 4D light fields
[37, 48]. Beyond modeling and compressing signals, they
have also been utilized to simulate physics [6, 27].

While neural fields provide impressive results, training
them can be lengthy, e.g. on modern GPUs training the
original Neural Radiance Field (NeRF) [22] for a single
scene can take hours. Researchers have since improved
the training process through alterations to network archi-
tectures [9, 23], and through better loss functions [2].

An angle that none of the papers above consider is how
training batches are formed. That is, which pixels in the 2D
image, or which rays in the radiance field are used for each
optimization step. These methods typically rely on simple
uniform sampling, which may lead to sub-optimal training
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Figure 2. Convergence: we show the relative number of iterations
compared to uniform sampling required to reach PSNR value of
35 dB for 2D image fitting, 30 dB for the NeRF Synthetic dataset,
and 25 dB for the NeRF LLFF dataset. Our method requires sig-
nificantly less number of iterations, specifically less than half of
what is required with uniform sampling.

performance. For example, as shown for the NeRF train-
ing example in Figure 1, if the signal has smooth regions
such as walls, we can expect diminishing returns when sam-
pling from those smooth areas as training progresses. There
have been some very recent attempts to address this prob-
lem either through a heuristic that focuses training to image
edges [14], or by analyzing images through quad-trees [50].
However, these methods are hand-designed for NeRF and
do not generalize to other neural field training. Moreover,
the gains that these methods provide are marginal, espe-
cially with real-world data, as we will show empirically.

In this work, we propose a principled method to im-
prove the convergence of neural field training by improv-
ing the sampling mechanisms. Akin to core research in im-
age classification that introduced the concept of hard min-
ing [32, 33], we propose to focus on ‘hard’ samples within a
neural field workload. However, we empirically discovered
that straightforward hard mining does not improve train-
ing. We thus re-formulate neural field training as impor-
tance sampling and derive a relaxed ‘soft’ hard mining for-
mulation, analogous to the soft mining heuristic introduced
for metric learning [41]. To implement our idea, inspired
by the rich literature on Bayesian optimization for efficient
sampling of distributions [3, 12, 43], we opt to use Langevin
Monte Carlo (LMC) sampling [5, 25].

To verify the efficacy of our method, we apply it to two
common use cases of neural fields: 2D image fitting and
NeRF. As shown in Fig. 2, our method at least doubles the
convergence speed for all tasks. Compared to the edge-
based heuristic [14] for NeRF, our method approximately
doubles the convergence speed for both synthetic and real-
world data.

2. Related Works
Neural fields have gained substantial popularity as a rep-
resentation method for various types of signals in a wide
variety of applications [46]. This paradigm was first pop-

ularized as a way of representing 3D scenes and objects,
beginning with Scene Representation Networks [34] in the
form of learnable ray marching, which was soon followed
by Neural Radiance Fields [22] and Implicit Differentiable
Renderer [47], which adopted volumetric and distance field
representations respectively. Initially, work on neural scene
representations focused on architectures where the field co-
ordinate is a spatial position, but later works generalized
this to cases where the parameters of a viewing ray are used
to define the field [30, 36]. These methods share a com-
mon photometric reconstruction strategy for supervision in
which the network is trained to reproduce pixel values of the
training images when rendered. Due to the computational
expense of rendering, this supervision is implemented as a
stochastic approximation in which mini-batches of pixels
are sampled from the training images to be used as supervi-
sion at each step. It is this pixel sampling process that we
aim to improve, so to achieve better training convergence
and higher accuracy.

Accelerating neural fields. Neural scene representa-
tions, particularly those based on volume rendering, quickly
gained a reputation for being very computationally expen-
sive and therefore slow to train. Consequently, a number
of methods have been proposed for accelerating both train-
ing and inference by modifying the model architecture to be
less expensive. The majority of these approaches have tried
to achieve their speed-ups by reducing the number of times
the underlying field needs to be evaluated [20, 23, 31, 48],
by altering the memory-computation trade-off of the neu-
ral architecture [15, 28, 29, 31, 38], and/or by optimizing
their implementations to take maximum advantage of ac-
celeration hardware with efficient compressed field repre-
sentations [7–10, 13, 23]. While these methods are largely
aligned with our goal of improving efficiency, and thereby
quality achievable within a given compute budget, their
methods are complementary to ours, which is compatible
with a wide variety of efficient architectures. We note
also that none of these methods focus on choosing which
rays (queries) to use for training, which is the primary fo-
cus of our work.

Efficient selection of queries. Some prior works have ex-
plored modified ray sampling schemes for training NeRF
models. Gai et al. [14], which we refer to as Edge, samples
rays based on detected edges in training images, taking ad-
vantage of the fact that rendering error tends to be higher
in these regions. Zhang et al. [50] adopts a strategy that in-
corporates a prior probability derived from local color vari-
ance, and further tracks photometric error throughout train-
ing with an adaptive quadtree structure, allocating more
samples to regions with higher error. Unlike these hand-
crafted techniques, our method seeks to improve training
by allocating samples in a principled manner, and in a way
that is not tightly coupled to a specific task. By doing so we



show that a significant speed up in convergence is achiev-
able compared to existing methods.

3. Method

Let us start by formalizing neural field training (Sec. 3.1).
We will then introduce our soft mining approach (Sec. 3.2)
as well as how to create batches effectively with minimal
overhead via LMC sampling (Sec. 3.3).

3.1. Neural field training

A neural field fψ with learnable parameters ψ defines a
mapping from a bounded set of coordinates R ⊂ RD to
outputs O ∈ RF as fψ : RD → RF , where for ex-
ample fψ : R3 → R1 maps positions to signed distance
in [26, 35], and fψ : R5 → R4 maps positions to view-
dependent radiance and density in [22]. These neural fields
are typically trained with a loss function that is associated
with the error that the neural field function is making while
predicting a ground-truth signal fgt(x). Formally, we define
an error function that takes a neural field fψ(x) at the co-
ordinates x and outputs a value representing some disparity
metric between the prediction and ground truth fgt(x) as

err(x) = err(fψ(x), fgt(x)) ∈ R. (1)

We can then write the loss function that is minimized for
training to be the Monte Carlo estimate of the expectation
of this error err(x):

L =
1

N

N∑
n=1

err(xn) ≈ Ex∼P (x) [err(x)]

=

∫
err(x)P (x) dx , (2)

where N is the number of training samples in a batch and P
is the distribution of the sampled data points xn. In (2), it is
important to note that P affects the outcome of the integral
and the expectation, and changes in the sampling scheme
effectively result in changes in the loss—naively choosing
a batch construction scheme can therefore be harmful and
requires care. Typically, a uniform distribution is employed
as P for most neural field applications; e.g., in Mildenhall
et al. [22]. Let us now discuss how to perform (soft) hard
mining with importance sampling and how it tightly relates
to the original objective in (2).

3.2. Soft mining with importance sampling

We first start by introducing importance sampling for neural
field training. To allow for different strategies to be used
for batch construction in (2), we introduce an importance

distribution Q(x) and create training batches as:∫
err(x)P (x) dx =

∫
err(x)P (x)

Q(x)
Q(x) dx

= Ex∼Q(x)

[
err(x)P (x)

Q(x)

]
. (3)

When P is a uniform distribution, which is reasonable to
assume given that we typically want the signal to be well-
represented everywhere, the Probability Density Function
(PDF) of the uniform distribution is constant, and we can
remove P (x) from (3) and rewrite it as:

Ex∼Q(x)

[
err(x)

Q(x)

]
. (4)

We can thus further rewrite (2) as:

L =
1

N

N∑
n=1

err(xn)

Q(xn)
, where xn ∼ Q(x). (5)

Note that training with (5) is impractical for an arbitrary
distribution Q(x) as one must differentiate through the sam-
pling process. Hence, we simply add a stop gradient opera-
tor sg(·) as in van den Oord et al. [40]:

L ≈ Ex∼sg(Q(x))

[
err(x)

sg(Q(x))

]
. (6)

Note that this effectively amounts to simple sample
reweighing. Without affecting the initial training objective,
equation (6) now allows us to focus our training efforts by
choosing an appropriate Q(x). Note also that this loss scal-
ing is not accounted for in methods that employ heuristics
for constructing training batches [14, 50].

To focus our training on regions with high error we sim-
ply define Q(x) to be proportional to err(x). Among var-
ious possibilities, for our experiments, we opt for squared
error for err(x), which is the typical choice for training neu-
ral fields, and set Q(x) to be the L1 norm of the error, so to
avoid focusing too much on outliers:

err(x) = ∥fψ(x)− fgt(x)∥22, (7)
Q(x) = ∥fψ(x)− fgt(x)∥1. (8)

Soft mining. While importance sampling mathematically
allows us to optimize the original objective with poten-
tially more effective samples at hard regions, our experi-
ments in Sec. 4.3 show that purely relying on it does not
improve performance drastically. We also show that ignor-
ing the importance weight Q(x)

−1, which is equivalent to
the commonly-used hard mining [32, 33], is sub-optimal as
well. While more emphasis should be given to the samples
that are ‘hard’ to learn, focusing exclusively on the hard



samples biases the training too far away from the original
training objective. To address this issue, we propose an al-
ternative that strikes a middle-ground, and write:

L =
1

N

N∑
n=1

[
err(xn)

sg(Q(xn))α

]
, where α ∈ [0, 1], (9)

where α controls the ‘softness’ of the mining, with α=0
corresponding to (pure) hard mining, and α=1 correspond-
ing to (pure) importance sampling. In our experiments we
typically utilize α ∈ [0.6, 0.8], thus behaving as soft min-
ing. We ablate our choice in Sec. 4.3.

3.3. Sampling via Langevin Monte Carlo

To implement our method we require that we can sample
from an arbitrary distribution Q(x). This is non-trivial,
and we thus rely on Markov Chain Monte Carlo (MCMC).
Among the family of MCMC methods, we specifically use
Langevin Monte Carlo (LMC) [5, 25] thanks to its simplic-
ity and effectiveness. Its deterministic nature, driven by
the gradient of the log posterior distribution, steers the ex-
ploration effectively towards regions of higher probability.
Meanwhile, its stochastic nature facilitates a comprehensive
exploration of the parameter landscape, aiding in evading
local minima and promoting convergence to the target dis-
tribution. Formally, to sample from Q(x), denoting a sam-
ple location at sampling step t as xt we write:

xt+1 = xt + a∇ logQ(xt) + bηt+1, (10)

where a>0 is a hyperparameter defining the step size for the
gradient-based walks, and b>0 is a hyperparameter defining
the step size for the random walk ηt+1∼N (0,1). Note that
for simplicity in notation, we have folded the two hyperpa-
rameters associated with the random walk in Brosse et al.
[5, Eq. 2] into a single parameter b. Critically, note here
that (10) depends only on the local gradient of the sam-
pling distribution Q(x) and random noise ηt+1. Because
the method is local, we can perform sampling with mini-
mal overhead as we already compute the backward pass for
training our neural field.
Sample (re-)initialization. While LMC eventually con-
verges to the desired distribution, it is well known that
MCMC methods require careful (re-)initialization for effec-
tive sampling [16]. We first initialize the sampling distribu-
tion to be uniform over the domain of interest as x0∼U(R).
We further re-initialize samples that either move out of R
or have too low error value causing samples to get ‘stuck’.
We use uniform sampling as well as edge-based sampling
for 2D workloads.
Warming up soft mining. We empirically noticed that in
very early training iterations (≤1k iterations) LMC requires
warm-up time, which is commonly the case for MCMC

Figure 3. 2D image fitting examples: We show 2D image fitting
example for our method and uniform sampling for (top) the two
regions on the Tokyo image and (bottom) the two regions on the
Pluto image. The (left) column shows results for the batch size
of 256 trained for 10k iterations and the (right) column shows
the result for the batch size of 4096 trained for 1k iterations. As
shown, our results are sharper, especially noticeable around the
texts and finer details.

methods [16]. This makes applying the corrections in (9)
unreliable as our samples are not yet exactly following
Q(x). We thus start with α=0, i.e., no correction, then lin-
early increase it to the desired α value at 1k iterations.
Alternative: multinomial sampling. For many neural
fields use cases [22, 35], the modeling space is discrete –
e.g. pixels. In this case, Q(x) would be a multinomial distri-
bution that could be explicitly modeled and sampled from.
While we show in Sec. 4 that this approach indeed provides
an improvement, it is computationally impractical. To use
multinomial sampling, one needs to do a forward pass of
all data points to build a probability density function, which
is computationally expensive. Even a naive strategy to pre-
vent these forward passes, such as bookkeeping a moving
average of error can be costly in a large dataset. Hence an
alternative strategy, such as those based on Markov Chain
Monte Carlo (MCMC) is required.

4. Results
To validate the effectiveness of our method we focus on two
popular applications: 2D image fitting and Neural Radiance
Fields (NeRF). We first present results for these two appli-
cations and then provide ablation studies. We note that in
all of our experiments, to account for the randomness of
neural field training, all reported results are the average out-



batch size 28 29 210 211 212 213 214 215 216 217 218

Pluto Uniform 30.01 32.34 35.27 38.50 41.19 43.22 45.00 46.29 47.47 48.28 48.79
Ours 32.85 35.60 38.55 41.16 43.42 45.33 46.88 47.99 48.88 49.43 49.97

Eiffel Uniform 29.32 31.96 34.59 37.21 39.87 42.11 44.07 45.12 45.45 46.00 46.14
Ours 34.65 37.81 40.90 44.00 46.21 48.31 49.62 50.79 51.72 52.33 52.67

Tokyo Uniform 25.30 26.95 28.87 30.95 33.41 36.07 38.56 40.19 41.46 42.15 42.66
Ours 27.55 29.51 31.73 34.18 36.86 39.39 41.57 43.52 45.05 45.99 46.62

Figure 4. Convergence – image fitting: we report the PSNR values for the Pluto, Eiffel Tower, and Tokyo images, with different batch
sizes, for both our method and uniform sampling. We also show the convergence graphs for two representative batch sizes. Regardless of
the batch size, our method provides faster convergence.

comes of three runs. We will release the code to ensure full
reproducibility.

4.1. 2D image fitting

We first apply our method to the task of fitting a neural field
to an image, that is, the task of image memorization. We
compare our method to uniform sampling, with the same
Instant-NGP [23] backbone. We implement our framework
based on the official Instant-NGP implementation [23, 24].
Dataset and metrics. We use three high-resolution
images for evaluation: Eiffel Tower (3024×4032),
Pluto (8000×8000) and Tokyo (6144×2324). Pluto image
is a high-resolution image of Pluto.1 The latter two were
used to benchmark methods in previous works [23, 44]. We
compare each method using PSNR.
Hyperparameters. We keep the same hyperparameter set-
ting for all our 2D image-fitting experiments. We use a
learning rate of 0.01 and a multi-step learning rate sched-
uler (decaying at 20k and 30k iterations) following the base
implementation [23]. We set α=0.6 in (9). We leverage
image edges for re-initialization (see Sec. 3.3). We exe-
cute Sobel edge detection and normalize the edge scores to
turn them into a probability distribution. We then randomly
choose pixels from this distribution to re-initialize our LMC
samples, those that are the bottom 10% of the LMC sam-
pling pool according to Q(x). We further keep 10% of our
training batch to be sampled uniformly to avoid completely

1Image courtesy of NASA’s Photojournal (Image ID: PIA19952). The
image is in the public domain.

ignoring some pixels. Finally, for (10), we choose a=1e−5
and b=1e − 3 via hyperparameter search, which we found
to work well for most images.

Results. As shown in Fig. 3, our method provides signif-
icantly higher reconstruction quality for the same number
of iterations, i.e., our method converges faster. We further
show convergence graphs in Fig. 4 along with the quantita-
tive results for different batch size configurations. Notably,
our method not only leads to faster convergence but also
to higher PSNR at the end. We emphasize once more that
the only difference between the baselines is the sampling
strategy for constructing batches. Yet, there is a signifi-
cant gap, demonstrating the importance of choosing which
points to sample. As depicted in Fig. 2, we converge al-
most four times faster than uniform sampling to a PSNR of
35dB (averaged over all three images and all batch sizes)—
it takes ≈2,400 iterations with our method and ≈10,600
with uniform sampling.

4.2. Neural radiance fields

We further experiment on learning NeRF [22], arguably
one of the most popular applications for neural fields.
NeRF [22] takes a 3D position and a direction vector and
outputs radiance and density values used to volume ren-
der an image. NeRF training involves sampling light rays
that correspond to each pixel to construct training batches,
which are then used to train neural fields with a pixel-wise
color reconstruction loss. We defer the exact details of
NeRF to Mildenhall et al. [22], as here we are interested



Figure 5. Qualitative examples – NeRF: we show example rendering for each sampling method after 1k training iterations. Our renderings
are significantly sharper than other methods, demonstrating faster convergence. Best viewed when zoomed in.

only in evaluating how our sampling of the light rays for
constructing batches helps convergence. We compare our
method to two baselines: uniform sampling, and Edge [14].
As no public implementation exists, we re-implement Gai
et al. [14] faithfully following the paper.

Dataset and metrics. We experiment with the NeRF Syn-
thetic dataset [22] consisting of 8 object-centric scenes with
white background, as well as the LLFF dataset [21, 22]
consisting of 8 real-world forward-facing scenes. For the
NeRF framework, we use NerfAcc [18], a popular repos-
itory which is known to closely reproduce the results of
Instant-NGP [23] (as the public implementation of [23]
does not reproduce the results in the paper for NeRF ex-
periments). We keep all aspects the same except for the
sampling process. We use the standard image quality met-
rics: PSNR, SSIM [42], and LPIPS [49].

Hyperparameters. We train each method with a learn-
ing rate of 0.01, a cosine annealing learning rate scheduler.
We use α=0.6 for NeRF Synthetic scenes and α=0.8 for
the LLFF dataset, as we found that real and synthetic scenes

exhibit different characteristics. We keep all other hyperpa-
rameters the same for all experiments. We use the same
sample re-initialization as in Sec. 4.1, and use a=2e1 and
b = 2e− 2 for (10).
Computation time. Before we dive into the results, we first
measure the computation time with and without our method
with the NeRF application. We measure the computation
time on a system equipped with an Intel Core i7-11700K @
2.50GHz CPU and NVIDIA GeForce RTX 3090 GPU, with
a batch size of 300 rays, with three different runs, each run-
ning 20k iterations. With our pure PyTorch implementation,
running 20k iterations takes 248 seconds, whereas with our
method 257 seconds. This amounts to a less than 4% in-
crease in processing time. Given the more-than-twice in-
crease in convergence speed, we argue that the 4% increase
is negligible. Furthermore, examination with a GPU profiler
reveals that the majority of the increase is due to CPU over-
head in the backward pass, suggesting that an implemen-
tation using a pre-compiled graph such as TorchScript [1]
or JAX [4] would eliminate this slowdown. In other words,
a more optimized implementation should be able to reduce



Figure 6. Convergence – NeRF: PSNR vs. the number of iterations for the test views of (left) the LLFF dataset and (right) the NeRF
Synthetic dataset, with the (middle) zoomed-in rendering (fern and trex scenes) for selected iterations. Our method significantly speeds up
convergence for both datasets, whereas edge-based heuristic [14] only works well for the synthetic dataset.

1k iterations (PSNR / SSIM / LPIPS) 5k iterations (PSNR / SSIM / LPIPS) 10k iterations (PSNR / SSIM / LPIPS)

Uniform Edge [14] Ours Uniform Edge [14] Ours Uniform Edge [14] Ours

Orchids 19.03 / 0.56 / 0.44 19.14 / 0.56 / 0.45 19.66 / 0.59 / 0.41 20.01 / 0.64 / 0.34 20.06 / 0.63 / 0.36 20.14 / 0.66 / 0.31 20.13 / 0.65 / 0.31 20.18 / 0.64 / 0.33 20.09 / 0.67 / 0.28
Trex 21.38 / 0.75 / 0.41 21.52 / 0.76 / 0.41 23.89 / 0.81 / 0.37 25.46 / 0.87 / 0.28 26.01 / 0.87 / 0.28 26.67 / 0.90 / 0.23 26.57 / 0.89 / 0.24 26.83 / 0.89 / 0.24 27.55 / 0.91 / 0.20
Leaves 18.87 / 0.60 / 0.44 18.81 / 0.58 / 0.47 19.33 / 0.61 / 0.42 20.51 / 0.68 / 0.33 20.40 / 0.66 / 0.37 20.63 / 0.71 / 0.30 20.85 / 0.71 / 0.30 20.73 / 0.69 / 0.34 20.82 / 0.72 / 0.26
Horns 20.19 / 0.71 / 0.42 20.49 / 0.71 / 0.43 23.74 / 0.75 / 0.39 26.21 / 0.82 / 0.29 26.18 / 0.81 / 0.30 27.20 / 0.85 / 0.24 27.04 / 0.85 / 0.25 26.99 / 0.84 / 0.26 27.94 / 0.88 / 0.20
Fern 15.91 / 0.62 / 0.49 16.02 / 0.61 / 0.51 23.52 / 0.72 / 0.40 24.49 / 0.78 / 0.31 24.35 / 0.76 / 0.34 25.14 / 0.81 / 0.29 25.00 / 0.80 / 0.27 24.82 / 0.79 / 0.30 25.42 / 0.82 / 0.26
Fortress 21.98 / 0.70 / 0.41 23.13 / 0.72 / 0.39 28.49 / 0.78 / 0.34 29.37 / 0.83 / 0.27 29.11 / 0.82 / 0.28 30.40 / 0.86 / 0.22 29.92 / 0.85 / 0.23 29.78 / 0.84 / 0.24 30.71 / 0.88 / 0.19
Flower 24.07 / 0.75 / 0.34 24.19 / 0.74 / 0.35 25.49 / 0.77 / 0.31 26.75 / 0.81 / 0.25 26.67 / 0.80 / 0.27 27.26 / 0.83 / 0.21 27.39 / 0.83 / 0.22 27.42 / 0.83 / 0.23 27.66 / 0.85 / 0.18
Room 26.57 / 0.87 / 0.39 25.77 / 0.87 / 0.39 28.22 / 0.90 / 0.34 29.33 / 0.92 / 0.28 30.01 / 0.93 / 0.26 31.19 / 0.94 / 0.21 30.48 / 0.94 / 0.23 30.98 / 0.94 / 0.22 32.05 / 0.95 / 0.18

Average 21.00 / 0.70 / 0.42 21.13 / 0.69 / 0.43 24.04 / 0.74 / 0.37 25.27 / 0.79 / 0.29 25.35 / 0.79 / 0.31 26.08 / 0.82 / 0.25 25.92 / 0.81 / 0.26 25.97 / 0.81 / 0.27 26.53 / 0.83 / 0.22

Mic 28.29 / 0.95 / 0.08 29.55 / 0.96 / 0.08 30.90 / 0.97 / 0.06 31.16 / 0.97 / 0.05 32.79 / 0.98 / 0.04 33.94 / 0.98 / 0.03 32.61 / 0.98 / 0.03 33.96 / 0.98 / 0.03 34.66 / 0.99 / 0.03
Ship 24.78 / 0.80 / 0.28 25.28 / 0.80 / 0.30 25.99 / 0.83 / 0.26 27.61 / 0.85 / 0.20 27.96 / 0.85 / 0.20 28.33 / 0.87 / 0.18 28.66 / 0.86 / 0.18 28.81 / 0.86 / 0.18 29.06 / 0.87 / 0.17
Lego 27.04 / 0.90 / 0.14 27.81 / 0.91 / 0.15 29.58 / 0.94 / 0.09 30.44 / 0.95 / 0.08 31.69 / 0.95 / 0.08 32.70 / 0.97 / 0.04 32.06 / 0.96 / 0.06 32.90 / 0.96 / 0.06 33.85 / 0.97 / 0.03
Chair 28.62 / 0.93 / 0.10 29.50 / 0.94 / 0.10 31.12 / 0.96 / 0.07 31.41 / 0.96 / 0.06 32.42 / 0.97 / 0.06 33.46 / 0.98 / 0.04 32.60 / 0.97 / 0.05 33.31 / 0.97 / 0.05 34.15 / 0.98 / 0.03
Materials 24.21 / 0.88 / 0.16 24.34 / 0.87 / 0.19 25.22 / 0.90 / 0.14 26.13 / 0.91 / 0.12 26.69 / 0.91 / 0.12 27.29 / 0.93 / 0.10 27.17 / 0.93 / 0.10 27.60 / 0.92 / 0.10 27.87 / 0.94 / 0.09
Hotdog 31.02 / 0.95 / 0.12 31.73 / 0.95 / 0.12 33.44 / 0.96 / 0.10 33.76 / 0.97 / 0.07 34.57 / 0.97 / 0.08 35.59 / 0.98 / 0.06 34.85 / 0.97 / 0.06 35.41 / 0.97 / 0.06 36.12 / 0.98 / 0.05
Drums 22.83 / 0.89 / 0.15 23.01 / 0.88 / 0.20 23.31 / 0.91 / 0.15 23.93 / 0.91 / 0.12 24.08 / 0.91 / 0.13 24.23 / 0.92 / 0.12 24.43 / 0.92 / 0.10 24.44 / 0.92 / 0.11 24.44 / 0.93 / 0.12
Ficus 25.19 / 0.92 / 0.15 26.71 / 0.93 / 0.19 28.97 / 0.95 / 0.11 28.80 / 0.95 / 0.06 30.09 / 0.96 / 0.06 30.51 / 0.97 / 0.06 29.81 / 0.96 / 0.05 30.76 / 0.97 / 0.05 30.85 / 0.97 / 0.06

Average 26.50 / 0.90 / 0.15 27.24 / 0.90 / 0.17 28.57 / 0.93 / 0.12 29.16 / 0.93 / 0.10 30.04 / 0.94 / 0.10 30.76 / 0.95 / 0.08 30.27 / 0.94 / 0.08 30.90 / 0.94 / 0.08 31.38 / 0.95 / 0.07

Table 1. Convergence – NeRF: for (top rows) LLFF dataset [21, 22] and the (bottom rows) the Synthetic dataset [22]. Our method
provides best results for all cases for early iterations, and almost every case at 10k iterations, when training nearly converges.

the computation load even further. The only computation
time that is added is the LMC update rule and the back-
ward step of the last layer that computes the gradients w.r.t
the input coordinates. Both of these should be insignificant
compared to the actual neural field training.

Results. Fig. 6 and Tab. 1 shows the PSNR, SSIM, and
LPIPS values for both the NeRF Synthetic and the LLFF
datasets. As shown, our method is able to speed up con-
vergence in almost all cases, significantly. Note especially
the gap in performance in the earlier iterations. As depicted
in Fig. 2, we more than double the convergence speed com-
pared to uniform sampling and approximately double that of
Edge [14]. More specifically, to reach a PSNR of 25 dB on
the LLFF dataset our method takes ≈1,700 iterations, uni-
form sampling takes ≈3,800 iterations, and Edge [14] takes
≈3,300 iterations. On the NeRF Synthetic dataset to reach a
PSNR of 30 dB it takes ≈2,400 iterations using our method,
≈8,500 iterations with uniform sampling, and ≈4,800 iter-
ations with Edge [14]. Note that in the case of [50], another
method based on image contexts and quadtree subdivision,

their relative convergence gain with respect to uniform sam-
pling is 18% and 15% for the NeRF Synthetic and the LLFF
dataset with a final gain of 0.4 PSNR, which we comfort-
ably outperform.

It is worth noting that while the Edge [14] baseline
provides significantly improved results for the synthetic
dataset, it does not perform as well on the LLFF scenes. We
suspect that this is because the synthetic dataset is highly
particular in that it is object-centric, with a flat white back-
ground, while the LLFF scenes are of natural images, thus
with a rich background that can have much texture. We note
here that our findings are different from what is reported
in Edge [14], as they report ≈1 dB improvement on aver-
age, mostly coming from the ‘Horns’ sequence (21.24 dB
with uniform sampling vs 25.45 dB with Edge [14]). How-
ever, with our NerfAcc implementation, uniform sampling
already provides 27.04 dB at 10k iterations for this scene,
and Edge [14] provides 26.99 dB. This difference could be
due to implementation details, but we believe the gap in
convergence speed between our method and uniform sam-



(a) NeRF Synthetic Dataset (b) LLFF Dataset

Figure 7. Ablation – soft mining parameter α: we report the
effect of different α in terms of PSNR gain compared to uniform
sampling for various training iterations. In both cases, the optimal
choice of α is within (0,1). Note that simple hard mining, α=0
does not improve convergence for the LLFF dataset, whereas with
α=0.8, our choice, it does.

pling is large enough, even when considering the reported
difference. Further, our method improves convergence re-
gardless of the data type.

4.3. Ablation studies

Effect of the soft mining parameter α. To examine the
effect of the soft mining parameter α in (9), we look at
the gain in PSNR values compared to that of uniform sam-
pling for varying α in Fig. 7. As shown, neither complete
hard mining nor pure importance sampling is optimal. Our
method provides an effective compromise. Also note that
the gains are more substantial in earlier stages of training
as expected, as they both converge to similar solutions, but
ours converges much faster. It is also important to notice
that with α=0, which is equivalent to hard mining, results
for the LLFF dataset do not improve—rather it degrades. As
already discussed theoretically in Sec. 3.2, this hard mining
would be a change of the actual objective being minimized,
which could cause this performance degradation.
How effective is Langevin Monte Carlo? While we pro-
pose to use Langevin Monte Carlo (LMC) to sample with
minimal sampling overhead, we also investigate how effec-
tive this is compared to the impractical multinomial sam-
pling discussed in Sec. 3.3. Instead of LMC, at each batch
construction step, we evaluate all pixels and form the train-
ing batch by sampling according to the true importance dis-
tribution Q(x), via multinomial sampling. This is very
costly, e.g., increasing the training time to hours or days
from minutes depending on the dataset, which destroys any
practical gains. Nonetheless, it can be understood as the
upper bound for what can be achieved when infinite com-
pute and resource is available. Due to heavy computational
demand, we only performed this experiment for the Room
scene in the LLFF dataset. We report our results in Fig. 8.
For both multinomial sampling and LMC, we keep the same
hyperparameters as in other experiments, that is, α=0.8. As

Figure 8. Soft Mining with LMC vs ideal sampling of Q(x): we
replace LMC sampling in our method with Multinomial Sampling,
which, while computationally heavy, samples directly from Q(x).
Due to the heavy compute of Multinomial Sampling, we only re-
port PSNR curves for the Room scene in the LLFF dataset. Our
method provides an effective compromise with improved conver-
gence with minimal increase in compute.

w/o Uniform w/o Re-initialization with both (Ours)

23.91 23.57 24.04

Table 2. Uniform sampling and re-initialization: We report
PSNR of our method on LLFF dataset after 1k iterations of train-
ing, with either uniform sampling or re-initialization disabled.

shown, by exactly sampling from Q(x) convergence is even
higher compared to LMC, as, while samples from LMC the-
oretically converge to Q(x), with finite samples there is
approximation error. Regardless, even with this error, our
LMC sampling performs better than uniform sampling, and
provides an effective compromise given the small amount
of compute it requires.
How important is (re-)initialization? We also validate the
importance of uniform samples and re-initialization. As we
report in Tab. 2, both help improve reconstruction quality.
We found them to be particularly useful for achieving good
final converged performance.

5. Conclusions
We presented how to accelerate neural field training by
introducing soft mining in the construction of training
batches, which we implement via Langevin Monte Carlo.
We have demonstrated on 2D image fitting and NeRF, that
our method leads to a two-fold+ improvement in conver-
gence speed.
Limitations and future work. While our methods signifi-
cantly improve results, we still rely purely on the loss func-
tion, which may not directly correlate with the application
at hand. In NeRF, for example, training losses may not di-



rectly correlate with the novel-view rendering quality. As
our framework does not depend on the choice of Q(x), it
could be possible to perhaps choose a different distribution
to sample from, e.g., depending on ray uncertainties [17] or
based on active learning [11]. Our method sets a framework
that allows easy exploration of such design choices, which
was not possible before.
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