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#### Abstract

In this paper, we study the semilinear integro-differential equations $$
\mathcal{L}_{K} u(x) \equiv C_{n} \text { P.V. } \int_{\mathbb{R}^{n}}(u(x)-u(y)) K(x-y) d y=f(x, u)
$$ and the full nonlinear integro-differential equations $$
F_{G, K} u(x) \equiv C_{n} \mathrm{P} . \mathrm{V} . \int_{\mathbb{R}^{n}} G(u(x)-u(y)) K(x-y) d y=f(x, u)
$$ where $K(\cdot)$ is a symmetric jumping kernel and $K(\cdot) \geq C|\cdot|^{-n-\alpha}, G(\cdot)$ is some nonlinear function without non-degenerate condition. We adopt the direct method of moving planes to study the symmetry and monotonicity of solutions for the integrodifferential equations, and investigate the limit of some non-local operators $\mathcal{L}_{K}$ as $\alpha \rightarrow 2$. Our results extended some results obtained in [12] and [14].
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## 1 Introduction

In the first part of this article, we study the integro-differential equations with linear nonlocal operator

$$
\begin{equation*}
\mathcal{L}_{K} u(x) \equiv C_{n} \mathrm{P} . \mathrm{V} \cdot \int_{\mathbb{R}^{n}}(u(x)-u(x+y)) K(y) d y=f(x, u), \quad \text { in } \mathbb{R}^{n} \tag{1.1}
\end{equation*}
$$

where $P . V$. denotes the Cauchy principal value integral, the kernel $K$ is a positive function with the properties that $K(-y)=K(y)$ and
$\left(K_{1}\right) \forall y \in \mathbb{R}^{n} \backslash\{0\}, K(y) \geq(2-\alpha) \frac{c}{|y|^{n+\alpha}}$ for some $c>0$, where $\alpha \in(0,2)$.

[^0]In order $\mathcal{L}_{K} u(x)$ to make sense in $\mathbb{R}^{n}$, we require that $u \in C_{l o c}^{1,1}\left(\mathbb{R}^{n}\right) \cap L^{\infty}\left(\mathbb{R}^{n}\right)$ and $K$ satisfies the standard Lévy-Khintchine condition

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} \frac{|y|^{2}}{|y|^{2}+1} K(y) d y<+\infty \tag{1.2}
\end{equation*}
$$

see [8]. The operator $\mathcal{L}_{K}$ arises in stochastic control problems with purely jump Lévy processes, see [8, 9, 24]. As a model for $K$, we can take the function

$$
K(y)=\frac{1}{|y|^{n+\alpha}} \forall y \in \mathbb{R}^{n} \backslash\{0\}, \quad 0<\alpha<2
$$

In this case, up to some normalization constant, $\mathcal{L}_{K}$ is the fractional Laplacian $(-\Delta)^{\frac{\alpha}{2}}$. The fractional Laplacian is a nonlocal operator, which makes the existence, symmetry, monotonicity and regularity of solutions for fractional Laplacian equation difficult to study. To circumvent the non-locality of the fractional Laplacian, L. Caffarelli and L. Silvestre [7] introduced an extension method that provides a local realization of the fractional Laplacian by means of a divergence operator in the upper half-space $\mathbb{R}_{+}^{n+1}$. A series of fruitful results about fractional Laplacian equation have been obtained by the extension method, see e.g., [4, 5, 22, 27, and the references therein. Other approaches of studying fractional Laplacian equation rely on available Green function representations associated with $(-\Delta)^{\frac{\alpha}{2}}$, see, e.g., [10, 17, 18, 21, 26]. However, either by the extension method or by the Green function representation, some extra conditions on the solutions need to be assumed. In [15], W. Chen, C. Li and Y. Li applied a direct method of moving planes for the fractional Laplcaian, and obtained symmetry, monotonicity, and non-existence of the positive solutions. This method has been extensively explored in prior works such as [1, 6, 11, 13, 25] and further developed in recent research contributions, including [13, 15, 17, 20.

In this work, by establishing maximum principle for anti-symmetric functions, decay at infinity and narrow region principle for $\mathcal{L}_{K}$, we then use the direct method of moving planes [15] to prove the symmetry and monotonicity of the positive solutions for (1.1). The nonlocal operators $\mathcal{L}_{K}$ include the fractional Laplacian but also more general operators which may be anisotropic and may have varying order. Additionally, we also consider nonlocal operator $\mathcal{L}_{\mathcal{K}}$

$$
\mathcal{L}_{\mathcal{K}} u(x)=C_{n} \text { P.V. } \int_{\mathbb{R}^{n}}(u(x)-u(x+y)) \mathcal{K}(y) d y
$$

with the exponential decay kernel

$$
\begin{equation*}
\mathcal{K}(y)=\frac{1}{\Gamma\left(\frac{2-\alpha}{2}\right)} \frac{e^{-|y|^{2}}}{|y|^{n+\alpha}}, \tag{1.3}
\end{equation*}
$$

where $\Gamma(\cdot)$ is the Gamma function. This kind of operator with exponential decay kernel was introduced by L. Caffarelli and L. Silvestre [8].

In order to get the symmetry of solutions, we assume that $K(y)$ is monotonically decreasing with respect to $\left|y_{i}\right|(i=1, \cdots, n)$ where $i$ is the i-th component of $y$, i.e., $\left(K_{2}\right)$ or ( $\left.K_{2}^{\prime}\right)$
$\left(K_{2}\right)$ for any $y^{\prime} \in \mathbb{R}^{n-1}, y_{i}, \bar{y}_{i} \in \mathbb{R}$ with $y_{i}^{2}<\bar{y}_{i}^{2}$ we have $K\left(y_{i}, y^{\prime}\right)>K\left(\bar{y}_{i}, y^{\prime}\right)$;
$\left(K_{2}^{\prime}\right)$ for any $y=\left(y_{i}, y^{\prime}\right)$, there is a function $\bar{K}_{i} \in C^{1}\left(\mathbb{R}^{n} \backslash\{0\}\right)$ such that $\bar{K}_{i}\left(y_{i}^{2}, y^{\prime}\right)=K\left(y_{i}, y^{\prime}\right)$ and $\partial_{i} \bar{K}_{i}<0$.

Remark 1. The exponential decay kernel $\mathcal{K}$ is a positive even function, and satisfies the standard Lévy-Khintchine condition (1.2) and the monotonically decreasing condition ( $K_{2}$ ) ( $K_{2}^{\prime}$ ). However, condition $\left(K_{1}\right)$ doesn't hold for $\mathcal{K}$. So, if the condition $\left(K_{1}\right)$ is used in somewhere of this article, we will also prove this part by replacing this special kernel $\mathcal{K}$ with the general function $K$.

Now we give some kernel functions which satisfy conditions (1.2), $\left(K_{1}\right),\left(K_{2}\right)$ and ( $K_{2}^{\prime}$ ).
(i) The kernel $K$ has the form

$$
K(y)=(2-\alpha) \frac{y^{T} \Lambda y}{|y|^{n+2+\alpha}}, \quad 0<\alpha<2
$$

where

$$
\Lambda=\operatorname{diag}\left\{\lambda_{1}, \cdots, \lambda_{n}\right\}, \quad 0<\lambda_{1} \leq \lambda_{2} \leq \cdots \leq \lambda_{n}
$$

(ii) The kernel functions of fractional Laplacian after matrix transformation

$$
K(y)=(2-\alpha) \frac{1}{\operatorname{det} \Lambda\left|\Lambda^{-1} y\right|^{n+\alpha}} \quad 0<\alpha<2 .
$$

(iii) The operators of order varying between $\alpha$ and $\beta$

$$
K(y)=\frac{1}{|y|^{n+\beta}} \text { for }|y| \leq 1 \text { and } K(y)=\frac{1}{|y|^{n+\alpha}} \text { for }|y| \geq 1, \quad 0<\alpha \leq \beta<2 .
$$

(iv) The anisotropic fractional Laplacian kernel (see [3, 23, 28])

$$
\begin{equation*}
\mathbb{K}(y)=(2-\alpha) \frac{1}{\|y\|^{n+\alpha}}, \quad 0<\alpha<2, \tag{1.4}
\end{equation*}
$$

where the norm

$$
\|y\|=|y|_{p}:=\left(\sum_{i=1}^{n}\left|y_{i}\right|^{p}\right)^{1 / p}, \quad 1 \leq p<\infty .
$$

By the equivalence of norms in $\mathbb{R}^{n}$, it is easy to verify that the anisotropic fractional Laplacian kernel satisfies conditions (1.2), $\left(K_{1}\right),\left(K_{2}\right)$ and ( $K_{2}^{\prime}$ ).

Under conditions $\left(K_{1}\right)$ and ( $K_{2}$ ), we study equation (1.1) in three cases: (i) bounded domain; (ii) whole space; (iii) half space.

Theorem 1.1. (i) Assume that $u \in C_{l o c}^{1,1}\left(B_{1}(0)\right) \cap C\left(\overline{B_{1}(0)}\right)$ is a positive solution of

$$
\left\{\begin{array}{l}
\mathcal{L}_{K} u(x)=f(u(x)), \quad x \in B_{1}(0)  \tag{1.5}\\
u(x) \equiv 0, \quad x \notin B_{1}(0)
\end{array}\right.
$$

Assume that $f(\cdot)$ is Lipschitz continuous. Then $u$ must be radially symmetric and monotone decreasing about the origin.
(ii) Assume that $u \in C_{\text {loc }}^{1,1}\left(\mathbb{R}^{n}\right) \cap L^{\infty}\left(\mathbb{R}^{n}\right)$ is a positive solution of

$$
\begin{equation*}
\mathcal{L}_{K} u(x)=g(u(x)), \quad x \in \mathbb{R}^{n} . \tag{1.6}
\end{equation*}
$$

Suppose, for some $\gamma>0$,

$$
u(x)=o\left(\frac{1}{|x|^{\gamma}}\right), \quad \text { as }|x| \rightarrow \infty
$$

and

$$
g^{\prime}(s) \leq s^{q}, \quad \text { with } q \gamma \geq \alpha
$$

Then $u$ must be radially symmetric and monotone decreasing about some point in $\mathbb{R}^{n}$.
(iii) Assume that $u \in C_{l o c}^{1,1}\left(\mathbb{R}_{+}^{n}\right) \cap L^{\infty}\left(\mathbb{R}_{+}^{n}\right)$ is a nonnegative solution of

$$
\left\{\begin{array}{l}
\mathcal{L}_{K} u(x)=h(u(x)), \quad x \in \mathbb{R}_{+}^{n},  \tag{1.7}\\
u(x) \equiv 0, \quad x \notin \mathbb{R}_{+}^{n},
\end{array}\right.
$$

where

$$
\mathbb{R}_{+}^{n}=\left\{x=\left(x_{1}, \cdots, x_{n}\right) \mid x_{n}>0\right\} .
$$

Suppose that $h(s)$ is Lipschitz continuous in the range of $u$, and $h(0)=0$. If

$$
\begin{equation*}
\liminf _{|x| \rightarrow \infty} u(x)=0 \tag{1.8}
\end{equation*}
$$

then $u \equiv 0$.
In the second part of this article, we extend the direct method of moving planes to the generalized fully nonlinear nonlocal operators, which don't satisfy non-degenerate conditions and are more general than the fractional p-Laplacian. Indeed, the direct method of moving planes has been developed to study fully nonlinear fractional equations under non-degenerate condition [14] and fractional p-Laplacian equations [12]. In [14, W. Chen, C. Li and G. Li studied the fully nonlinear non-local equation

$$
\begin{equation*}
C_{n, \alpha} \text { P.V. } \int_{\mathbb{R}^{n}} \frac{G(u(x)-u(z))}{|x-z|^{n+\alpha}} d z=u^{q}(x), \tag{1.9}
\end{equation*}
$$

where $G$ satisfies
$\left(G_{1}\right) G \in C(\mathbb{R})$ is an odd function, $G(0)=0, G$ is strictly monotone increasing for all $t \in \mathbb{R}$,
and the following non-degenerate condition

$$
\begin{equation*}
G^{\prime}(t) \geq c_{0}>0 \tag{1.10}
\end{equation*}
$$

This non-degenerate condition plays an indispensable role in proving the narrow region principle and decay at infinity, which are the key ingredients for carrying on the method of moving planes. We point out that the non-degenerate condition is very strict, and we can see that in addition to identity function $G(t)=t$ satisfying this condition, nonlinear functions $G(t)=|t|^{p-2} t$ do not satisfy this condition.

The non-local equation (1.9) with the case $G(t)=|t|^{p-2} t$ is studied by W. Chen and $\mathrm{C} . \mathrm{Li}$ in [12]. The authors established a boundary estimate lemma to overcome the difficulty that the fractional p-Laplacian doesn't satisfy the non-degenerate condition. The boundary estimate is a variant of the Hopf Lemma, and plays the role of the narrow region principle. By the boundary estimate, the authors proved radial symmetry and monotonicity for positive solutions in a unit ball and in the whole space. In this proof, the following property of the function $G(t)=|t|^{p-2} t$ is crucial.

Proposition 1. For $G(t)=|t|^{p-2} t$, by the mean value theorem, we have

$$
G\left(t_{2}\right)-G\left(t_{1}\right)=G^{\prime}(\xi)\left(t_{2}-t_{1}\right)
$$

Then there exists a constant $c_{0}>0$, such that

$$
|\xi| \geq c_{0} \max \left\{\left|t_{1}\right|,\left|t_{2}\right|\right\}
$$

We consider the integro-differential equation with nonlinear nonlocal operator

$$
\begin{equation*}
F_{G, K}(u(x)) \equiv C_{n, \alpha} P . V \cdot \int_{\mathbb{R}^{n}} G(u(x)-u(z)) K(x-z) d z=f(u(x)), \quad x \in \mathbb{R}^{n} \tag{1.11}
\end{equation*}
$$

Without the non-degenerate condition (1.10), under conditions $\left(K_{1}\right)$ and $\left(K_{2}^{\prime}\right)$ we prove
Theorem 1.2. (i) Let $f^{\prime}(t) \leq 0$ for $t$ sufficiently small. Assume that $u \in C_{l o c}^{1,1}\left(\mathbb{R}^{n}\right) \cap L^{\infty}\left(\mathbb{R}^{n}\right)$ is a positive solution of (1.11) with

$$
\begin{equation*}
\liminf _{|x| \rightarrow \infty} u(x)=0 . \tag{1.12}
\end{equation*}
$$

Then $u$ must be radially symmetric and monotone decreasing about some point in $\mathbb{R}^{n}$.
(ii) Let $f^{\prime}(t)>0$ for $t \in \mathbb{R}^{n}$, and
$\left(G_{2}\right)$

$$
\limsup _{t \rightarrow 0^{+}} \frac{f^{\prime}(t)}{G^{\prime}(t)}<+\infty .
$$

Assume that $u \in C_{\text {loc }}^{1,1}\left(B_{1}(0)\right) \cap C\left(\overline{B_{1}(0)}\right)$ is a positive solution of

$$
\left\{\begin{array}{l}
F_{G, K}(u(x))=f(u(x)), \quad x \in B_{1}(0),  \tag{1.13}\\
u(x) \equiv 0, \quad x \notin B_{1}(0),
\end{array}\right.
$$

where $q \geq \gamma+1$. Then $u$ must be radially symmetric and monotone decreasing about the origin.
(iii) Let $f^{\prime}(t)>0$ for $t \in \mathbb{R}^{n}$, and
( $G_{2}^{\prime}$ ) there exist $C_{1}, C_{2}>0$ and $\varepsilon>0$ such that

$$
\frac{G\left(t_{1}\right)-G\left(t_{2}\right)}{t_{1}-t_{2}} \geq C_{1} t_{2}^{\gamma}, \quad \frac{f\left(t_{1}\right)-f\left(t_{2}\right)}{t_{1}-t_{2}} \leq C_{2} t_{2}^{s} \quad \text { with } \gamma<s, \quad \forall 0<t_{1}<t_{2}<\varepsilon
$$

Assume that $u \in C_{\text {loc }}^{1,1}\left(\mathbb{R}^{n}\right) \cap L^{\infty}\left(\mathbb{R}^{n}\right)$ is a positive solution of (1.11) and

$$
\begin{equation*}
u(x) \sim \frac{1}{|x|^{\beta}} \text { for }|x| \text { sufficiently large and for } \beta>\frac{\alpha}{s-\gamma} . \tag{1.14}
\end{equation*}
$$

Then $u$ must be radially symmetric and monotone decreasing about some point in $\mathbb{R}^{n}$.
Remark 2. A typical example of $G(\cdot)$ and $f(\cdot)$ which satisfy conditions $\left(G_{2}\right)$ and $\left(G_{2}^{\prime}\right)$ :

$$
G(t)=|t|^{\gamma} t, \quad f(t)=|t|^{s} t, \quad \gamma<s .
$$

We point out that the crucial property of the function $G(t)=|t|^{p-2} t$ (Proposition (1) isn't used in the proof of Theorem 1.2 (ii). And by assuming that $G(\cdot)$ satisfies the mild assumption $\left(G_{2}^{\prime}\right)$, we use Cauchy mean value theorem to overcome this difficulty, see Sec. 3.3.

Finally, we investigate the limit of $\mathcal{L}_{K} u(x)$ as $\alpha \rightarrow 2$ for each fixed $x$ and discover some interesting phenomenons. For

$$
K(y)=(2-\alpha) \frac{C_{n}}{\operatorname{det} \Lambda\left|\Lambda^{-1} y\right|^{n+\alpha}},
$$

from [8, (6.1)] we know that

$$
\lim _{\alpha \rightarrow 2} \mathcal{L}_{K} u(x)=-\sum_{i=1}^{n} \lambda_{i}^{2} \partial_{i i} u(x) .
$$

Indeed, it is well know that

$$
(-\Delta)^{\frac{\alpha}{2}} u(x)=C_{n}(2-\alpha) \text { P.V. } \int_{\mathbb{R}^{n}} \frac{u(x)-u(y)}{|x-y|^{n+\alpha}} d y \rightarrow-\Delta u(x), \quad \text { as } \alpha \rightarrow 2 .
$$

then by variable substitution

$$
C_{n}(2-\alpha) \text { P.V. } \int_{\mathbb{R}^{n}} \frac{u(x)-u(y)}{\operatorname{det} \Lambda\left|\Lambda^{-1}(x-y)\right|^{n+\alpha}} d y \rightarrow-\sum_{i=1}^{n} \lambda_{i}^{2} \partial_{i i} u(x) .
$$

Via Taylor's expansion, we prove

Theorem 1.3. (i) Assume that $u \in C_{l o c}^{1,1}\left(\mathbb{R}^{n}\right) \cap L^{\infty}\left(\mathbb{R}^{n}\right)$. Let

$$
\mathcal{L}_{\mathcal{K}} u(x)=\frac{4 n}{\omega_{n}} \text { P.V. } \int_{\mathbb{R}^{n}}(u(x)-u(x+y)) \mathcal{K}(y) d y
$$

where $\mathcal{K}$ is the exponential decay kernel defined by (1.3). Then

$$
\lim _{\alpha \rightarrow 2^{-}} \mathcal{L}_{\mathcal{K}} u(x)=-\Delta u(x) .
$$

(ii) Assume that $u \in C_{l o c}^{1,1}\left(\mathbb{R}^{n}\right) \cap L^{\infty}\left(\mathbb{R}^{n}\right)$. Let

$$
\mathcal{L}_{\mathbb{K}} u(x) \equiv C_{n} P . V . \int_{\mathbb{R}^{n}}(u(x)-u(x+y)) \mathbb{K}(y) d y,
$$

where $\mathbb{K}$ is the anisotropic fractional Laplacian kernel defined by (1.4). Then

$$
\lim _{\alpha \rightarrow 2^{-}} \mathcal{L}_{\mathbb{K}} u(x)=-C_{n, p} \Delta u(x) .
$$

The paper is organized as follows. In Section 2, we give maximum principle for antisymmetric functions, decay at infinity and narrow region principle for the linear operator $\mathcal{L}_{K}$, and prove Theorems 1.1. In Sections 3, we give maximum principle for anti-symmetric functions and a boundary estimate for the nonlinear operator $F_{G, K}$, and prove Theorems 1.2, In Sections 4, we study the limit of $\mathcal{L}_{K} u(x)$ as $\alpha \rightarrow 2$.

Throughout the paper, we use $C$ to denote positive constants whose values may vary from line to line.

## 2 Nonlinear equations $\mathcal{L}_{K} u(x)=f(x, u)$

In this section, we always assume that $\left(K_{1}\right)$ and $\left(K_{2}\right)$ hold. We give the maximum principle for anti-symmetric functions, decay at infinity and narrow region principle for the nonlocal operator $\mathcal{L}_{K}$, and then use them to prove Theorem 1.1 by the direct method of moving planes.

### 2.1 Maximum principle for anti-symmetric functions, decay at infinity and narrow region principle for $\mathcal{L}_{K}$

For any real number $\lambda$, let

$$
T_{\lambda}=\left\{x \in \mathbb{R}^{n} \mid x_{1}=\lambda\right\}
$$

be a plane perpendicular to $x_{1}$-axis. Let $\Sigma_{\lambda}$ be the region to the left of the plane $T_{\lambda}$

$$
\Sigma_{\lambda}=\left\{x \in \mathbb{R}^{n} \mid x_{1}<\lambda\right\}
$$

and

$$
x^{\lambda}=\left(2 \lambda-x_{1}, x_{2}, \cdots, x_{n}\right)
$$

be the reflection of the point $x=\left(x_{1}, x_{2}, \cdots, x_{n}\right)$ about the plane $T_{\lambda}$. Denote $u_{\lambda}(x)=u\left(x^{\lambda}\right)$, $w_{\lambda}(x)=u\left(x^{\lambda}\right)-u(x)$, and for simplicity of notation, we also denote $w_{\lambda}$ by $w$ and $\Sigma_{\lambda}$ by $\Sigma$.
Theorem 2.1. (Maximum principle for anti-symmetric functions) Let $\Omega$ be a bounded domain in $\Sigma$. Assume that $w \in C_{\text {loc }}^{1,1}(\Omega)$ and is lower semi-continuous on $\bar{\Omega}$. If

$$
\left\{\begin{array}{lr}
\mathcal{L}_{K} w(x) \geq 0, & x \in \Omega \\
w(x) \geq 0, & x \in \Sigma \backslash \Omega \\
w\left(x^{\lambda}\right)=-w(x), & x \in \Sigma
\end{array}\right.
$$

then $w \geq 0$ in $\Omega$. Moreover, if $w(x)=0$ for some point inside $\Omega$, then $w \equiv 0$ almost everywhere in $\mathbb{R}^{n}$. The same conclusions holds for unbounded domains $\Omega$ if we further assume that

$$
\liminf _{|x| \rightarrow \infty} w(x) \geq 0 .
$$

Proof. Suppose otherwise, then there exists a point $x^{o} \in \Omega$ such that

$$
w\left(x^{o}\right)=\min _{\Omega} w=\min _{\Sigma} w<0
$$

By dividing $\mathbb{R}^{n}$ into the sum of $\Sigma$ and $\Sigma^{c}$, and using integral variable substitution for the integral on $\Sigma^{c}$, we have

$$
\begin{align*}
& \mathcal{L}_{K} w\left(x^{o}\right) \\
= & P . V . \int_{\Sigma}\left[w\left(x^{o}\right)-w(y)\right]\left[K\left(x^{o}-y\right)-K\left(x^{o}-y^{\lambda}\right)\right] d y+\int_{\Sigma} 2 w\left(x^{o}\right) K\left(x^{o}-y^{\lambda}\right) d y  \tag{2.1}\\
= & I_{1}+I_{2} .
\end{align*}
$$

Since $K(z)$ is monotonically decreasing with respect to $\left|z_{1}\right|$ and

$$
\left|\left(x^{o}-y\right)_{1}\right|<\left|\left(x^{o}-y^{\lambda}\right)_{1}\right| \text { for } x^{o}, y \in \Sigma,
$$

we can infer that

$$
I_{1} \leq 0
$$

By the positivity of $K(\cdot)$, we have

$$
I_{2}<0
$$

Hence $\mathcal{L}_{K} w\left(x^{o}\right)<0$. This contradicts our assumption, hence

$$
\begin{equation*}
w(x) \geq 0, \quad \forall x \in \Sigma \tag{2.2}
\end{equation*}
$$

It follows that if $w\left(x^{o}\right)=0$ at some point $x \in \Omega$, then $u_{\lambda}\left(x^{o}\right)=u\left(x^{o}\right)$, hence (2.1) holds with $I_{2}=0$. Now, our assumption implies $I_{1} \geq 0$. Consequently

$$
w(y) \leq 0, \quad \text { almost everywhere in } \Sigma .
$$

Combining this with (2.2),

$$
w(y)=0, \quad \text { almost everywhere in } \Sigma,
$$

and from the antisymmetry of $w$, we arrive at

$$
w(y)=0, \quad \text { almost everywhere in } \mathbb{R}^{n} .
$$

Theorem 2.2. (Decay at infinity) Let $\Omega$ be an unbounded region in $\Sigma$. Let $w \in C_{l o c}^{1,1}(\Omega) \cap L^{\infty}(\Omega)$ be a solution of

$$
\left\{\begin{array}{lr}
\mathcal{L}_{K} w(x)+c(x) w(x) \geq 0, & x \in \Omega,  \tag{2.3}\\
w(x) \geq 0, & x \in \Sigma \backslash \Omega, \\
w\left(x^{\lambda}\right)=-w(x), & x \in \Sigma
\end{array}\right.
$$

with

$$
\liminf _{|x| \rightarrow \infty}|x|^{\alpha} c(x) \geq 0,
$$

then there exists a constant $R_{0}>0$ (depending on $c(x)$, but independent of $w$ ), such that if

$$
w\left(x^{0}\right)=\min _{\Omega} w(x)<0,
$$

then $\left|x^{0}\right| \leq R_{0}$.
Proof. Suppose otherwise, then there exists a point $x^{o} \in \Omega$ such that

$$
w\left(x^{o}\right)=\min _{\Omega} w=\min _{\Sigma} w<0 .
$$

By condition ( $K_{2}$ ) and

$$
\left|\left(x^{o}-y\right)_{1}\right|<\left|\left(x^{o}-y^{\lambda}\right)_{1}\right| \text { for } x^{o}, y \in \Sigma,
$$

we have

$$
K\left(x^{o}-y\right) \geq K\left(x^{o}-y^{\lambda}\right)
$$

Then by $w\left(y^{\lambda}\right)=-w(y)$, we have

$$
\begin{align*}
& \mathcal{L}_{K} w\left(x^{o}\right) \\
= & C_{n} \text { P.V. } \int_{\mathbb{R}^{n}}\left(w\left(x^{o}\right)-w(y)\right) K\left(x^{o}-y\right) d y \\
= & C_{n} \text { P.V. } \int_{\Sigma}\left[\left(w\left(x^{o}\right)-w(y)\right) K\left(x^{o}-y\right)+\left(w\left(x^{o}\right)+w(y)\right) K\left(x^{o}-y^{\lambda}\right)\right] d y  \tag{2.4}\\
\leq & 2 C_{n} w\left(x^{o}\right) \int_{\Sigma} K\left(x^{o}-y^{\lambda}\right) d y .
\end{align*}
$$

The general kernel case. By condition ( $K_{1}$ ), we have

$$
\int_{\Sigma} K\left(x^{o}-y^{\lambda}\right) d y \geq \int_{\Sigma} \frac{a}{\left|x^{o}-y^{\lambda}\right|^{n+\alpha}} d y
$$

which together with (2.4) implies that

$$
\mathcal{L}_{K} w\left(x^{o}\right)+c\left(x^{o}\right) w\left(x^{o}\right) \leq\left[2 C_{n} a \int_{\Sigma} \frac{1}{\left|x^{o}-y^{\lambda}\right|^{n+\alpha}} d y+c\left(x^{o}\right)\right] w\left(x^{o}\right) .
$$

Therefore, following the proof of Theorem 2.4 in [15], we have

$$
\mathcal{L}_{K} w\left(x^{o}\right)+c\left(x^{o}\right) w\left(x^{o}\right) \leq\left[C \frac{1}{\left|x^{o}\right|^{\alpha}}+c\left(x^{o}\right)\right] w\left(x^{o}\right) .
$$

Then from the equation (2.3), we obtain

$$
C+\left|x^{o}\right|^{\alpha} c\left(x^{o}\right) \leq 0
$$

Now if $\left|x^{o}\right|$ is sufficiently large, this would contradict the decay assumption on $c(x)$.
The exponential decay kernel case: Let $\Sigma^{c}=\mathbb{R}^{n} \backslash \Sigma, x^{1}=\left(3\left|x^{o}\right|+x_{1}^{o},\left(x^{o}\right)^{\prime}\right)$, then $B_{\left|x^{o}\right|}\left(x^{1}\right) \subset \Sigma^{c}$ and

$$
\left|x^{o}-y\right| \leq 4\left|x^{o}\right|, \quad \forall y \in B_{\left|x^{o}\right|}\left(x^{1}\right)
$$

Then

$$
\begin{aligned}
\int_{\Sigma} \mathcal{K}\left(x^{o}-y^{\lambda}\right) d y & =\int_{\Sigma^{c}} \mathcal{K}\left(x^{o}-y\right) d y \\
& =\frac{1}{\Gamma\left(\frac{2-\alpha}{2}\right)} \int_{\Sigma^{c}} \frac{e^{-\left|x^{o}-y\right|^{2}}}{\left|x^{o}-y\right|^{n+\alpha}} d y \\
& \geq \frac{1}{\Gamma\left(\frac{2-\alpha}{2}\right)} \int_{B_{\left|x^{o}\right|}\left(x^{1}\right)} \frac{e^{-\left|x^{o}-y\right|^{2}}}{\left|x^{o}-y\right|^{n+\alpha}} d y \\
& \geq \frac{1}{\Gamma\left(\frac{2-\alpha}{2}\right)} \int_{B_{\left|x^{o}\right|}\left(x^{1}\right)} \frac{e^{-16\left|x^{o}\right|^{2}}}{4^{n+\alpha}\left|x^{o}\right|^{n+\alpha}} d y \\
& =C \frac{e^{-16\left|x^{o}\right|^{2}}}{\left|x^{o}\right|^{\alpha}} .
\end{aligned}
$$

Therefore

$$
\mathcal{L}_{K} w\left(x^{o}\right)+c\left(x^{o}\right) w\left(x^{o}\right) \leq\left[C \frac{e^{-16\left|x^{o}\right|^{2}}}{\left|x^{o}\right|^{\alpha}}+c\left(x^{o}\right)\right] w\left(x^{o}\right) .
$$

Then from the equation (2.3), we obtain

$$
C+e^{16\left|x^{o}\right|^{2}}\left|x^{o}\right|^{\alpha} c\left(x^{o}\right) \leq 0 .
$$

Now if $\left|x^{o}\right|$ is sufficiently large, this would contradict the decay assumption on $c(x)$.
The proof of the theorem is complete.

Theorem 2.3. (Narrow region principle) Let $\Omega$ be a bounded narrow region in $\Sigma$, and

$$
\Omega \subset\left\{x \mid \lambda-\delta<x_{1}<\lambda\right\}
$$

with small $\delta$. Suppose that $w \in C_{l o c}^{1,1}(\Omega) \cap L^{\infty}(\Omega)$ and is lower semi-continuous on $\bar{\Omega}$. If $c(x)$ is bounded from below in $\Omega$ and

$$
\left\{\begin{array}{lr}
\mathcal{L}_{K} w(x)+c(x) w(x) \geq 0, & x \in \Omega  \tag{2.5}\\
w(x) \geq 0, & x \in \Sigma \backslash \Omega \\
w\left(x^{\lambda}\right)=-w(x), & x \in \Sigma
\end{array}\right.
$$

then for sufficiently small $\delta$, we have

$$
w(x) \geq 0, \quad x \in \Omega
$$

Furthermore, if $w=0$ at some point in $\Omega$, then

$$
w(x)=0 \text { a.e. in } \mathbb{R}^{n} .
$$

These conclusions hold for unbounded region $\Omega$ if we further assume that

$$
\liminf _{|x| \rightarrow \infty} w(x) \geq 0
$$

Proof. Suppose otherwise, then there exists a point $x^{o} \in \Omega$ such that

$$
w\left(x^{o}\right)=\min _{\Omega} w=\min _{\Sigma} w<0
$$

Similar to (2.4),

$$
\mathcal{L}_{K} w\left(x^{o}\right)+c\left(x^{o}\right) w\left(x^{o}\right) \leq\left[2 C_{n} \int_{\Sigma} K\left(x^{o}-y^{\lambda}\right) d y+c\left(x^{o}\right)\right] w\left(x^{o}\right)
$$

The general kernel case. By $\left(K_{1}\right)$ and using the same argument of (25) in [15, Theorem 2.3] (also see [16, 19, 2, 1]), we have

$$
\int_{\Sigma} K\left(x^{o}-y^{\lambda}\right) d y \geq \int_{\Sigma} \frac{(2-\alpha) c}{\left|x^{o}-y^{\lambda}\right|^{n+\alpha}} d y \geq C \frac{1}{\delta^{\alpha}}
$$

and thus

$$
\mathcal{L}_{K} w\left(x^{o}\right)+c\left(x^{o}\right) w\left(x^{o}\right) \leq\left[C \frac{1}{\delta^{\alpha}}+c\left(x^{o}\right)\right] w\left(x^{o}\right)
$$

Then from the equation (2.5), we obtain

$$
C \frac{1}{\delta^{\alpha}}+c\left(x^{o}\right) \leq 0
$$

Now if $\delta$ is sufficiently small, this would contradict that $c(x)$ is bounded from below in $\Omega$.

## The exponential decay kernel case: Let

$$
D=\left\{y\left|\delta<y_{1}-x_{1}^{0}<1,\left|y^{\prime}-\left(x^{o}\right)^{\prime}\right|<1\right\},\right.
$$

then $D \subset \Sigma^{c}$. Letting $s=y_{1}-x_{1}^{o}$ and $\tau=\left|y^{\prime}-\left(x^{o}\right)^{\prime}\right|$, then

$$
\begin{aligned}
\int_{\Sigma} \mathcal{K}\left(x^{o}-y^{\lambda}\right) d y & =\int_{\Sigma^{c}} \mathcal{K}\left(x^{o}-y\right) d y \\
& =\frac{1}{\Gamma\left(\frac{2-\alpha}{2}\right)} \int_{\Sigma^{c}} \frac{e^{-\left|x^{o}-y\right|^{2}}}{\left|x^{o}-y\right|^{n+\alpha}} d y \\
& \geq \frac{1}{\Gamma\left(\frac{2-\alpha}{2}\right)} \int_{D} \frac{e^{-\left|x^{o}-y\right|^{2}}}{\left|x^{o}-y\right|^{n+\alpha}} d y \\
& =\frac{1}{\Gamma\left(\frac{2-\alpha}{2}\right)} \int_{\delta}^{1} \int_{0}^{1} \frac{\omega_{n-2} \tau^{n-2} e^{-s^{2}\left(1+t^{2}\right)}}{\left(s^{2}+\tau^{2}\right)^{\frac{n+\alpha}{2}}} d \tau d s \\
& =\frac{1}{\Gamma\left(\frac{2-\alpha}{2}\right)} \int_{\delta}^{1} \int_{0}^{\frac{1}{s}} \frac{\omega_{n-2}(s t)^{n-2} e^{-s^{2}\left(1+t^{2}\right)}}{s^{n+\alpha}\left(1+t^{2}\right)^{\frac{n+\alpha}{2}}} s d t d s,
\end{aligned}
$$

where we use the variable substitution $t=\frac{\tau}{s}$. Then by the elementary inequality

$$
e^{-s^{2}\left(1+t^{2}\right)} \geq e^{-\frac{s^{4}}{2}} e^{-\frac{\left(1+t^{2}\right)^{2}}{2}},
$$

we get

$$
\begin{aligned}
& \int_{\Sigma} \mathcal{K}\left(x^{o}-y^{\lambda}\right) d y \\
\geq & \frac{1}{\Gamma\left(\frac{2-\alpha}{2}\right)} \int_{\delta}^{1} \int_{0}^{\frac{1}{s}} \frac{\omega_{n-2}(s t)^{n-2} e^{-\frac{s^{4}}{2}} e^{-\frac{\left(1+t^{2}\right)^{2}}{2}}}{s^{n+\alpha}\left(1+t^{2}\right)^{\frac{n+\alpha}{2}}} s d t d s \\
= & C(n, \alpha) \int_{\delta}^{1} s^{-1-\alpha} e^{-\frac{s^{4}}{2}}\left[\int_{0}^{\frac{1}{s}} \frac{t^{n-2} e^{-\frac{\left(1+t^{2}\right)^{2}}{2}}}{\left(1+t^{2}\right)^{\frac{n+\alpha}{2}}} d t\right] d s \\
\geq & C(n, \alpha) \int_{\delta}^{1} s^{-1-\alpha} e^{-\frac{s^{4}}{2}} d s \int_{0}^{1} \frac{t^{n-2} e^{-\frac{\left(1+t^{2}\right)^{2}}{2}}}{\left(1+t^{2}\right)^{\frac{n+\alpha}{2}}} d t \\
\geq & C^{\prime}(n, \alpha) e^{\frac{1}{2}} \int_{\delta}^{1} s^{-1-\alpha} d s \geq C^{\prime \prime}(n, \alpha) \frac{1}{\delta^{\alpha}} .
\end{aligned}
$$

Then by the same argument in the general kernel case, we get a contradiction.
The proof of the theorem is complete.

### 2.2 Symmetry and monotonicity in a unit ball

In this subsection, we prove Theorem 1.11(i).
Proof. Let

$$
\Omega_{\lambda}=\Sigma_{\lambda} \cap B_{1}(0) .
$$

By equation (1.5) we have

$$
\mathcal{L}_{K} w_{\lambda}(x)+c_{\lambda}(x) w_{\lambda}(x)=0, \quad \text { where } c_{\lambda}(x)=-\frac{f\left(u_{\lambda}(x)\right)-f(u(x))}{u_{\lambda}(x)-u(x)} .
$$

Step 1. Choose any ray from the origin as the positive $x_{1}$ direction. We show that for $\lambda>-1$ but sufficiently close to -1 , there holds

$$
\begin{equation*}
w_{\lambda}(x) \geq 0, \quad \forall x \in \Omega_{\lambda} . \tag{2.6}
\end{equation*}
$$

Indeed, the Lipschitz continuity condition on $f$ guarantees that $c_{\lambda}(x)$ is uniformly bounded from below. Then by Theorem 2.3 (Narrow region principle), for $\lambda>-1$ and sufficiently close to -1 , (2.6) holds since $\Sigma_{\lambda}$ is a narrow region for such $\lambda$.

Step 2. Step 1 provides a starting point to move the plane $T_{\lambda}$. Now we move the plane to the right as long as (2.6) holds to its limiting position. More precisely, define

$$
\lambda_{o}=\sup \left\{\lambda \leq 0 \mid w_{\mu}(x) \geq 0, x \in \Omega_{\mu}, \mu \leq \lambda\right\}
$$

We show that

$$
\lambda_{o}=0 .
$$

Suppose in the contrary, $\lambda_{o}<0$, then by Theorem 2.1 (Maximum principle for anti-symmetric functions), we have

$$
w_{\lambda_{o}}(x)>0, \quad \forall x \in \Sigma_{\lambda_{o}} .
$$

Thus for any $\delta>0$,

$$
w_{\lambda_{o}}(x)>c_{\delta}>0, \quad \forall x \in \Sigma_{\lambda_{o}-\delta} .
$$

By the continuity of $w_{\lambda}$ with respect to $\lambda$, there exists $\epsilon>0$, such that

$$
\begin{equation*}
w_{\lambda}(x) \geq 0, \quad \forall x \in \Sigma_{\lambda_{o}-\delta}, \quad \forall \lambda \in\left[\lambda_{o}, \lambda_{o}+\epsilon\right) . \tag{2.7}
\end{equation*}
$$

Using Theorem 2.3 (Narrow region principle), we have

$$
w_{\lambda}(x) \geq 0, \quad \forall x \in \Sigma_{\lambda} \backslash \Sigma_{\lambda_{o}-\delta} .
$$

This together with (2.7) implies

$$
w_{\lambda}(x) \geq 0, \quad \forall x \in \Sigma_{\lambda}, \quad \forall \lambda \in\left[\lambda_{o}, \lambda_{o}+\epsilon\right) .
$$

This contradicts the definition of $\lambda_{o}$. Therefore, we must have $\lambda_{o}=0$. It follows that

$$
w_{0}(x) \geq 0, \quad \forall x \in \Sigma_{0}
$$

Since we can choose the $x_{1}$-direction arbitrarily, hence $u$ is radially symmetric about the origin. The monotonicity is a consequence of the fact that

$$
w_{\lambda}(x)>0, \quad \forall x \in \Sigma_{\lambda}, \quad \forall \lambda \in(-1,0] .
$$

This completes the proof of Theorem 1.11(i).

### 2.3 Symmetry and monotonicity in $\mathbb{R}^{n}$

In this subsection, we prove Theorem 1.1f(ii).
Proof. By equation (1.6) and mean value theorem,

$$
\mathcal{L}_{K} w_{\lambda}(x)+c_{\lambda}(x) w_{\lambda}(x)=0, \quad \text { where } c_{\lambda}(x)=-g^{\prime}\left(\psi_{\lambda}(x)\right),
$$

where $\psi_{\lambda}(x)$ is between $u_{\lambda}(x)$ and $u(x)$.
Step 1. We show that for $\lambda$ sufficiently negative,

$$
\begin{equation*}
w_{\lambda}(x) \geq 0, \quad \forall x \in \Sigma_{\lambda} \tag{2.8}
\end{equation*}
$$

Suppose (2.8) is violated, then there exists an $x^{o} \in \Sigma_{\lambda}$, such that

$$
w_{\lambda}\left(x^{o}\right)=\min _{\Sigma_{\lambda}} w_{\lambda}<0
$$

Since $\lambda$ is sufficiently negative, thus $\left|x^{o}\right|$ is sufficiently large. Since $u_{\lambda}\left(x^{o}\right)<u\left(x^{o}\right)$, we have

$$
0 \leq u_{\lambda}\left(x^{o}\right) \leq \psi_{\lambda}\left(x^{o}\right) \leq u\left(x^{o}\right)
$$

The decay assumptions of $u(x)$ and $g^{\prime}$ imply that

$$
\left|x^{o}\right|^{\alpha} c_{\lambda}\left(x^{o}\right) \geq 0, \quad \text { for }\left|x^{o}\right| \text { sufficiently large. }
$$

However, by the same argument of Theorem 2.2 (Decay at infinity), there exists $R_{0}>0$, such that, if $x^{o}$ is a negative minimum of $w_{\lambda}$ in $\Sigma_{\lambda}$, then

$$
\left|x^{o}\right| \leq R_{0}
$$

This contradicts that $\left|x^{o}\right|$ is sufficiently large. Hence (2.8) must hold.
Step 2. (2.8) provides a starting point, from which we move the plane $T_{\lambda}$ toward the right as long as (2.8) holds to its limiting position to prove that $u$ is symmetric about the limiting plane. More precisely, let

$$
\lambda_{o}=\sup \left\{\lambda \mid w_{\mu}(x) \geq 0, x \in \Sigma_{\mu}, \mu \leq \lambda\right\}
$$

we show that $u$ is symmetric about the limiting plane $T_{\lambda_{o}}$, i.e.

$$
\begin{equation*}
w_{\lambda_{o}}(x) \equiv 0, \quad \forall x \in \Sigma_{\lambda_{o}} . \tag{2.9}
\end{equation*}
$$

Suppose (2.9) is false, then by Theorem 2.1 (Maximum principle for anti-symmetric functions),

$$
w_{\lambda_{o}}(x)>0, \quad \forall x \in \Sigma_{\lambda_{o}} .
$$

It follows that for any positive number $\rho$,

$$
w_{\lambda_{o}}(x) \geq c_{0}>0, \quad \forall x \in \overline{\Sigma_{\lambda_{o}-\rho} \cap B_{R_{0}}(0)}
$$

where $R_{0}$ is defined in Step 1. Since $w_{\lambda}$ depends on $\lambda$ continuously, there exists a $\delta_{0}>0$ such that for all $\delta \in\left(0, \delta_{0}\right)$,

$$
w_{\lambda_{o}+\delta}(x) \geq 0, \quad \forall x \in \overline{\Sigma_{\lambda_{o}-\rho} \cap B_{R_{0}}(0)}
$$

Now, we can show that

$$
\begin{equation*}
w_{\lambda_{o}+\delta}(x) \geq 0, \quad \forall x \in \Sigma_{\lambda_{o}+\delta} \tag{2.10}
\end{equation*}
$$

Suppose (2.10) is false, then there exists $x^{o} \in \Sigma_{\lambda_{o}+\delta}$, such that

$$
w_{\lambda_{o}+\delta}\left(x^{o}\right)=\min _{\Sigma_{\lambda_{o}+\delta}} w_{\lambda_{o}+\delta}<0
$$

By Theorem 2.2 (Decay at infinity), there must hold

$$
\begin{equation*}
x^{o} \in\left(\Sigma_{\lambda_{o}+\delta} \backslash \Sigma_{\lambda_{o}-\rho}\right) \cap B_{R_{0}}(0) \tag{2.11}
\end{equation*}
$$

Since $\left(\Sigma_{\lambda_{o}+\delta} \backslash \Sigma_{\lambda_{o}-\rho}\right) \cap B_{R_{0}}(0)$ is a narrow region for sufficiently small $\delta$ and $\rho$, and by Theorem 2.3 (Narrow region principle), $w_{\lambda_{o}+\delta}$ cannot attain its negative minimum here, which contradicts (2.11). Hence (2.10) holds. Thus the plane $T_{\lambda_{o}}$ can still be moved further to the right, which contradicts with the definition of $\lambda_{o}$. Therefore, (2.9) hold.

Since $x_{1}$ direction can be chosen arbitrarily, we conclude that $u$ is radially symmetric about some point. This completes Theorem 1.1f(ii).

### 2.4 Non-existence of solutions on a half space

In this subsection, we prove Theorem 1.1 (iii).
Proof. First, for $u(x) \geq 0$ we show that

$$
\text { either } u(x)>0 \quad \text { or } \quad u(x) \equiv 0, \quad x \in \mathbb{R}_{+}^{n}
$$

Indeed, if there exists $\tilde{x} \in \mathbb{R}^{n}$ such that $u(\tilde{x})=0$. By equation (1.7), we have

$$
\int_{\mathbb{R}^{n}}(u(\tilde{x})-u(y)) K(\tilde{x}-y) d y=h(u(\tilde{x}))=h(0)=0
$$

On the other hand, by the strict positivity of $K(\cdot)$,

$$
\int_{\mathbb{R}^{n}}(u(\tilde{x})-u(y)) K(\tilde{x}-y) d y=-\int_{\mathbb{R}^{n}} u(y) K(\tilde{x}-y) d y \leq 0
$$

This implies that

$$
u(y) \equiv 0, \quad \text { a.e. on } \mathbb{R}^{n}
$$

Hence in the following, we may assume that

$$
u(x)>0, \quad x \in \mathbb{R}_{+}^{n}
$$

Now we carry on the method of moving planes on the solution $u$ along $x_{n}$ direction. Let

$$
T_{\lambda}=\left\{x \in \mathbb{R}_{+}^{n} \mid x_{n}=\lambda\right\}, \quad \lambda>0,
$$

and

$$
\Sigma_{\lambda}=\left\{x \in \mathbb{R}_{+}^{n} \mid 0<x_{n}<\lambda\right\} .
$$

Let

$$
x^{\lambda}=\left(x_{1}, \ldots, x_{n-1}, 2 \lambda-x_{n}\right)
$$

be the reflection of $x$ about the plane $T_{\lambda}$. Denote $w_{\lambda}(x)=u\left(x^{\lambda}\right)-u(x)$. By (1.7), we see that $w_{\lambda}(x)$ satisfies the following equation

$$
\begin{cases}\mathcal{L}_{K} w_{\lambda}(x)+c_{\lambda}(x) w_{\lambda}(x)=0, & x \in \mathbb{R}_{+}^{n}, \\ w_{\lambda}\left(x^{\lambda}\right)=-w_{\lambda}(x), & x \in \mathbb{R}_{+}^{n},\end{cases}
$$

where

$$
c_{\lambda}(x)=-\frac{h\left(u_{\lambda}(x)\right)-h(u(x))}{u_{\lambda}(x)-u(x)}
$$

is bounded from below since $h(\cdot)$ is Lipschitz continuous.
Step 1. For $\lambda$ sufficiently small, since $\Sigma_{\lambda}$ is a narrow region, by using the same proof of Theorem 2.3 (Narrow region principle), we have

$$
\begin{equation*}
w_{\lambda}(x) \geq 0, \quad \forall x \in \Sigma_{\lambda} . \tag{2.12}
\end{equation*}
$$

Step 2. Let

$$
\lambda_{o}=\sup \left\{\lambda \mid w_{\mu}(x) \geq 0, x \in \Sigma_{\mu}, \mu \leq \lambda\right\},
$$

We show that

$$
\begin{equation*}
\lambda_{o}=+\infty . \tag{2.13}
\end{equation*}
$$

Otherwise, if $\lambda_{o}<+\infty$, then by (2.12), combining Theorem 2.3 (Narrow region principle) and Theorem 2.2 (Decay at infinity) and going through the similar arguments as in the previous subsection, we are able to show that

$$
w_{\lambda_{o}}(x) \equiv 0 \quad \text { in } \Sigma_{\lambda_{o}},
$$

which is impossible, since $0=u(x)=u\left(x^{\lambda}\right)>0$ for $x \in \partial \mathbb{R}_{+}^{n}$.
Therefore, (2.13) holds. Consequently, the solution $u(x)$ is monotone increasing with respect to $x_{n}$. This contradicts (1.8). So $u \equiv 0$.

## 3 Full nonlinear equations $F_{G, K} u(x)=f(u(x))$

In this section, we always suppose that $\left(K_{1}\right)$ and $\left(K_{2}^{\prime}\right)$ hold. We give the maximum principle for anti-symmetric functions, and a boundary estimate for the nonlinear nonlocal operator $F_{G, K}$, and then use them to prove Theorem 1.2 by the direct method of moving planes.

The simple maximum principle for $F_{G, K}$ is not necessary in the proof of Theorem 1.2, However, due to its interest in itself, we give the proof in the following, which holds also for $L_{K}$, since only the monotonicity of $G(\cdot)$ is used.
Theorem 3.1. (Simple maximum principle) Let $\Omega \subset \mathbb{R}^{n}$ be a bounded domain in $\mathbb{R}^{n}$, and let $u \in C_{\text {loc }}^{1,1}(\Omega)$ be a lower-semi-continuous function in $\bar{\Omega}$ such that

$$
\left\{\begin{align*}
F_{G, K}(u(x)) & \geq 0, \quad x \in \Omega  \tag{3.1}\\
u \geq 0, \quad x & \in \mathbb{R}^{n} \backslash \Omega
\end{align*}\right.
$$

Then

$$
\begin{equation*}
u \geq 0, \quad x \in \Omega \tag{3.2}
\end{equation*}
$$

The same conclusions holds for unbounded domains $\Omega$ if we further assume that

$$
\liminf _{|x| \rightarrow \infty} u(x) \geq 0
$$

Proof. Suppose (3.2) is violated, then there exists $x^{o} \in \Omega$ such that

$$
u\left(x^{o}\right)=\min _{\Omega} u<0 .
$$

Since $u \geq 0$ for all $x \in \mathbb{R}^{n} \backslash \Omega$, then

$$
u\left(x^{o}\right)<u(y), \quad \forall y \in \mathbb{R}^{n} \backslash \Omega
$$

By the monotonicity of $G(\cdot)$ and $G(0)=0$, we have

$$
\int_{\mathbb{R}^{n}} G\left(u\left(x^{o}\right)-u(y)\right) K\left(x^{o}-y\right) d y<0 .
$$

This contradicts (3.1) and hence proves the theorem.

### 3.1 Maximum principle for anti-symmetric functions and a boundary estimate

Theorem 3.2. (Maximum principle for anti-symmetric functions) Let $\Omega$ be a bounded domain in $\Sigma$. Assume that $w \in C_{l o c}^{1,1}(\Omega)$ and is lower semi-continuous on $\bar{\Omega}$. If

$$
\left\{\begin{array}{lr}
F_{G, K} u_{\lambda}(x)-F_{G, K} u(x) \geq 0, & x \in \Omega \\
w(x) \geq 0, & x \in \Sigma \backslash \Omega \\
w\left(x^{\lambda}\right)=-w(x), & x \in \Sigma
\end{array}\right.
$$

then $w \geq 0$ in $\Omega$. Moreover, if $w(x)=0$ for some point inside $\Omega$, then $w \equiv 0$ almost everywhere in $\mathbb{R}^{n}$. The same conclusions hold for unbounded domain $\Omega$ if we further assume that

$$
\liminf _{|x| \rightarrow \infty} w(x) \geq 0 .
$$

Proof. Suppose otherwise, then there exists a point $x^{o} \in \Omega$ such that

$$
w\left(x^{o}\right)=\min _{\Omega} w=\min _{\Sigma} w<0 .
$$

By dividing $\mathbb{R}^{n}$ into the sum of $\Sigma$ and $\Sigma^{c}$, and using integral variable substitution for the integral on $\Sigma^{c}$, we have

$$
\begin{align*}
& F_{G, K} u_{\lambda}\left(x^{o}\right)-F_{G, K} u\left(x^{o}\right) \\
= & C_{n, \alpha} P . V . \int_{\Sigma}\left[G\left(u_{\lambda}\left(x^{o}\right)-u_{\lambda}(y)\right)-G\left(u\left(x^{o}\right)-u(y)\right)\right]\left[K\left(x^{o}-y\right)-K\left(x^{o}-y^{\lambda}\right)\right] d y \\
& +C_{n, \alpha} \int_{\Sigma}\left[G\left(u_{\lambda}\left(x^{o}\right)-u_{\lambda}(y)\right)-G\left(u\left(x^{o}\right)-u_{\lambda}(y)\right)+G\left(u_{\lambda}\left(x^{o}\right)-u(y)\right)-G\left(u\left(x^{o}\right)-u(y)\right)\right] \\
& \quad \cdot K\left(x^{o}-y^{\lambda}\right) d y \\
= & I_{1}+I_{2} . \tag{3.3}
\end{align*}
$$

Since $K(z)$ is monotonically decreasing with respect to $\left|z_{1}\right|$, we have

$$
K\left(x^{o}-y\right)-K\left(x^{o}-y^{\lambda}\right) \geq 0, \quad \forall y \in \Sigma .
$$

By the monotonicity of $G(\cdot)$, we can infer that

$$
I_{1} \leq 0, \quad \text { by }\left[u_{\lambda}\left(x^{o}\right)-u_{\lambda}(y)\right]-\left[u\left(x^{o}\right)-u(y)\right]=w\left(x^{o}\right)-w(y) \leq 0 \forall y \in \Sigma ;
$$

and
$I_{2}<C_{n, \alpha} \int_{\Sigma}\left[G\left(u_{\lambda}\left(x^{o}\right)-u(y)\right)-G\left(u\left(x^{o}\right)-u(y)\right)\right] K\left(x^{o}-y^{\lambda}\right) d y<0, \quad$ by $u_{\lambda}\left(x^{o}\right)-u\left(x^{o}\right)<0$.
Hence

$$
\begin{equation*}
F_{\alpha}\left(u_{\lambda}\left(x^{o}\right)\right)-F_{\alpha}\left(u\left(x^{o}\right)\right)<0 . \tag{3.4}
\end{equation*}
$$

This contradicts our assumption, hence

$$
\begin{equation*}
w(x) \geq 0, \quad \forall x \in \Sigma \tag{3.5}
\end{equation*}
$$

It follows that if $w\left(x^{o}\right)=0$ at some point $x \in \Omega$, then $u_{\lambda}\left(x^{o}\right)=u\left(x^{o}\right)$, hence (3.3) holds with $I_{2}=0$. Now, our assumption implies $I_{1} \geq 0$, consequently

$$
G\left(u_{\lambda}\left(x^{o}\right)-u_{\lambda}(y)\right)-G\left(u\left(x^{o}\right)-u(y)\right) \geq 0,
$$

and by the monotonicity of $G(\cdot)$, we derive,

$$
w(y) \leq 0, \quad \text { almost everywhere in } \Sigma .
$$

Combining this with (3.5),

$$
w(y)=0, \quad \text { almost everywhere in } \Sigma,
$$

and from the antisymmetry of $w$, we arrive at

$$
w(y)=0, \quad \text { almost everywhere in } \mathbb{R}^{n} .
$$

Theorem 3.3. (A boundary estimate). Assume that $w_{\lambda_{o}}>0$, for $x \in \Sigma_{\lambda_{o}}$. Suppose $\lambda_{k} \searrow \lambda_{o}$, and $x^{k} \in \Sigma_{\lambda_{k}}$, such that

$$
\begin{equation*}
w_{\lambda_{k}}\left(x^{k}\right)=\min _{\Sigma_{\lambda_{k}}} w_{\lambda_{k}} \leq 0 \text { and } x^{k} \rightarrow x^{o} \in \partial \Sigma_{\lambda_{o}} . \tag{3.6}
\end{equation*}
$$

Let $\delta_{k}=\operatorname{dist}\left(x^{k}, \partial \Sigma_{\lambda_{k}}\right) \equiv\left|\lambda_{k}-x_{1}^{k}\right|$. Then

$$
\begin{equation*}
\limsup _{\delta_{k} \rightarrow 0} \frac{1}{\delta_{k}}\left[F_{G, K}\left(u_{\lambda_{k}}\left(x^{k}\right)\right)-F_{G, K}\left(u\left(x^{k}\right)\right)\right]<0 . \tag{3.7}
\end{equation*}
$$

Proof. By $u_{\lambda_{k}}\left(x^{k}\right) \leq u\left(x^{k}\right)$, similar to (3.3), we infer

$$
\begin{align*}
& \frac{1}{\delta_{k}}\left[F_{G, K}\left(u_{\lambda_{k}}\left(x^{k}\right)\right)-F_{G, K}\left(u\left(x^{k}\right)\right)\right] \\
\leq & \frac{C_{n, \alpha}}{\delta_{k}} P . V . \int_{\Sigma_{\lambda_{k}}}\left[K\left(x^{k}-y\right)-K\left(x^{k}-y^{\lambda_{k}}\right)\right]\left[G\left(u_{\lambda_{k}}\left(x^{k}\right)-u_{\lambda_{k}}(y)\right)-G\left(u\left(x^{k}\right)-u(y)\right)\right] d y \\
= & I_{1 k} . \tag{3.8}
\end{align*}
$$

By $\left(K_{2}^{\prime}\right)$ and mean value theorem, we have

$$
\begin{align*}
& \frac{1}{\delta_{k}}\left[K\left(x^{k}-y\right)-K\left(x^{k}-y^{\lambda_{k}}\right)\right] \\
= & \frac{1}{\delta_{k}}\left[\bar{K}_{1}\left(\left|x_{1}^{k}-y_{1}\right|^{2},\left(x^{k}-y\right)^{\prime}\right)-\bar{K}_{1}\left(\left|x_{1}^{k}-y_{1}^{\lambda_{k}}\right|^{2},\left(x^{k}-y\right)^{\prime}\right)\right] \\
= & \frac{\left|x_{1}^{k}-y_{1}\right|^{2}-\left|x_{1}^{k}-y_{1}^{\lambda_{k}}\right|^{2}}{\delta_{k}} \partial_{1} \bar{K}_{1}\left(\eta_{k}(y),\left(x^{k}-y\right)^{\prime}\right)  \tag{3.9}\\
= & -4\left(\lambda_{k}-y_{1}\right) \partial_{1} \bar{K}_{1}\left(\eta_{k}(y),\left(x^{k}-y\right)^{\prime}\right) \\
\rightarrow & -4\left(\lambda_{o}-y_{1}\right) \partial_{1} \bar{K}_{1}\left(\eta_{o}(y),\left(x^{o}-y\right)^{\prime}\right),
\end{align*}
$$

where

$$
\left|x_{1}^{k}-y_{1}\right|^{2} \leq \eta_{k}(y) \leq\left|x_{1}^{k}-y_{1}^{\lambda_{k}}\right|^{2}
$$

and hence

$$
\left|x_{1}^{o}-y_{1}\right|^{2} \leq \eta_{o}(y) \leq\left|x_{1}^{o}-y_{1}^{\lambda_{o}}\right|^{2} .
$$

By condition $\left(K_{2}^{\prime}\right)$, the last term in (3.9) is positive in $\Sigma_{\lambda_{o}}$. Meanwhile, as $k \rightarrow \infty$, by the strict monotonicity of $G(\cdot)$,

$$
\begin{equation*}
G\left(u_{\lambda_{k}}\left(x^{k}\right)-u_{\lambda_{k}}(y)\right)-G\left(u\left(x^{k}\right)-u(y)\right) \rightarrow G\left(u_{\lambda_{o}}\left(x^{o}\right)-u_{\lambda_{o}}(y)\right)-G\left(u\left(x^{o}\right)-u(y)\right)<0, \tag{3.10}
\end{equation*}
$$

for all $y \in \Sigma_{\lambda_{o}}$. Combining (3.8), (3.9) and (3.10), we get (3.7).

### 3.2 Symmetry and monotonicity in $\mathbb{R}^{n}$ in case $f^{\prime}(t) \leq 0$

In this subsection, we consider equation (1.11) and prove Theorem 1.2 (i).
Proof. Step 1. To show that for $\lambda$ sufficiently negative,

$$
\begin{equation*}
w_{\lambda}(x) \geq 0, \quad \forall x \in \Sigma_{\lambda} \tag{3.11}
\end{equation*}
$$

Suppose (3.11) is violated. By (1.12) there exists an $x^{o} \in \Sigma_{\lambda}$, such that

$$
w_{\lambda}\left(x^{o}\right)=\min _{\Sigma_{\lambda}} w_{\lambda}<0 .
$$

And by equation (1.11),

$$
F_{G, K} u_{\lambda}\left(x^{o}\right)-F_{G, K} u\left(x^{o}\right)=f\left(u_{\lambda}\left(x^{o}\right)\right)-f\left(u\left(x^{o}\right)\right)=f^{\prime}\left(\xi_{\lambda}\left(x^{o}\right)\right) w_{\lambda}\left(x^{o}\right),
$$

where

$$
u_{\lambda}\left(x^{o}\right) \leq \xi_{\lambda}\left(x^{o}\right) \leq u\left(x^{o}\right) .
$$

For sufficiently negative $\lambda, u\left(x^{o}\right)$ is small, and consequently, $\xi_{\lambda}\left(x^{o}\right)$ is also small. Then by the condition on $f(\cdot)$, it follows that

$$
\begin{equation*}
F_{G, K} u_{\lambda}\left(x^{o}\right)-F_{G, K} u\left(x^{o}\right) \geq 0 . \tag{3.12}
\end{equation*}
$$

While on the other hand, from the proof of (3.4) in Theorem 3.2 (Maximum principle for antisymmetric functions), we have

$$
F_{G, K} u_{\lambda}\left(x^{o}\right)-F_{G, K} u\left(x^{o}\right)<0 .
$$

This contradicts (3.12). Hence (3.11) must hold.
Step 2. (3.11) provides a starting point, from which we move the plane $T_{\lambda}$ toward the right as long as (3.11) holds to its limiting position to prove that $u$ is symmetric about the limiting plane. More precisely, let

$$
\lambda_{o}=\sup \left\{\lambda \mid w_{\mu}(x) \geq 0, x \in \Sigma_{\mu}, \mu \leq \lambda\right\},
$$

we show that $u$ is symmetric about the limiting plane $T_{\lambda_{o}}$, or

$$
\begin{equation*}
w_{\lambda_{o}}(x) \equiv 0, \quad \forall x \in \Sigma_{\lambda_{o}} \tag{3.13}
\end{equation*}
$$

Suppose (3.13) is false, then by Theorem 3.2 (Maximum principle for anti-symmetric functions),

$$
w_{\lambda_{o}}(x)>0, \quad \forall x \in \Sigma_{\lambda_{o}} .
$$

On the other hand, by the definition of $\lambda_{o}$, there exists a sequence $\lambda_{k} \searrow \lambda_{o}$, and $x^{k} \in \Sigma_{\lambda_{k}}$, such that

$$
\begin{equation*}
w_{\lambda_{k}}\left(x^{k}\right)=\min _{\Sigma_{\lambda_{k}}} w_{\lambda_{k}}<0, \quad \text { and } \nabla w_{\lambda_{k}}\left(x^{k}\right)=0 \tag{3.14}
\end{equation*}
$$

Now, we use the assumption about $f\left(f^{\prime}(t) \leq 0\right.$ for $t$ small) to show that the sequence $\left\{x^{k}\right\}$ is bounded. In fact, if $\left|x^{k}\right|$ is sufficiently large, then $u\left(x^{k}\right)$ is small. Then by equation (1.11) and (3.14),

$$
\begin{equation*}
F_{G, K} u_{\lambda_{k}}\left(x^{k}\right)-F_{G, K} u\left(x^{k}\right)=f\left(u_{\lambda_{k}}\left(x^{k}\right)\right)-f\left(u\left(x^{k}\right)\right)=f^{\prime}\left(\xi_{\lambda_{k}}\left(x^{k}\right)\right) w_{\lambda}\left(x^{k}\right) \geq 0 \tag{3.15}
\end{equation*}
$$

where

$$
u_{\lambda_{k}}\left(x^{k}\right) \leq \xi_{\lambda_{k}}\left(x^{k}\right) \leq u\left(x^{k}\right)
$$

While on the other hand, from the proof of (3.4) in Theorem 3.2, we have

$$
F_{G, K} u_{\lambda_{k}}\left(x^{k}\right)-F_{G, K} u\left(x^{k}\right)<0
$$

This contradicts (3.15). Hence the sequence $\left\{x^{k}\right\}$ must be bounded.
Now from (3.14), we have

$$
w_{\lambda_{o}}\left(x^{o}\right) \leq 0, \text { hence } x^{o} \in \partial \Sigma_{\lambda_{o}} ; \quad \text { and } \quad \nabla w_{\lambda_{o}}\left(x^{o}\right)=0
$$

It follows that

$$
\frac{w_{\lambda_{k}}\left(x^{k}\right)}{\delta_{k}} \rightarrow 0, \quad \text { as } k \rightarrow+\infty
$$

Then by (3.15), we get

$$
\limsup _{\delta_{k} \rightarrow 0} \frac{1}{\delta_{k}}\left[F_{G, K}\left(u_{\lambda_{k}}\left(x^{k}\right)\right)-F_{G, K}\left(u\left(x^{k}\right)\right)\right] \geq 0
$$

This contradicts Theorem 3.3. Hence (3.13) holds. Since $x_{1}$ direction can be chosen arbitrarily, we conclude that $u$ is radially symmetric about some point. This completes the proof of Theorem 1.2 (i).

### 3.3 Symmetry and monotonicity in a ball in case $f^{\prime}(t)>0$

In this subsection, we consider equation (1.13) and prove Theorem 1.2 (ii).
Proof. Let

$$
\Omega_{\lambda}=\Sigma_{\lambda} \cap B_{1}(0)
$$

By equation (1.13) we have

$$
\begin{equation*}
F_{G, K} u_{\lambda}(x)-F_{G, K} u(x)=f\left(u_{\lambda}(x)\right)-f(u(x)) . \tag{3.16}
\end{equation*}
$$

Step 1. Choose any ray from the origin as the positive $x_{1}$ direction. First we show that for $\lambda>-1$ but sufficiently close to -1 , we have

$$
\begin{equation*}
w_{\lambda}(x) \geq 0, \quad \forall x \in \Omega_{\lambda} \tag{3.17}
\end{equation*}
$$

Suppose otherwise, then there exists a point $x^{o} \in \Omega_{\lambda}$, such that

$$
w_{\lambda}\left(x^{o}\right)=\min _{\Omega_{\lambda}} w_{\lambda}=\min _{\Sigma_{\lambda}} w_{\lambda}<0
$$

With the same argument in the proof of Theorem 3.2, we have

$$
\begin{align*}
& F_{G, K} u_{\lambda}\left(x^{o}\right)-F_{G, K} u\left(x^{o}\right) \\
&= C_{n, \alpha} P . V . \int_{\Sigma_{\lambda}}\left[G\left(u_{\lambda}\left(x^{o}\right)-u_{\lambda}(y)\right)-G\left(u\left(x^{o}\right)-u(y)\right)\right]\left[K\left(x^{o}-y\right)-K\left(x^{o}-y^{\lambda}\right)\right] d y \\
&+C_{n, \alpha} \int_{\Sigma_{\lambda}}\left[G\left(u_{\lambda}\left(x^{o}\right)-u_{\lambda}(y)\right)-G\left(u\left(x^{o}\right)-u_{\lambda}(y)\right)+G\left(u_{\lambda}\left(x^{o}\right)-u(y)\right)-G\left(u\left(x^{o}\right)-u(y)\right)\right] \\
& \quad \cdot K\left(x^{o}-y^{\lambda}\right) d y \\
& \leq C_{n, \alpha} \int_{\Sigma_{\lambda}} G\left(u_{\lambda}\left(x^{o}\right)-u(y)\right)-G\left(u\left(x^{o}\right)-u(y)\right) K\left(x^{o}-y^{\lambda}\right) d y . \tag{3.18}
\end{align*}
$$

Let $D:=\Sigma_{\lambda} \backslash \Omega_{\lambda}$ and by $u(y)=0$ for all $y \in D$, we obtain

$$
\begin{equation*}
F_{G, K} u_{\lambda}\left(x^{o}\right)-F_{G, K} u\left(x^{o}\right) \leq C_{n, \alpha} \int_{D}\left[G\left(u_{\lambda}\left(x^{o}\right)\right)-G\left(u\left(x^{o}\right)\right)\right] K\left(x^{o}-y^{\lambda}\right) d y \tag{3.19}
\end{equation*}
$$

Combining (3.19) and (3.16), we get

$$
f\left(u_{\lambda}\left(x^{o}\right)\right)-f\left(u\left(x^{o}\right)\right) \leq C_{n, \alpha} \int_{D}\left[G\left(u_{\lambda}\left(x^{o}\right)\right)-G\left(u\left(x^{o}\right)\right)\right] K\left(x^{o}-y^{\lambda}\right) d y
$$

Thus by ( $K_{1}$ ),

$$
\frac{f\left(u_{\lambda}\left(x^{o}\right)\right)-f\left(u\left(x^{o}\right)\right)}{G\left(u_{\lambda}\left(x^{o}\right)\right)-G\left(u\left(x^{o}\right)\right)} \geq C_{n, \alpha} \int_{D} K\left(x^{o}-y^{\lambda}\right) d y \geq C_{n, \alpha}^{\prime} \int_{D} \frac{1}{\left|x^{o}-y^{\lambda}\right|^{n+\alpha}} d y
$$

Then, by using Cauchy mean value theorem, we derive,

$$
\begin{equation*}
\frac{f^{\prime}\left(\xi\left(x^{o}\right)\right)}{G^{\prime}\left(\xi\left(x^{o}\right)\right)} \geq C_{n, \alpha}^{\prime} \int_{D} \frac{1}{\left|x^{o}-y^{\lambda}\right|^{n+\alpha}} d y \geq C \frac{1}{\delta^{\alpha}} \tag{3.20}
\end{equation*}
$$

where

$$
u_{\lambda}\left(x^{o}\right) \leq \xi\left(x^{o}\right) \leq u\left(x^{o}\right),
$$

and $\delta=\lambda+1$ is the width of the region $\Omega_{\lambda}$ in the $x_{1}$-direction. We see from $u \in C\left(\overline{B_{1}(0)}\right)$ that for $\lambda$ sufficiently close to -1 , there exists $\varepsilon>0$ such that

$$
0<u_{\lambda}\left(x^{o}\right)<u\left(x^{o}\right)<\varepsilon .
$$

Then by (3.20) and condition $\left(G_{2}\right)$, we get a contradiction. Therefore (3.17) must be true for $\lambda$ is sufficiently close to -1 .

Step 2. Define

$$
\lambda_{o}=\sup \left\{\lambda \leq 0 \mid w_{\mu}(x) \geq 0, x \in \Omega_{\mu}, \mu \leq \lambda\right\}
$$

Now, we show that

$$
\begin{equation*}
\lambda_{o}=0 \tag{3.21}
\end{equation*}
$$

Suppose in the contrary, $\lambda_{o}<0$, then by Theorem 3.2 (Maximum principle for anti-symmetric functions), we have

$$
w_{\lambda_{o}}(x)>0, \quad \forall x \in \Omega_{\lambda_{o}} .
$$

On the other hand, by the definition of $\lambda_{o}$, there exists a sequence $0 \geq \lambda_{k} \searrow \lambda_{o}$, and $x^{k} \in \Omega_{\lambda_{k}}$, such that

$$
\begin{equation*}
w_{\lambda_{k}}\left(x^{k}\right)=\min _{\Sigma_{\lambda_{k}}} w_{\lambda_{k}}<0, \quad \text { and } \nabla w_{\lambda_{k}}\left(x^{k}\right)=0 \tag{3.22}
\end{equation*}
$$

There is a subsequence of $\left\{x^{k}\right\}$ that converges to some point $x^{o}$, and from (3.22), we have

$$
w_{\lambda_{o}}\left(x^{o}\right) \leq 0, \text { hence } x^{o} \in \partial \Sigma_{\lambda_{o}} ; \quad \text { and } \quad \nabla w_{\lambda_{o}}\left(x^{o}\right)=0
$$

It follows that

$$
\frac{w_{\lambda_{k}}\left(x^{k}\right)}{\delta_{k}} \rightarrow 0, \quad \text { as } k \rightarrow+\infty .
$$

Then by (3.16), we get

$$
\limsup _{\delta_{k} \rightarrow 0} \frac{1}{\delta_{k}}\left[F_{G, K}\left(u_{\lambda_{k}}\left(x^{k}\right)\right)-F_{G, K}\left(u\left(x^{k}\right)\right)\right] \geq 0
$$

This contradicts Theorem 3.3, Hence (3.21) holds.
Since $x_{1}$ direction can be chosen arbitrarily, we conclude that $u$ is radially symmetric about the origin. This completes the proof of Theorem 1.2 (ii).

### 3.4 Symmetry and monotonicity in $\mathbb{R}^{n}$ in case $f^{\prime}(t)>0$

In this subsection, we consider equation (1.11) and prove Theorem 1.2-(iii).
Proof. Step 1. To show that for $\lambda$ sufficiently negative,

$$
\begin{equation*}
w_{\lambda}(x) \geq 0, \quad \forall x \in \Sigma_{\lambda} . \tag{3.23}
\end{equation*}
$$

Suppose (3.23) is violated, then there exists an $x^{o} \in \Sigma_{\lambda}$, such that

$$
w_{\lambda}\left(x^{o}\right)=\min _{\Sigma_{\lambda}} w_{\lambda}<0
$$

And by equation (1.11),

$$
\begin{equation*}
F_{G, K} u_{\lambda}\left(x^{o}\right)-F_{G, K} u\left(x^{o}\right)=f\left(u_{\lambda}\left(x^{o}\right)\right)-f\left(u\left(x^{o}\right)\right) . \tag{3.24}
\end{equation*}
$$

Let $R=\left|x^{o}\right|$. Choose a point $x_{R} \in \Sigma_{\lambda}$, so that

$$
B_{R}\left(x_{R}\right) \subset \Sigma_{\lambda} \text { and }\left|x_{R}\right|=M R
$$

By the decay condition (1.14), for any $y \in B_{R}\left(x_{R}\right)$ we have

$$
u(y) \sim \frac{1}{M^{\beta} R^{\beta}}, \quad u\left(x^{o}\right) \sim \frac{1}{R^{\beta}}, \quad \text { for } R \text { large. }
$$

So, we can choose $M$ sufficiently large such that

$$
\begin{equation*}
u(y) \leq \frac{C_{1}}{M^{\beta} R^{\beta}} \leq \frac{C_{2}}{R^{\beta}} \leq u\left(x^{o}\right), \quad \forall y \in B_{R}\left(x_{R}\right) \tag{3.25}
\end{equation*}
$$

Then for $\lambda$ sufficiently negative ( $R$ is sufficiently large), there exists a $\varepsilon>0$ such that

$$
0<u(y) \leq u\left(x^{o}\right)<\varepsilon, \quad \forall y \in B_{R}\left(x_{R}\right)
$$

By (3.18) and $\left(K_{1}\right)$, we have

$$
\begin{align*}
& F_{G, K} u_{\lambda}\left(x^{o}\right)-F_{G, K} u\left(x^{o}\right) \\
\leq & C_{n, \alpha} \int_{\Sigma_{\lambda}}\left[G\left(u_{\lambda}\left(x^{o}\right)-u(y)\right)-G\left(u\left(x^{o}\right)-u(y)\right)\right] K\left(x^{o}-y^{\lambda}\right) d y \\
\leq & C_{n, \alpha}^{\prime} \int_{\Sigma_{\lambda}} \frac{G\left(u_{\lambda}\left(x^{o}\right)-u(y)\right)-G\left(u\left(x^{o}\right)-u(y)\right)}{\left|x^{o}-y^{\lambda}\right|^{n+\alpha}} d y  \tag{3.26}\\
\leq & C_{n, \alpha}^{\prime} \int_{B_{R}\left(x_{R}\right)} \frac{G\left(u_{\lambda}\left(x^{o}\right)-u(y)\right)-G\left(u\left(x^{o}\right)-u(y)\right)}{\left|x^{o}-y^{\lambda}\right|^{n+\alpha}} d y .
\end{align*}
$$

Note that

$$
0<u_{\lambda}\left(x^{o}\right)<u\left(x^{o}\right)<\varepsilon, \quad \text { and } u\left(x^{o}\right)-u(y) \sim \frac{1}{R^{\beta}},
$$

then by condition $\left(G_{2}^{\prime}\right)$ and (3.26), we have

$$
\begin{align*}
& F_{G, K} u_{\lambda}\left(x^{o}\right)-F_{G, K} u\left(x^{o}\right) \\
\leq & C_{n, \alpha} c_{0} w_{\lambda}\left(x^{o}\right) \int_{B_{R}\left(x_{R}\right)} \frac{\left(u\left(x^{o}\right)-u(y)\right)^{\gamma}}{\left|x^{o}-y^{\lambda}\right|^{n+\alpha}} d y  \tag{3.27}\\
\leq & C_{n, \alpha} C w_{\lambda}\left(x^{o}\right) \frac{1}{R^{\beta \gamma+\alpha}} .
\end{align*}
$$

Combining (3.24) with (3.27), by condition $\left(G_{2}^{\prime}\right)$ we get

$$
\frac{C}{R^{\beta \gamma+\alpha}} \leq \frac{f\left(u_{\lambda}\left(x^{o}\right)\right)-f\left(u\left(x^{o}\right)\right)}{u_{\lambda}\left(x^{o}\right)-u\left(x^{o}\right)} \leq C_{2} u^{s}\left(x^{o}\right) .
$$

This contradicts assumption (1.14). Hence (3.23) must hold.
Step 2. Step 1 provides a starting point, from which we move the plane $T_{\lambda}$ toward the right as long as (3.23) holds to its limiting position. Define

$$
\lambda_{o}=\sup \left\{\lambda \mid w_{\mu}(x) \geq 0, x \in \Sigma_{\mu}, \mu \leq \lambda\right\},
$$

we show that $u$ is symmetric about the limiting plane $T_{\lambda_{o}}$, or

$$
\begin{equation*}
w_{\lambda_{o}}(x) \equiv 0, \quad \forall x \in \Sigma_{\lambda_{o}} . \tag{3.28}
\end{equation*}
$$

Suppose (3.28) is false, then by Theorem 3.2 (Maximum principle for anti-symmetric functions),

$$
w_{\lambda_{o}}(x)>0, \quad \forall x \in \Sigma_{\lambda_{o}} .
$$

On the other hand, by the definition of $\lambda_{o}$, there exists a sequence $\lambda_{k} \searrow \lambda_{o}$, and $x^{k} \in \Sigma_{\lambda_{k}}$, such that

$$
\begin{equation*}
w_{\lambda_{k}}\left(x^{k}\right)=\min _{\Sigma_{\lambda_{k}}} w_{\lambda_{k}}<0, \quad \text { and } \nabla w_{\lambda_{k}}\left(x^{k}\right)=0 \tag{3.29}
\end{equation*}
$$

Now, we use condition (1.14) to show that the sequence $\left\{x^{k}\right\}$ is bounded. In fact, if $\left|x^{k}\right|$ is sufficiently large, then

$$
0<u_{\lambda_{k}}\left(x^{k}\right)<u\left(x^{k}\right) \leq \frac{C_{0}}{\left|x^{k}\right|^{\beta}}<\varepsilon .
$$

And by equation (1.11), (3.29) and $\left(G_{2}^{\prime}\right)$,

$$
\begin{equation*}
F_{G, K} u_{\lambda_{k}}\left(x^{k}\right)-F_{G, K} u\left(x^{k}\right)=f\left(u_{\lambda_{k}}\left(x^{k}\right)\right)-f\left(u\left(x^{k}\right)\right) \geq C_{2} u^{s}\left(x^{k}\right) w_{\lambda_{k}}\left(x^{k}\right) . \tag{3.30}
\end{equation*}
$$

On the other hand, by (3.18) and $\left(K_{1}\right)$, we have

$$
\begin{align*}
& F_{G, K} u_{\lambda_{k}}\left(x^{k}\right)-F_{G, K} u\left(x^{k}\right) \\
\leq & C_{n, \alpha} \int_{\Sigma_{\lambda_{k}}} \frac{G\left(u_{\lambda_{k}}\left(x^{k}\right)-u(y)\right)-G\left(u\left(x^{k}\right)-u(y)\right)}{\left|x^{k}-y^{\lambda_{k}}\right|^{n+\alpha}} d y  \tag{3.31}\\
\leq & C_{n, \alpha} \int_{B_{R_{k}\left(x_{R_{k}}\right)}} \frac{G\left(u_{\lambda_{k}}\left(x^{k}\right)-u(y)\right)-G\left(u\left(x^{k}\right)-u(y)\right)}{\mid x^{k}-y^{\lambda_{k} \mid n+\alpha}} d y,
\end{align*}
$$

where $R_{k}=\left|x^{k}\right|$ and $x_{R_{k}}$ are selected such that

$$
B_{R_{k}}\left(x_{R_{k}}\right) \subset \Sigma_{\lambda_{k}} \text { and }\left|x_{R_{k}}\right|=M_{k} R_{k} .
$$

By the decay condition (1.14), we can choose $M_{k}$ such that

$$
0<u(y) \leq \frac{C_{1}}{M_{k}^{\beta} R_{k}^{\beta}} \leq \frac{C_{2}}{R_{k}^{\beta}} \leq u\left(x^{k}\right) \leq \frac{C_{0}}{R_{k}^{\beta}}<\varepsilon, \quad \forall y \in B_{R_{k}}\left(x_{R_{k}}\right),
$$

similar to (3.25). Then by condition (G2) and (3.31), we have

$$
\begin{align*}
& F_{G, K} u_{\lambda_{k}}\left(x^{k}\right)-F_{G, K} u\left(x^{k}\right) \\
\leq & C_{n, \alpha} c_{0} w_{\lambda_{k}}\left(x^{k}\right) \int_{B_{R_{k}}\left(x_{R_{k}}\right)} \frac{\left(u\left(x^{k}\right)-u(y)\right)^{\gamma}}{\left|x^{k}-y^{\lambda_{k}}\right|^{n+\alpha}} d y  \tag{3.32}\\
\leq & C_{n, \alpha} C w_{\lambda}\left(x^{k}\right) \frac{1}{R_{k}{ }^{\beta \gamma+\alpha}} .
\end{align*}
$$

Combining (3.30) with (3.32), we get

$$
\frac{C}{R_{k}^{\beta \gamma+\alpha}} \leq u^{s}\left(x^{k}\right)
$$

This contradicts assumption (1.14). Hence the sequence $\left\{x^{k}\right\}$ must be bounded.
Now from (3.29), we have

$$
w_{\lambda_{o}}\left(x^{o}\right) \leq 0, \text { hence } x^{o} \in \partial \Sigma_{\lambda_{o}} ; \quad \text { and } \nabla w_{\lambda_{o}}\left(x^{o}\right)=0 .
$$

It follows that

$$
\frac{w_{\lambda_{k}}\left(x^{k}\right)}{\delta_{k}} \rightarrow 0, \quad \text { as } k \rightarrow+\infty .
$$

Then by (3.30), we get

$$
\limsup _{\delta_{k} \rightarrow 0} \frac{1}{\delta_{k}}\left[F_{G, K}\left(u_{\lambda_{k}}\left(x^{k}\right)\right)-F_{G, K}\left(u\left(x^{k}\right)\right)\right] \geq 0
$$

This contradicts Theorem [3.3. Hence (3.28) holds. Since $x_{1}$ direction can be chosen arbitrarily, we conclude that $u$ is radially symmetric about some point. This completes the proof of Theorem 1.2-(iii).

## 4 The limit of $\mathcal{L}_{K} u(x)$ as $\alpha \rightarrow 2$.

In this section, we investigate the limit of $\mathcal{L}_{K} u(x)$ as $\alpha \rightarrow 2$ for each fixed $x$.

## The proof of Theorem 1.3-(i).

Proof. First fix $\epsilon>0$, we divide $\mathcal{L}_{\mathcal{K}} u(x)$ into two parts:

$$
\begin{aligned}
\mathcal{L}_{\mathcal{K}} u(x) & =\frac{4 n}{\omega_{n}} \int_{\mathbb{R}^{n} \backslash B_{\epsilon}(x)} \frac{e^{-|x-y|^{2}}}{\Gamma\left(\frac{2-\alpha}{2}\right)} \frac{u(x)-u(y)}{|x-y|^{n+\alpha}} d y+\frac{4 n}{\omega_{n}} \int_{B_{\epsilon}(x)} \frac{e^{-|x-y|^{2}}}{\Gamma\left(\frac{2-\alpha}{2}\right)} \frac{u(x)-u(y)}{|x-y|^{n+\alpha}} d y \\
& :=I_{1}+I_{2} .
\end{aligned}
$$

By $u \in C_{l o c}^{1,1} \cap L^{\infty}\left(\mathbb{R}^{n}\right)$, it is easy to verify that

$$
\begin{equation*}
\lim _{\alpha \rightarrow 2^{-}} I_{1}=0 \tag{4.1}
\end{equation*}
$$

Let $z=y-x$, for $|x-y| \leq \epsilon$, by Taylor expansion

$$
u(x)-u(y)=-\nabla u(x) \cdot z-\frac{1}{2} \partial_{i j} u(x) z_{i} z_{j}+O(\epsilon)|x-y|^{2},
$$

we get

$$
\begin{align*}
I_{2}= & \frac{4 n}{\omega_{n} \Gamma\left(\frac{2-\alpha}{2}\right)} \int_{B_{\epsilon}(x)} \frac{(-\nabla u(x) \cdot z) e^{-|x-y|^{2}}}{|x-y|^{n+\alpha}} d y+\frac{4 n}{\omega_{n} \Gamma\left(\frac{2-\alpha}{2}\right)} \int_{B_{\epsilon}(x)} \frac{O(\epsilon)|x-y|^{2} e^{-|x-y|^{2}}}{|x-y|^{n+\alpha}} d y \\
& -\frac{2 n}{\omega_{n} \Gamma\left(\frac{2-\alpha}{2}\right)} \int_{B_{\epsilon}(x)} \frac{\partial_{i j} u(x) z_{i} z_{j} e^{-|x-y|^{2}}}{|x-y|^{n+\alpha}} d y  \tag{4.2}\\
:= & I I_{1}+I I_{2}+I I_{3} .
\end{align*}
$$

Due to symmetry,

$$
\begin{equation*}
I I_{1}=\frac{4 n}{\omega_{n} \Gamma\left(\frac{2-\alpha}{2}\right)} \int_{B_{\epsilon}(0)} \frac{(-\nabla u(x) \cdot z) e^{-|z|^{2}}}{|z|^{n+\alpha}} d z=0 . \tag{4.3}
\end{equation*}
$$

Next, we show that

$$
\begin{equation*}
\lim _{\alpha \rightarrow 2^{-}} I I_{2}=O(\epsilon) \tag{4.4}
\end{equation*}
$$

Indeed, let

$$
I I_{2}=2 n O(\epsilon) \frac{2}{\omega_{n} \Gamma\left(\frac{2-\alpha}{2}\right)} \int_{B_{\epsilon}(0)} \frac{e^{-|z|^{2}}}{|z|^{n+\alpha-2}} d z:=2 n O(\epsilon) I I I,
$$

where,

$$
\begin{aligned}
I I I & =\frac{1}{\Gamma\left(\frac{2-\alpha}{2}\right)} \int_{0}^{\epsilon^{2}} e^{-t} t^{-\frac{\alpha}{2}} d t \\
& \in \frac{1}{\Gamma\left(\frac{2-\alpha}{2}\right)}\left[\int_{0}^{\epsilon^{2}} t^{\frac{2-\alpha}{2}-1} e^{-\epsilon^{2}} d t, \int_{0}^{\epsilon^{2}} t^{\frac{2-\alpha}{2}-1} d t\right] \\
& =\left[\frac{e^{-\epsilon^{2}} \epsilon^{2-\alpha}}{\frac{2-\alpha}{2} \Gamma\left(\frac{2-\alpha}{2}\right)}, \frac{\epsilon^{2-\alpha}}{\frac{2-\alpha}{2} \Gamma\left(\frac{2-\alpha}{2}\right)}\right] .
\end{aligned}
$$

Then by

$$
\lim _{\alpha \rightarrow 2^{-}} \frac{2-\alpha}{2} \Gamma\left(\frac{2-\alpha}{2}\right)=\lim _{\alpha \rightarrow 2^{-}} \Gamma\left(\frac{2-\alpha}{2}+1\right)=1,
$$

we get

$$
\begin{equation*}
\lim _{\alpha \rightarrow 2^{-}} I I I \in\left[e^{-\epsilon^{2}}, 1\right] \tag{4.5}
\end{equation*}
$$

and thus (4.4) holds.
For the remaining part $I I_{3}$, we estimate as follows

$$
\begin{aligned}
I I_{3} & =-\frac{2 n}{\omega_{n} \Gamma\left(\frac{2-\alpha}{2}\right)} \partial_{i j} u(x) \int_{B_{\epsilon}(0)} \frac{z_{i} z_{j} e^{-|z|^{2}}}{|z|^{n+\alpha}} d z \\
& =-\frac{2 n}{\omega_{n} \Gamma\left(\frac{2-\alpha}{2}\right)} \partial_{i i} u(x) \int_{B_{\epsilon}(0)} \frac{z_{i}^{2} e^{-|z|^{2}}}{|z|^{n+\alpha}} d z \\
& =-\Delta u(x) \cdot \frac{2}{\omega_{n} \Gamma\left(\frac{2-\alpha}{2}\right)} \int_{B_{\epsilon}(0)} \frac{e^{-|z|^{2}}}{|z|^{n+\alpha-2}} d z \\
& =-\Delta u(x) I I I .
\end{aligned}
$$

By (4.5), we get

$$
\begin{equation*}
\lim _{\alpha \rightarrow 2^{-}} I I_{3} \in\left[-\Delta u(x) e^{-\epsilon^{2}},-\Delta u(x)\right] . \tag{4.6}
\end{equation*}
$$

Finally, let $\epsilon \rightarrow 0^{+}$, combining (4.1), (4.3), (4.4) and (4.6), we complete the proof.

## The proof of Theorem 1.3-(ii).

Proof. First fix $\epsilon>0$, we divide $\mathcal{L}_{\mathbb{K}} u(x)$ into two parts:

$$
\mathcal{L}_{\mathbb{K}} u(x)=\int_{\mathbb{R}^{n} \backslash B_{\epsilon}(0)}(2-\alpha) \frac{u(x)-u(y)}{\|x-y\|^{n+\alpha}} d y+\int_{B_{\epsilon}(0)}(2-\alpha) \frac{u(x)-u(y)}{\|x-y\|^{n+\alpha}} d y:=I_{1}+I_{2} .
$$

By $u \in C_{l o c}^{1,1} \cap L^{\infty}\left(\mathbb{R}^{n}\right)$, it is easy to verify that

$$
\begin{equation*}
\lim _{\alpha \rightarrow 2^{-}} I_{1}=0 . \tag{4.7}
\end{equation*}
$$

Similar to (4.2), by Taylor expansion we get

$$
\begin{aligned}
I_{2}= & (2-\alpha) \int_{B_{\epsilon}(x)} \frac{-\nabla u(x) \cdot z}{\|x-y\|^{n+\alpha}} d y+(2-\alpha) \int_{B_{\epsilon}(x)} \frac{O(\epsilon)|x-y|^{2}}{\|x-y\|^{n+\alpha}} d y \\
& -(2-\alpha) \int_{B_{\epsilon}(x)} \frac{\partial_{i j} u(x) z_{i} z_{j}}{\|x-y\|^{n+\alpha}} d y \\
:= & I I_{1}+I I_{2}+I I_{3} .
\end{aligned}
$$

Due to symmetry,

$$
\begin{equation*}
I I_{1}=(2-\alpha) \int_{B_{\epsilon}(0)} \frac{(-\nabla u(x) \cdot z)}{\|z\|^{n+\alpha}} d z=0 . \tag{4.8}
\end{equation*}
$$

By the equivalence of norms in $\mathbb{R}^{n}$,

$$
c_{n, p}|y| \leq\|y\| \leq c_{n, p}^{\prime}|y|,
$$

we have

$$
\begin{equation*}
\left|I I_{2}\right| \leq(2-\alpha)|O(\epsilon)| c_{n, p}^{-n-\alpha} \int_{B_{\epsilon}(x)} \frac{1}{|x-y|^{n+\alpha-2}} d y=|O(\epsilon)| c_{n, p}^{-n-\alpha} \omega_{n} \epsilon^{2-\alpha} . \tag{4.9}
\end{equation*}
$$

For the remaining part $I I_{3}$, we estimate as follows

$$
\begin{aligned}
I I_{3} & =-(2-\alpha) \partial_{i j} u(x) \int_{B_{\epsilon}(0)} \frac{z_{i} z_{j}}{\|z\|^{n+\alpha}} d z \\
& =-(2-\alpha) \partial_{i i} u(x) \int_{B_{\epsilon}(0)} \frac{z_{i}^{2}}{\|z\|^{n+\alpha}} d z \\
& =-\frac{1}{n}(2-\alpha) \Delta u(x) \int_{B_{\epsilon}(0)} \frac{|z|^{2}}{\|z\|^{n+\alpha}} d z \\
& =-\frac{1}{n}(2-\alpha) \Delta u(x) \epsilon^{2-\alpha} \int_{B_{1}(0)} \frac{|y|^{2}}{\|y\|^{n+\alpha}} d y .
\end{aligned}
$$

By the equivalence of norms in $\mathbb{R}^{n}$, we obtain

$$
\frac{c_{n, p}{ }^{-n-\alpha} \omega_{n}}{2-\alpha} \leq \int_{B_{1}(0)} \frac{|y|^{2}}{\|y\|^{n+\alpha}} d y \leq \frac{c_{n, p}^{\prime}{ }^{-\alpha-n} \omega_{n}}{2-\alpha}
$$

Therefore,

$$
\begin{equation*}
\lim _{\alpha \rightarrow 2^{-}} I I_{3}=-C_{n, p} \Delta u(x) \tag{4.10}
\end{equation*}
$$

Finally, let $\epsilon \rightarrow 0^{+}$, combining (4.7), (4.8), (4.9) and (4.10), we complete the proof.
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