
Geometry of the dephasing sweet spots of spin-orbit qubits
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The dephasing time of spin-orbit qubits is limited by the coupling with electrical and charge noise.
However, there may exist “dephasing sweet spots” where the qubit decouples (to first order) from the
noise so that the dephasing time reaches a maximum. Here we discuss the nature of the dephasing
sweet spots of a spin-orbit qubit electrically coupled to some fluctuator. We characterize the Zeeman
energy EZ of this qubit by the tensor G such that EZ = µB

√
BTGB (with µB the Bohr magneton

and B the magnetic field), and its response to the fluctuator by the derivative G′ of G with respect
to the fluctuating field. The geometrical nature of the sweet spots on the unit sphere describing the
magnetic field orientation depends on the sign of the eigenvalues of G′. We show that sweet spots
usually draw lines on this sphere. We then discuss how to characterize the electrical susceptibility of
a spin-orbit qubit with test modulations on the gates. We apply these considerations to a Ge/GeSi
spin qubit heterostructure, and discuss the prospects for the engineering of sweet spots.

Hole spin qubits in semiconductor quantum dots [1–3]
have attracted much attention as possible building blocks
for quantum computers and simulators [4–15]. They can
indeed be manipulated electrically without extrinsic ele-
ments such as micro-magnets owing to the strong spin-
orbit coupling (SOC) in the valence band of semicon-
ductor materials [16]. Moreover, the group IV elements
such as silicon and germanium can be isotopically puri-
fied in order to get rid of the nuclear spins that may inter-
act with the hole spins and spoil the coherence [17–23].
Nonetheless, the electrical addressability of such “spin-
orbit” qubits comes along with a stronger sensitivity to
electrical and charge noise.

It has however been demonstrated theoretically and
experimentally that hole spin qubits can feature “de-
phasing sweet spots” as a function of the bias voltages
and/or magnetic field orientation, where the Larmor fre-
quency becomes insensitive (to first-order) to one or more
source(s) of electrical noise [14, 24–28]. The dephasing
time T ∗

2 then reaches a maximum near these sweet spots.
For example, the echo time TE

2 of a hole spin qubit in
a rectangular silicon channel could be extended up to
88µs by selecting the magnetic field orientation where
the Larmor frequency is least sensitive to the control gate
voltages, hence to in-plane electric field fluctuations [27].
Interestingly, the optimal Rabi frequency (Rabi “‘hot
spot”) may also lie near one of the sweet spots thanks to
reciprocal sweetness relations between dephasing (longi-
tudinal spin susceptibility) and driving (transverse spin
susceptibility) [28]. This allows in principle a joint opti-
mization of both the dephasing and manipulation times.

Charge traps in the amorphous gate oxide materials
are believed to be the main source of electrical noise in
semiconductor spin qubits [29–33]. This strengthened the
interest in Ge/GeSi heterostructures, where the quantum
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dots are shaped by field effect in a thin Ge well embedded
in thick expitaxial GeSi barriers [8–10, 14, 34]. The amor-
phous gate oxides are thus shifted at the surface of the
heterostructure tens of nanometers away from the dots,
which reduces the level of charge noise and disorder. Ger-
manium hole spin qubits have actually seen outstanding
progress in the past few years with the demonstration of
a four qubit processor [10] and of charge control in an
array of sixteen dots [35].
Whatever the host materials, it has become extremely

important to understand the properties of the sweet spots
of hole spin qubits in order to engineer dephasing times
and achieve more resilient designs. In this work, we ad-
dress the nature of these sweet spots from a general per-
spective. We demonstrate that the sweet spots of a given
electrical fluctuator are most often “sweet lines” on the
unit sphere describing the magnetic field orientation, as
evidenced in Refs. [27, 28, 33]. We also argue why the
measurement of the derivative of the Larmor frequency
with respect to the gate voltages provides a valuable as-
sessment of the robustness of the qubit to electrical noise
and helps locate operational sweet spots. Finally, we
model a germanium hole spin qubit in a Ge/GeSi het-
erostructure [36–38] similar to a recent experiment [14]
as an illustration. We discuss the nature and location of
the sweet spots as a function of the symmetry (circular,
squeezed [39]...) of the dot. We also analyse the impact
of the inhomogeneous strains resulting from the contrac-
tion of the metal gates upon cooldown [37, 40, 41].
The theory of sweet spots is discussed in section I, and

the application to a Ge/GeSi spin qubit in section II.

I. NATURE OF THE DEPHASING SWEET
SPOTS

In this section, we discuss the dephasing sweet spots
of a spin-orbit qubit electrically coupled to one or more
fluctuators. We first briefly review the g-matrix formal-
ism used for that purpose, and introduce the longitudinal
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electric spin susceptibility (LSES) that characterizes the
response of the Larmor frequency to electrical perturba-
tions. We next analyze the geometrical nature of the
dephasing sweet spots of a single fluctuator, then discuss
the generalization to multiple fluctuators. We finally ad-
dress the experimental characterization of the LSES.

A. Review of the g-matrix formalism

In general, the effective Hamiltonian of a spin qubit in
a homogeneous magnetic field B can be written

H =
1

2
µBσ · gB , (1)

where σ = (σ1, σ2, σ3) are the Pauli matrices in a given
{|⇑⟩, |⇓⟩} basis set for the two-level subspace, and g is
the gyromagnetic matrix [6, 42, 43]. We emphasize that
g depends on the choice of the {|⇑⟩, |⇓⟩} basis set and
of the x, y, z axes for the magnetic field. It is not, in
general, symmetric, but can always be factorized as

g = Ug̃V T , (2)

where g̃ = diag(g1, g2, g3) is a diagonal matrix whose
elements are the “principal” g-factors g1, g2, and g3, and
U , V are real unitary matrices with determinants detU =
detV = +1 [44]. The columns of V define the principal
magnetic axes v1, v2 and v3, while U can be associated
with a rotation R(U) in the two-level subspace, thus with

two basis states |⇑̃⟩ = R(U)|⇑⟩ and |⇓̃⟩ = R(U)|⇓⟩ [43].
With (B1, B2, B3) the coordinates of the magnetic field
in the {v1, v2, v3} axes, the Hamiltonian simply reads

in the {|⇑̃⟩, |⇓̃⟩} basis set:

H =
1

2
µB(g1B1σ1 + g2B2σ2 + g3B3σ3) . (3)

More generally, a change of axes for the magnetic field
results in a transformation g → gPT, and a change of
two-level basis set in a transformation g → Qg, with P
and Q real unitary matrices [43].
The Hamiltonian (1) can also be written

H =
1

2
µBg

∗Bσ∗ , (4)

where B = |B|, g∗ = |gb| is the effective gyromagnetic
factor for a magnetic field oriented along the unit vector
b = B/B, and σ∗ = σ · u is the matrix of an effective
spin along the unit vector u = gb/g∗. The eigenenergies
are therefore

E± = ±1

2
g∗µBB (5)

and the Zeeman splitting is EZ = g∗µBB. We can thus
introduce the Zeeman tensor

G = gTg (6)

such that g∗ =
√
bTGb [6, 43]. Contrary to g, G is always

symmetric, and depends only on the choice of axes for
the magnetic field (as a transformation g → Qg leaves
G invariant). Its eigenvalues are the squares g2i of the
principal g-factors, and its eigenvectors are the principal
magnetic axes {v1, v2, v3}:

G = V (g̃2)V T . (7)

The effective gyromagnetic factor is hence simply g∗ =√
g21b

2
1 + g22b

2
2 + g23b

2
3 in the principal magnetic axes. The

Zeeman tensor is an observable that can be constructed
from a measurement of the Zeeman splitting in at least
six orientations of the magnetic field (since there are six
independent matrix elements in G). The sign of the prin-
cipal g-factors may, nonetheless, remain ambiguous as
the diagonalization of G only provides the g2i ’s. As dis-
cussed below, the dephasing rate of a spin qubit electri-
cally coupled to some noise can be expressed as a function
of G and its derivative with respect to the noisy param-
eter. The g matrix itself (and more so its derivatives)
are much more difficult to reconstruct from experimental
data [6], as the working two-level basis set {|⇑⟩, |⇓⟩} can
hardly be made explicit. The g matrix is, however, a very
useful asset for modeling, as it can be easily computed
from first-order perturbation theory once states |⇑⟩ and
|⇓⟩ have been computed [43].

B. The longitudinal spin susceptibilities

Let us now introduce a fluctuator characterized by
some stationary random signal A(t) (a fluctuating gate
voltage, charge or dipole for example). This fluctuator
can induce decoherence [45] through relaxation and de-
phasing (usually dominant in spin qubits and the focus
of this work [46]). Dephasing results from the modula-
tions of the Larmor frequency fL(A) = EZ(A)/h by the
fluctuator (with h the Planck constant). The phase ac-
cumulated over time t is indeed:

Φ(t) = 2π

∫ t

0

dt′fL(A(t′)) = 2πfL(0)t+∆Φ(t), (8)

where the phase shift ∆Φ(t) with respect to free preces-
sion reads, to first order in A:

∆Φ(t) = 2πf ′
L(0)×

∫ t

0

dt′A(t′) . (9)

This phase shift is therefore proportional to f ′
L = dfL/dA,

the longitudinal spin susceptibility (LSS) with respect
to the perturbation A. As an illustration, we consider
random signals A(t) with a power spectrum SA(f) ∝ 1/f
over a frequency bandwidth f ∈ [fmin, fmax] (but the
theory can easily be extended to other classes of noises).
The coherence then decays as exp[−(t/T ∗

2 )
2] when t ≪

1/fmax [47], with the pure dephasing time T ∗
2 given by

Γ∗
2 =

1

T ∗
2

=
√
2πArms|f ′

L(0)| (10)
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and Arms the rms fluctuations of A(t) [48]. The LSS f ′
L(0)

and Arms hence completely characterize the dephasing
rate Γ∗

2 to first order in A.
The LSS may result from modulations of the Zeeman

tensor G (for electrically coupled fluctuators) or from
modulations of the magnetic field B (for magnetically
coupled fluctuators). In hole spin qubits, most rele-
vant fluctuators primarily couple electrically to the hole
charge, then to the hole spin through SOC (one exception
being nuclear spins, however absent in isotopically puri-
fied materials [17, 18, 23]). The LSS is then a longitudinal
spin electric susceptibility (LSES), which can be related
to the Zeeman tensor G and its derivative G′ = dG/dA:

f ′
L =

µBB

2h

bTG′(0)b√
bTG(0)b

=
µBB

2hg∗
bTG′(0)b . (11)

Note that G′ is also symmetric by design. G′(0) can,
therefore, be diagonalized and factorized as

G′(0) = WG̃′WT (12)

where the elements of G̃′ = diag(G′
1, G

′
2, G

′
3) are the

eigenvalues of G′ and the columns {w1, w2, w3} of W
are the corresponding eigenvectors (that may differ from
v1, v2, and v3).
For the purpose of analysis, we can further split G′ =

Γ′ + Ξ′ in two matrices:

Γ′ = V
∂g̃2

∂A
V T (13a)

Ξ′ =
∂V

∂A
g̃2V T + transpose . (13b)

Γ′ accounts for the modulations of the principal g-factors
g1, g2 and g3, and Ξ′ for the modulations of the principal
axes v1, v2, and v3. Moreover, since V is a unitary
matrix,

∂

∂A
(V TV ) = 0 = V T

(
∂V

∂A

)
+ transpose , (14)

so that the matrix

Z = V T

(
∂V

∂A

)
, (15)

which is independent on the choice of magnetic axes, is
antisymmetric (ZT = −Z) and has thus diagonal ele-
ments Zii = 0. It then follows from Eqs. (13) that:

∂g̃2

∂A
= diag (G′

V ) , (16)

where G′
V = V TG′V is the derivative of G in the princi-

pal magnetic axes, and that:

Zij =
(G′

V )ij
g2j − g2i

, i ̸= j . (17)

This enables a full reconstruction of the derivatives of
principal g-factors and principal magnetic axes from the

measurement or calculation of G′ (at least when the
g2i ’s are non degenerate, otherwise the principal magnetic
axes of G are not uniquely defined). As discussed in sec-
tion II, G′ actually provides valuable information about
the spin-orbit coupling mechanisms at work in the device.

C. Dephasing sweet spots classification

There may exist particular bias points and/or orienta-
tions of the magnetic field where the LSS f ′

L is zero and
the qubit precession decouples (to first order) from the
fluctuator. At these first-order “sweet spots”, the pure
dephasing time T ∗

2 from Eq. (10) diverges; it gets practi-
cally limited by second or higher-order couplings to the
noise and thus reaches a maximum in the close vicinity
of the sweet spot if these residual couplings are small
enough.
According to Eq. (11), the first-order sweet spots

for electrically coupled fluctuators are the solutions of
bTG′(0)b = 0. This defines a set of magnetic field orien-
tations; the components (b′1, b

′
2, b

′
3) of b in the principal

axes {w1, w2, w3} of G′(0) must actually satisfy:

G′
1b

′2
1 +G′

2b
′2
2 +G′

3b
′2
3 = 0 (18a)

b′21 + b′22 + b′23 = 1 . (18b)

The sweet spot orientations are thus at the intersection
between the quadric surface defined by Eq. (18a) and the
unit sphere. Depending on the signs of the eigenvalues
G′

i, this intersection can take different shapes, listed in
Table IC. The second column is the geometrical object
defined by Eq. (18a), and the third one is the shape of
its intersection with the unit sphere. There are no sweet
spots if all G′

i’s have the same sign; on the contrary there
may be “global” sweet spots (independent on the mag-
netic field orientation) at the specific bias points where
G′(0) is identically zero [25, 28]. For hole spin qubits,
the G′

i’s usually take different signs when the fluctuator
reshapes the wave function, so that the sweet spots gen-
erally lie on one or a couple of lines, as evidenced in Refs.
[27, 28, 33]. This leaves, in principle, more opportunities
for optimal operation of the qubit. Whatever their geom-
etry, the sweet spots must be invariant by the inversion
b → −b.
Moreover, we can express G′ as a function of the ma-

trices g and g′ computed in the same (but arbitrary)
{|⇑⟩, |⇓⟩} basis set for the two-level subspace:

G′ = (g′)Tg + gT(g′) . (19)

This provides a geometrical interpretation of the sweet
spot condition bTG′(0)b = 0 [28]. Indeed, a sweet spot
results from the achievement of either:

• g′(0)b = 0 (no modulations of g for a particular
orientation of the magnetic field).

• g(0)b ⊥ g′(0)b (the modulations of the Larmor
vector Ω = gB are orthogonal to the latter).
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Signs of the G′
i

Solutions of
bTG′(0)b = 0

Sweet spot
orientations

(0, 0, 0) Whole space Unit sphere
(0, 0, +)
(0, 0, −)

1 plane 1 Sweet line

(0, +, +)
(0, −, −)

1 line 2 Sweet points

(0, +, −) 2 planes 2 Sweet lines
(+, +, −)
(−, −, +)

2 cones 2 Sweet lines

(+, +, +)
(−, −, −)

b = 0 None

TABLE I. Geometrical nature of the sweet spot orientations
as a function of the sign of the eigenvalues of G′(0) given
in the first column. The second column is the geometrical
nature of the solutions of Eq. (18a), and the third column the
geometrical nature of their intersection with the unit sphere,
which defines the sweet spot orientations.

The second case is typical of sweet lines and the most
usual in practice. We will further discuss its significance
in section I E. The case g(0)b = 0 does not necessarily
give rise to a sweet spot owing to the denominator of
Eq. (11) and is little relevant, since there is no Zeeman
splitting.

Finally, we would like to emphasize that there is gen-
erally no exact sweet spot when there are two or more
fluctuators in the vicinity of the qubit unless symmetries
constrain the matrix G′. Indeed, each fluctuator comes
with its own sweet spots that may not coincide. The
sweet lines of two fluctuators may still intersect at a few
sweet points, but the intersection of ≳ 3 such lines is
usually void. Nevertheless, the sweet spots of fluctua-
tors located near the same symmetry elements remain
usually close one to each other (e.g., the sweet spots
of charge traps located under the same gate, as illus-
trated in Appendix A). The existence of reliable “quasi”-
sweet spots with improved performance thus depends on
material- and device-specific conditions such as the na-
ture of the dominant noise and the broadness of the sweet
features (with respect to the magnetic field orientation
and bias voltages). This will be discussed in more de-
tail for Ge/GeSi devices in section II. In any case, the
above considerations enable a meaningful characteriza-
tion of each individual fluctuator, and an analysis of the
prospects for design optimizations aiming to bring the
sweet spots as close as possible to each other in order to
maximize the coherence time.

D. The LSES of the gates as prototypical responses
to the noise

The electrostatics of a spin qubit is strongly con-
strained by the gate layout. The gates indeed shape the
quantum dots, set the symmetries and pattern the elec-
tric field created by, e.g., charge defects. It is, therefore,

useful to introduce the LSES of each gate

LSES(Gn) =
∂fL
∂VGn

(20)

computed at the working bias point (VGn
being the volt-

age on gate Gn). These LSES probe the response of the
qubit to representative electrical perturbations with spe-
cific symmetries. They can be measured experimentally
by monitoring the Larmor frequency as a function of gate
voltages, and are thus very helpful in the exploration of
the sweet spots and in the understanding of spin-orbit
coupling in a device [14, 27].
The dependence of the dephasing rates on the magnetic

field orientation can even be possibly reconstructed from
the LSES of the N gates. Assuming again 1/f -like noise
with rms fluctuations δV rms

Gn
on the different gates, the

total dephasing rate reads:

Γ∗
2 =

1

T ∗
2

=
√
2π

√√√√ N∑
n=1

(
δV rms

Gn
LSES(Gn)

)2
. (21)

Each δV rms
Gn

can be fitted to experimental data and must
then be understood as an effective modulation that lumps
the contributions from many fluctuators whose electric
field shares close symmetry with that of the gate [49]. In
Ref. [27], the dephasing times of a silicon qubit were suc-
cessfully analyzed along these lines. The long coherence
achieved for a specific magnetic field orientation was, in
particular, explained by the existence of nearby sweet
spots for all gates. The relevance of Eq. (21) depends on
how far gate noise can mimic the main fluctuators. We
further address this question on a Ge/GeSi spin qubit in
section II and in Appendix A. We emphasize that for 1/f
noise Γ∗

2 is proportional, as are the LSES, to the magnetic
field amplitude B (the LSES must actually be zero when
B = 0 because an electric field can not couple to the spin
if time-reversal symmetry is not broken).

E. Quality factor

To go further, we can characterize the efficiency of sin-
gle qubit gates by the quality factor:

Q∗
2 = 2fRT

∗
2 (22)

with fR the Rabi frequency of the qubit. This quality fac-
tor is nothing else than the number of π rotations that
can be achieved within the dephasing time T ∗

2 . Other
metrics, involving for example the Rabi dephasing time
TRabi
2 (relevant for a continuously driven qubit), or the

fidelity of single and two-qubit gates may give a more
accurate picture of the performances of the device, but
require the introduction of extra device-specific parame-
ters (e.g., the complete noise spectrum) unsuitable for a
general discussion.
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Sweet spots may result from an overall decoupling of
the hole and electric fields that comes along with a con-
comitant reduction of fR, thus (at best) a constant Q∗

2.
Such sweet spots may be used to protect the qubit against
dephasing while being idle [25, 28], at the cost of tuning
the qubit to a different bias point for manipulation (if
possible). Also, an enhancement of T ∗

2 is a priori al-
ways beneficial for two qubit gates. Yet the Rabi “hot
spots” (maximum fR) of a given gate usually lie near a
dephasing sweet spot (and, in particular, along the sweet
lines) of that gate owing to “reciprocal sweetness rela-
tions” between the longitudinal and transverse response
of the spin discussed in Ref. [28]. It is hence possible to
enhance both the dephasing time and the Rabi frequency,
thus to maximize Q∗

2. Indeed, the Rabi frequency can
also be related to the derivative g′ of the g matrix with
respect to the driving gate voltage [6, 43, 50]:

fR =
µBBVac

2hg∗
|(gb)× (g′b)| , (23)

with Vac being the amplitude of the drive. Therefore,
whenever f ′

L is zero because gb is orthogonal to g′b
(see section IC), these vectors are best oriented for Rabi
oscillations. We emphasize that Eq. (23) captures the
contributions from both the coupling between the mo-
tion/deformation of the dot and the Zeeman Hamilto-
nian (the so-called g-tensor modulation resonance or g-
TMR [50]), and the effects of the Rashba/Dresselhaus
SOC [37, 43].

II. APPLICATION TO GERMANIUM
HETEROSTRUCTURES

We now apply the above considerations to a hole spin
qubit in a Ge/GeSi heterostructure. We consider the
prototypical device of Fig. II, identical to Ref. [37]. It
comprises a 16 nm thick Ge well grown on a Ge0.8Si0.2
buffer and buried under a 50 nm thick Ge0.8Si0.2 barrier.
A quantum dot is shaped in the Ge well by the bias volt-
ages applied to the top C/L/R/T/B gates. The diameter
of the central C gate is d = 100 nm, and the gates are
deposited on (and encapsulated in) a 5 nm thick Al2O3

oxide.
We solve Poisson’s equation for the electrostatic po-

tential of the gates with a finite volumes method,
then compute the hole wave functions in this potential
with a finite-difference discretization of the four bands
Luttinger-Kohn Hamiltonian [51, 52]. The latter de-
scribes the heavy holes (HH) and light holes (LH) man-
ifold and accounts for the effect of the magnetic field on
the orbital and spin degrees of freedom. We calculate
the g matrix of the ground-state doublet and its deriva-
tives with respect to the gate voltages along the lines
of Ref. [43], then the Zeeman tensor G = gTg and its
derivatives G′ = (g′)Tg + gT(g′).
We assume a residual in-plane strain εxx = εyy =

0.26% in the Ge0.8Si0.2 buffer [37, 53]. The biaxial strains

FIG. 1. Sketch of the device used to simulate a single hole spin
qubit in a GeSi heterostructure. The 16 nm thick Ge quantum
well (red) is grown on a thick Ge0.8Si0.2 buffer and topped
with a 50 nm thick Ge0.8Si0.2 barrier (blue). The dot is shaped
by the five Al gates C/L/R/T/B (gray). They are 20 nm thick
and embedded in 5 nm of Al2O3. The yellow contour is the
isodensity surface that encloses 90% of the ground-state hole
charge at bias VC = −40mV (side gates grounded). The
orientation of the magnetic field B is characterized by the
angles θ and φ in the crystallographic axes set x = [100],
y = [010] and z = [001].

in the Ge well are, therefore, εxx = εyy = −0.61% and
εzz = +0.45%. We may, additionally, account for the in-
homogeneous strains transferred to the heterostructure
by the thermal contraction of the metal gates upon cool
down. The spatial extent of these strains is commensu-
rate with the dot and they can give rise to strong spin-
orbit interactions [37]. They are computed with a finite-
elements discretization of the continuum elasticity equa-
tions. All material parameters (Luttinger parameters,
elastic constants...) can be found in Ref. [37].

In the following, we discuss the impact of the symmetry
of the dot on the location of the sweet spots. Therefore,
we consider two paradigmatic cases: i) A highly sym-
metric circular (CR) quantum dot at bias VC = −40mV
with all side gates grounded. The radius of this dot (in

homogeneous strains) is r∥ =
√
⟨x2⟩+ ⟨y2⟩ = 27nm; ii)

A “squeezed” dot (SQD) reshaped by side gates biases
VL = −VR = 2mV, VT = 95mV and VB = 70mV. The
extensions of this dot are ℓx =

√
⟨x2⟩ − ⟨x⟩2 = 23nm

and ℓy =
√

⟨y2⟩ − ⟨y⟩2 = 14nm, and it is shifted from
the center of the C gate by ⟨x⟩ = +8nm and ⟨y⟩ =
−6 nm. The size of the SQD dot is similar in inhomo-
geneous strains, but it dot moves further to the right
(⟨x⟩ = +13nm) as the potential along the major x axis
is pretty shallow.

We first analyze the g-factors of these two dots, then
the structure of the sweet spots.
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A. g-factors

As discussed in Refs. [36, 37], the g-factors of a HH
quantum dot strongly confined along z = [001] are:

gx ≈ +3q +
6

m0∆LH

(
λ⟨p2x⟩ − λ′⟨p2y⟩

)
(24a)

gy ≈ −3q − 6

m0∆LH

(
λ⟨p2y⟩ − λ′⟨p2x⟩

)
(24b)

gz ≈ 6κ+
27

2
q − 2γh + δgz . (24c)

Here λ = κγ2−2ηhγ
2
3 ≈ −12.2 and λ′ = κγ2−2ηhγ2γ3 ≈

−5.3, with κ = 3.41 and q = 0.06 the isotropic and cubic
Zeeman parameters, γ1 = 13.38, γ2 = 4.24 and γ3 = 5.69
the Luttinger parameters of bulk Ge, and ∆LH ≈ 70meV
the HH/LH bandgap. γh ≈ 2.62 and ηh ≈ 0.41 are fac-
tors that depend on vertical confinement and describe
the action of the magnetic vector potential on the or-
bital motion of the holes [54]. δgz is a correction of order
⟨p2x⟩/∆LH and ⟨p2y⟩/∆LH [55]. The expectation values of

the squared momentum operators p2x and p2y are com-
puted for the ground-state HH envelope. These expres-
sions account for the effects of the HH/LH mixing by
lateral confinement and magnetic field to first order in
1/∆LH. We have assumed ⟨pxpy⟩ = ⟨pxpz⟩ = ⟨pypz⟩ = 0.

The gyromagnetic factors of the HH ground-state are
therefore expected to be highly anisotropic, with gx ∼
−gy ∼ 3q = 0.18, and gz ∼ 16. In the CR dot, where
⟨p2x⟩ = ⟨p2y⟩, HH/LH mixing by magnetic confinement
slightly decreases |gx| and |gy| since λ− λ′ < 0 [56]. We
indeed compute gx = −gy = 0.13 and gz = 13.7 in homo-
geneous strains from the numerical g matrix of the CR
dot (hence to all orders in 1/∆LH). The gyromagnetic
anisotropy is enhanced in germanium by the large κ and
the small HH/LH mixings. The latter are indeed lim-
ited by the wide HH/LH bandgap ∆LH in compressive
biaxial strains [36, 37, 53]. The g-factors are typically
much more isotropic in (unstrained) silicon quantum dots
[6, 27, 41, 54]. Squeezing the dot along y shall, according
to Eq. (24), increase gx and decrease gy. We actually get
principal g-factors gx′ = 0.26 and gy′ = 0.03 in the SQD
dot. The dot is, therefore, squeezed enough to change the
sign of gy′ (which has thus a zero at a nearby bias point).
The principal magnetic axes y′ ≈ x, x′ ≈ y and z′ ≈ z
are, moreover, slightly rotated by an angle δθ = 0.16◦

around u ≈ x as the dot does not occupy a symmetric
position any more [57]. The principal g-factors of the
SQD dot are roughly comparable to those reported in
Ref. [14] (although it is not possible to tell whether gy′

has actually changed sign in this experiment). The g-
factors of the CR and SQD dots are almost the same in
inhomogeneous as in homogeneous strains, but the prin-
cipal axes of the SQD dot rotate around a different axis
u ≈ (x + y)/

√
2. This results from the action of the

shear strains, which enhance non-diagonal elements in
the g matrix [37].

B. Sweet lines

The maps of the normalized LSES (∂fL/∂Vα)/fL are
plotted as a function of the orientation of the magnetic
field in Fig. 2, for all gates α ∈ {C, L, R, T, B}, and for
the circular and squeezed dots in homogeneous (HOM)
as well as inhomogeneous (INHOM) strains. As both
fL and ∂fL/∂Vα are proportional to B, this normalized
LSES is independent on the magnetic field strength, and
is the relevant quantity when the device is operated at
constant Larmor frequency, as is usually the case. Since
Ge spin qubits are typically run with in-plane magnetic
fields (where the hole best decouples from hyperfine noise
[17, 18, 59] and the Rabi frequency is maximum [36–38]),
the normalized LSES is plotted over the range 80◦ ≤ θ ≤
100◦, −90◦ ≤ φ ≤ 90◦. The maps over half the unit
sphere 0 ≤ θ ≤ 180◦, −90◦ ≤ φ ≤ 90◦ can be found in
the supplemental material [58]. The other half of the unit
sphere follows from the invariance by the transformation
B → −B.

These maps typically show either no sweet spots or two
sweet lines, whose position is, however, highly dependent
on the symmetry of the devices and on the SOC mech-
anisms at work. We analyze these features first for the
circular dot, then for the squeezed dot.

1. Circular dot

The central and side gates act differently on the device.
Noise on the C gate does not break any symmetry and
results in the “breathing” of the dot (modulations of the
in-plane radius r∥ with weaker modulations of the verti-
cal confinement). Although the electric field created by
the C gate is essentially vertical [36], the dot is actually
much more sensitive to the smaller in-plane component
given its large radius r∥. Practically, charge trap fluctu-
ators at the GeSi/Al2O3 interface below the C gate shall
induce such a breathing of the dot. The LSES of the side
gates describe on the other hand the effects of lateral
electric field fluctuations that break the symmetry of the
dot (only leaving one mirror plane). The maps of the L
and R gates are the same, and differ from those of the B
and T gates by a rotation of 90◦ around z, as expected
from the device layout.

As shown on Fig. 2, there are no sweet spots with
respect to fluctuations on the C gate, and two sweet lines
with respect to fluctuations on the side gates. The sign
of the eigenvalues of G′ in Table IC are, therefore, either
“(+, +, −)” or “(−, −, +)” for the side gates.

As a matter of fact, the high symmetry of the dot
constrains the shape of the matrices g′α = ∂g/∂Vα and
G′

α = ∂G/∂Vα [43]. The Bloch functions of the heavy
holes can be mapped onto the Jz = ± 3

2 components of

a J = 3/2 angular momentum; choosing |⇑⟩ ≡ |+ 3
2 ⟩ and

|⇓⟩ ≡ |− 3
2 ⟩ as the states with main Jz = ± 3

2 character
respectively, the g matrix reads in the principal magnetic
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FIG. 2. The normalized LSES (∂fL/∂Vα)/fL, for all gates α ∈ {C, L, R, T, B}, in circular (CR) and squeezed (SQD) dots
with homogeneous (HOM) and inhomogeneous (INHOM) strains. The sweet spots are highlighted by the purple lines. A map
over half the unit sphere 0 ≤ θ ≤ 180◦, −90◦ ≤ φ ≤ 90◦ is given in the supplemental material [58].

axes x, y, z:

g =

gx 0 0
0 gy 0
0 0 gz

 . (25)

with gx = −gy and gz given (to lowest order in 1/∆LH)
by Eqs. (24). For the C gate on the one hand, g′ then
takes the form [36]

g′C =

g′x 0 0
0 g′y 0
0 0 g′z

 ⇒ G′
C = 2

gxg
′
x 0 0

0 gyg
′
y 0

0 0 gzg
′
z

 ,

(26)
while for the left (or right) gate on the other hand,

g′L =

 g′x 0 g′xz
0 g′y 0
g′zx 0 g′z

 ⇒ G′
L = 2

 gxg
′
x 0 1

2G
′
xz

0 gyg
′
y 0

1
2G

′
zx 0 gzg

′
z

 ,

(27)

with G′
xz = G′

zx = gxg
′
xz + gzg

′
zx. The matrices for the

B and T gates are similar, with instead non-zero g′yz,
g′zy, and G′

yz = G′
zy = gyg

′
yz + gzg

′
zy. In the following,

we label G′
x = 2gxg

′
x, G

′
y = 2gyg

′
y and G′

z = 2gzg
′
z the

diagonal elements of the G′ matrices.

The matrix G′
C is purely diagonal, which means that

the C gate modulates the principal g-factors but not the
principal magnetic axes. All the diagonal elements of
G′

C take the same positive sign when the dot breathes
in the electric field of the C gate (G′

x = G′
y = 0.18V−1,

G′
z = 174.3V−1). There is, therefore, no sweet spot with

respect to fluctuations of the C gate voltage. In princi-
ple, G′

z may change sign at negative enough VC = VC,sw,
when the increase of the overlap between the HH and LH
envelopes that enhances cubic Rahsba SOC is compen-
sated by the opening of the HH/LH bandgap [24]. This
would bring two sweet points along z at VC = VC,sw, then
two sweet lines swirling around z at VC < VC,sw. How-
ever, the vertical electric field needed to reach this sweet
spot is presumably of the order of 20mV/nm [24, 60],
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far beyond the maximum ≈ 3mV/nm that the Ge well
can sustain before the hole gets pulled out by the elec-
tric field [36]. We can therefore conclude that there are
no sweet spots with respect to vertical electric field fluc-
tuations and breathing in the operational gate voltages
range. The normalized LSES of the C gate is maxi-
mal for in-plane magnetic fields because g′x/gx and g′y/gy
are particularly sensitive to breathing, as highlighted by
Eqs. (24). Even though G′

z = gzg
′
z is the largest diago-

nal element of G′, gz actually shows the smallest relative
variations g′z/gz = G′

z/(2g
2
z). Moreover, gz rapidly dom-

inates the Zeeman splitting once the magnetic field goes
out of plane, as gz/|gx,y| ≈ 100. This gives rise to a sharp
in-plane peak in the normalized LSES with full width at
half maximum

δbz = 2

(
1 +

g2z
g2x

− 2
G′

z

G′
x

)−1/2

≈ 2

∣∣∣∣gxgz
∣∣∣∣ ≈ 0.021 , (28)

or equivalently δθ ≈ 1.2◦.
The electric field from a side gate (or a side defect) de-

forms the dot and breaks the disk-shape symmetry. As
a result, G′

x and G′
y are of opposite sign according to

Eqs. (24), which gives rise to two sweet lines crossing the
equatorial plane at four points. For the L and R gate,
G′

x = −0.33V−1, G′
y = 0.25V−1 and G′

z = −35.8V−1,
so that the sweet lines swirl around y if G′

xz = 0. Corre-
spondingly, the sweet lines swirl around x for the B and
T gates if G′

yz = 0. The sweet lines are however tilted
by the non-zero G′

xz and G′
yz that track down the rota-

tions of the principal magnetic axes [see Eqs. (13)]. The
components of b = (bx, by, bz) must for example fulfill
on the sweet line of the L or R gate:

G′
xb

2
x +G′

yb
2
y +G′

zb
2
z + 2G′

xzbxbz = 0 . (29)

The cubic Rashba SOC [16, 24, 61–63] gives rise to non-
zero but opposite gxg

′
xz ≈ −gzg

′
zx and gyg

′
yz ≈ −gzg

′
zy

[36, 37], thus to negligible G′
xz and G′

yz. In homoge-
neous strains, g′zx and g′zy essentially result from the cou-
pling between the in-plane and vertical motions of the
hole in the non-separable potential of the gates (namely,
this potential is not the simple sum of an homogeneous
electric field along z and of a harmonic confinement
along x and y) [36]. The dot thus “rocks” out-of-plane
while moving in-plane, which gives rise to a rotation
{x, y, z} → {x′, y′, z′} of the principal magnetic axes
around x (g′zy ̸= 0) or y (g′zx ̸= 0). The effect of this
rotation on the Zeeman splitting is strongly amplified by
the large gz (G′

xz ≈ gzg
′
zx and G′

yz ≈ gzg
′
zy), because

small excursions of the magnetic field around the prin-
cipal (x′y′) plane can result in large variations of g2zb

2
z′

(with respect to g2xb
2
x′ + g2yb

2
y′ ∼ g2x,y). The magnitude of

G′
xz and G′

yz remains, however, ten times smaller than
|G′

z|. In inhomogeneous strains, g′zx and g′zy pick an ad-
ditional contribution from the motion of the hole in the
gradients of shear strains εxz and εyz that modulate the
HH/LH mixings [37]. G′

xz = G′
yz = 45.7V−1 then out-

weigh G′
x and G′

y by two orders of magnitude and are

comparable to G′
z. According to Eq. (29), the sweet

lines of the L and R gates shall be b ⊥ x and b ⊥ z
in the limit |G′

xz| ≫ |G′
x|, |G′

y|, |G′
z|, while those of the

B and T gates shall be b ⊥ y and b ⊥ z (at large enough
|G′

yz|). In practice, the sweet lines always run close to
the equatorial plane in inhomogeneous strains (despite
the comparatively large G′

z) because G′
xz and G′

yz have
no effect when bz = 0 and because |G′

xz| (or |G′
yz|) are

much greater than |G′
x| and |G′

y|.
As for the C gate, the sensitivity to lateral electric

field fluctuations is stronger near in-plane magnetic fields.
The sharpness of the in-plane features is again a conse-
quence of the large gz/|gx,y| ratio [36, 37], which gives
rise to fast variations of both fL and f ′

L around bz = 0.
In particular, the LSES rapidly changes sign around the
equatorial plane in inhomogeneous strains as a result of

the action of G′
xz and G′

yz. Interestingly,
√
|G′

x/G
′
y| ≈ 1

for all side gates, so that their sweet lines cross the equa-
torial plane near (but not exactly at) b = (±x± y)/

√
2,

in both homogeneous and inhomogeneous strains.

2. Squeezed dot

The normalized LSES of the SQD dot are quantita-
tively different from those of the CR dot. First of all, the
four side gates now play non equivalent roles, so that their
LSES maps are not related any more by symmetry opera-
tions. Moreover, squeezing the dot along y (thus increas-
ing ⟨p2y⟩) increases both gx and gy according to Eqs. (24).
In the present case, the dot is squeezed enough to change
the sign of gy (now positive), hence of G′

y = 2gyg
′
y (unless

g′y also changes sign). As a consequence, the R gate map
lacks sweet spots in homogeneous strains (where the ef-
fects of the off-diagonal element G′

xz do not yet prevail).
On the other hand, the C gate map now shows two sweet
lines around ≈ y, but only in inhomogeneous strains (be-
cause g′y also changes sign in homogeneous strains [64]).
The axes of these sweet lines are shifted from y by the
shear strains, which give rise to non-zero G′

xz, G
′
yz and

G′
xy even for the C gate as the squeezed dot has moved

with respect to the symmetry axis of the strains (the z
axis). Another consequence of the change of sign of G′

y is
that there are most often no sweet spots in the equatorial
plane any more: the sweet lines do not cross that plane
and run slightly above or below.

The magnitude of the normalized LSES looks much
larger in the SQD than in the CR dot, especially around
y (except for the C gate in inhomogeneous strains). In-
deed, the denominator of the normalized LSES is ∝ (g∗)2

and is thus very small along that direction in the SQD
dot (namely, a given g′y results in much larger relative
variations of the Larmor frequency in the SQD than in
the CR dot). The raw LSES (at constant field) stand on
more comparable scales (see supplemental material [58]).
Those of the L and R gates are actually larger in the
SQD than in the CR dot, while those of the T and B
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gates are smaller, because the SQD dot is more respon-
sive to electric fields along its major than along its minor
axis. Nonetheless, the LSES of the CR and SQD dots are
qualitatively similar in inhomogeneous strains where the
physics is dominated by the large G′

xz and G′
yz brought

by the shear strains εxz and εyz.

3. Discussion

The above analysis demonstrates how the LSES of the
gates highlight general properties of the dephasing rates
and electrical sweet spots of Ge/GeSi spin qubits. First
of all, the LSES of all gates show strong variations near
the equatorial plane owing to the large ratio between gz
and gx,y, which reverses the balance between the ∝ Bx,y

and ∝ Bz components of the Zeeman splitting over a
degree around that plane. Moreover, any change of the
shape of the hole wave function results in large relative
variations of the small gx and gy, which are strongly de-
pendent on the orbital motion of the holes (the ∝ 1/∆LH

correction in Eqs. (24)). The normalized LSES of the C
gate peaks within the equatorial plane and usually shows
no exploitable sweet spots. This underlines that the dot
can hardly be protected against breathing in a noisy en-
vironment, as |gx| and |gy| then show similar variations.
On the other hand, the LSES of the side gates, which
describe the response to lateral electric fields, typically
show sweet lines crossing the equatorial plane as |gx| and
|gy| vary in opposite ways (unless the dot is squeezed
enough to change the sign of one in-plane g-factor). In
inhomogeneous cool down strains, the fluctuations of the
Zeeman splitting are ruled by the motion of the dot in the
shear strains, which give rise to rotations of the principal
magnetic axes. The effects of these rotations are again
amplified by the large |gz/gx,y| ratio. In that regime,
the LSES of the side gates are qualitatively less depen-
dent on the symmetry of the dot. They show sweet lines
running very close to the equatorial plane θ = 90◦; how-
ever, these features are very sharp and enclosed between
nearby “hot” lines where the absolute LSES gets maxi-
mum. As an example, the splitting between the two hot
spots on either side of the sweet line in the (xz) plane
(φ = 0) of Figs. 2g,k is

δbz ≈ 2

∣∣∣∣gxgz
∣∣∣∣
√
1 +

(
g′x
g′zx

)2

≈ 0.020 (30)

or δθ ≈ 1.17◦. This splitting is, like Eq. (28), limited by
the small |gx/gz|, which squeezes sweet and hot features
within a very narrow angular range.

These clusters of sweet and hot spots practically call
for a very accurate alignment of the magnetic field. More-
over, there are no common sweet spots between the dif-
ferent side gates, which further complicates the engineer-
ing of dephasing times. The variations of the LSES shall
be much smoother in systems with more homogeneous
principal g-factors such as silicon [27] or light-hole [65]

80

85

90

95

100

θ
(°

)

(a) CR,HOM (b) SQD,HOM

−90 −45 0 45 90
ϕ (°)

80

85

90

95

100

θ
(°

)

(c) CR, INHOM

−90 −45 0 45 90
ϕ (°)

(d) SQD, INHOM

0.0

2.1

4.1

0.0

10.0

19.8

Γ
∗ 2

(M
H

z)
,
f L

=
5

G
H

z

0.0

2.1

4.2

0.0

7.5

15.0

Γ
∗ 2

(M
H

z)
,
f L

=
5

G
H

z

FIG. 3. Total dephasing rate Γ∗
2 (MHz) at constant Lar-

mor frequency fL = 5GHz in circular (CR) and squeezed
(SQD) dots with homogeneous (HOM) and inhomogeneous
(INHOM) strains. Γ∗

2 is computed with Eq. (21) assuming
the same δV rms = 10µV on all gates.

quantum dots. This shall provide in principle more op-
portunities for design optimizations aimed at bringing
the sweet spots as close as possible to maximize dephas-
ing times, as discussed in Ref. [27].
The above analysis also shows that the LSES of the

gates can convey a lot of information about the spin-orbit
coupling mechanisms prevailing in the device, in lieu of
or in complement with the measurement of the Rabi fre-
quencies of the same gates [66]. The measurement of the
LSES is, moreover, easier in principle than the measure-
ment of the Rabi frequencies. The main characteristics of
the LSES computed in this work are compatible with the
experimental findings of Ref. [14]. Yet the LSES of the
side gates of Ref. [14] reveal additional rotations of the
principal magnetic axes in the (xy) plane (evidenced by
a large G′

xy). These rotations result most likely from the
motion of the dot in the non-separable in-plane potential
or shear strains εxy [37, 54], whose effects are enhanced
by the lower symmetry of the gate layout.
In appendix A, we show that the LSES of the gates

reproduce the main features of the LSES of individual
charge traps at the GeSi/Al2O3 interface. We further
discuss how far the LSES of the gates provides a com-
prehensive description of the response to electrical and
charge noise. In the following, we address the total de-
phasing rate and quality factors in a simple approxima-
tion.

C. Dephasing times and quality factors

Our purpose is to draw general (rather than device
specific) conclusions about dephasing times and quality
factors in Ge/GeSi spin qubits. We hence assume as a
simple but illustrative example that dephasing is domi-
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nated by direct electrical noise on the gates and by the
exchange of carriers between the gates and traps in the
oxide below [33]. We also consider isotopically purified
materials and discard hyperfine interactions. In these
assumptions, the LSES of the gates shall provide a rea-
sonable description of the response of the qubit (see Ap-
pendix A). We thus estimate the total dephasing rate
Γ∗
2 with Eq. (21), assuming 1/f -like noise with the same

δV rms = 10µV on all gates. Γ∗
2 is hence directly propor-

tional to δV rms and fL.

The maps of the resulting Γ∗
2 are plotted around the

equatorial plane in Fig. 3, for the CR and SQD de-
vices in both homogeneous and inhomogeneous strains.
These maps are calculated at constant Larmor frequency
fL = 5GHz (maps on the half unit sphere are also pro-
vided in the supplemental material [58]). We recover on
these plots the main features highlighted on the LSES of
the single gates. The dephasing rate of the circular dot
in homogeneous strains peaks in the equatorial plane; yet
it shows local optima in that plane near φ = ±45◦ that
are the fingerprints of the sweet spots of the side gates.
These features may not, however, survive if the in-plane
electric field noise is more “isotropic” (not specifically
oriented along the gate axes, see Appendix A). In inho-
mogeneous strains, the dephasing peak gets broader, but
is split by a thin dip in the equatorial plane as a result
of the structure of the LSES of the side gates, with sweet
lines running close to (and crossing) that plane flanked by
two peaks. The dephasing rate of the squeezed dot also
shows a broad peak around the equatorial plane, and is
maximum near B ∥ y (essentially because the magnetic
field must be raised there to keep the Larmor frequency
constant). There is no particular structure standing out
from Γ∗

2 in homogenenous strains as the sweet lines of
the different gates are too far apart. However, a faint dip
does appear on the bottom side of the main peak in in-
homogeneous strains as a result of the interplay between
the different sweet lines running close to the equatorial
plane. Despite very different LSES, the total dephasing
rates remain comparable in homogeneous and inhomoge-
neous strains.

Finally, we plot on Fig. 4 the Rabi frequencies fR and
quality factors Q∗

2 = 2fRT
∗
2 achieved in all four cases

when driving the L gate with an AC signal VL(t) =
Vac sin(2πfLt). The Rabi frequencies are computed for
Vac = 1mV and at constant Larmor frequency fL =
5GHz. The quality factors are actually independent on
fL and are proportional to Vac/δV

rms since fL ∝ VacB
but T ∗

2 ∝ 1/(δV rmsB) for 1/f -noise. The Rabi frequen-
cies peak in-plane owing to the spin-orbit coupling mech-
anisms at work and to the large gz/|gx,y| ratio that leads
to a strong increase of fR ∝ B around the equatorial
plane [36, 37]. The Rabi oscillations for in-plane mag-
netic fields essentially result from the same mechanisms
as the LSES, which couple the motion of the dot to the
Zeeman Hamiltonian of the hole and promote g-TMR
[50]. For the circular dot in homogeneous strain, they
are primarily driven by the deformations of the dot in

the inhomogeneous AC electric field of the L gate, which
give rise to non-zero g′x and g′y and to the two peaks at
φ ≈ ±45◦ [36]. Owing to the reciprocal sweetness rela-
tions discussed in section I E, these Rabi “hot spots” lie
close to the sweet lines of the left gate (see Fig. 2e). This
remains true in inhomogeneous strains, even though the
Rabi oscillations are now primarily driven by the motion
of the dot in the shear strains εxz (resulting in non-zero
g′zx) [37]. The small oscillations of the principal magnetic
axes are indeed converted in an efficient g-tensor modu-
lation by the large gz. In the squeezed dot, the maximum
Rabi frequencies are shifted toward the y axis. This re-
sults from the small gy, which again leads to a strong
enhancement of fR ∝ B at constant Larmor frequency.
While squeezing the dot gives rise to the emergence of
linear Rashba spin-orbit interactions [39], they remain
too small to help spin manipulation. Driving with the
C gate is also possible, but usually slower (see supple-
mental material [58]) [29, 37]; the Rabi frequency maps
are similar (up to a rotation) for the R/T/B gates in the
circular dot, but the T and B gates are less efficient in
the squeezed dot that is little polarizable along its minor
axis y.
The quality factor Q∗

2 also peaks near the equatorial
plane, even though both fR and Γ∗

2 decrease out of this
plane. This can be understood from the dependence of
fR on bz as given by Eq. (23) with Eq. (27) for g′L. For
magnetic fields in the (xz) plane for example,

fR ∝ 1

g∗
∣∣(gzg′x − gxg

′
z)bxbz + gzg

′
xzb

2
z − gxg

′
zxb

2
x

∣∣ . (31)

Therefore, fR ∝ |g′xzbz| at large |bz| ≫ |bx|, while
Γ∗
2 ∝ |ḡ′zbz| with (ḡ′z)

2 the average (g′z)
2 of all gates,

so that Q∗
2 ∝ |g′xz/ḡ′z|. Whereas ḡ′z picks a significant

contribution from the deformation of the wave function,
g′xz exclusively results from cubic Rashba SOC [36] in ho-
mogeneous strains. The latter is, however, little efficient
at low vertical electric fields [24, 62, 63], and thus Q∗

2 is
small at large bz. This means that the Larmor vector
Ω = gB gets locked on the z axis and shows stronger
longitudinal (LSES) than transverse (Rabi) susceptibil-
ity. The situation is more favorable in inhomogeneous
strains, which give rise to a linear Rashba contribution
to g′xz that enhances the out-of-plane Rabi frequencies
and quality factors [37]. In homogeneous strains, the
best quality factors are achieved along two lines running
slightly above and below the equatorial plane as a result
of the competition between faster Rabi oscillations but
also larger dephasing rates when approaching that plane.
In inhomogeneous strains, these lines merge because the
large g′zx and g′zy brought by shear strains make purely
transverse contributions when bz = 0 (that is, give rise to
fast Rabi oscillations but do not contribute to the LSES).
This is also why the maximal in-plane quality factors are
typically larger in inhomogeneous than in homogeneous
strains [37]. This in-plane feature is however very thin
as the same g′zx and g′zy start to make large longitudi-
nal contributions (described by G′

xz and G′
yz) once the
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FIG. 4. (a)-(d) Rabi frequencies fR and (e)-(h) quality factor Q∗
2 = 2fRT

∗
2 when driving with the L gate, for circular (CR)

and squeezed (SQD) dots in homogeneous (HOM) and inhomogeneous (INHOM) strains. The Rabi frequencies are calculated
at constant Larmor frequency fL = 5GHz, and the amplitude of the AC signal on the L gate is Vac = 1mV.

magnetic field goes out-of-plane. It is also slightly shifted
away from the equatorial plane in the squeezed dot owing
to the small rotation of the principal axes pre-existing in
the undriven dot. The Rabi hot spots/dephasing sweet
spots near φ ≈ ±45◦ are clearly visible in homogeneous
strains.

These data suggest that the optimal point operation
of Ge/GeSi hole spin qubits shall be sought in or near
the equatorial plane, but is expected to be very sharp.
This may give rise to a large variability that will com-
plicate the management of arrays of spin qubits, espe-
cially when the principal axes get misaligned by electric
fields (deforming the dots) and strains [67], and/or when
the dominant source of noise differs from device to de-
vice. Although hole spin qubits are highly tunable in
principle, there are practically limited margins for ad-
justment as the same gates are used to confine the holes
and drive one- as well as two-qubit operations. It can,
therefore, be difficult to find a single magnetic field orien-
tation that will be suitable for all qubits (e.g., where the
performance metrics are at least half of the optimum).
In Ge/SiGe heterostructures, out-of-plane quality factors
may still be significant (and more uniform) in inhomoge-
neous strains, at the price of a much slower manipulation.
More generally, the management of sweet spots in large
arrays of qubits shall be easier in materials with more
homogeneous g-factors, such as silicon, where the sweet
features are expected broader [27]. However, holes at the
Si/SiO2 interface suffer from stronger scattering by the
charged defects in the amorphous SiO2 [29]. The g-factor
anisotropy in Ge/SiGe may also be alleviated by materi-
als and device engineering, using, e.g., uniaxial stressors
to increase |εxx − εyy| (thus |gx + gy|) [37] or, on the op-
posite, working with weakly strained Ge wells to enhance

the HH/LH mixing.

III. CONCLUSIONS

We have investigated the dephasing times and sweet
spots of a spin-orbit qubit electrically coupled to a fluc-
tuator. For that purpose, we have characterized the Lar-

mor frequency fL = µB

√
BTGB/h of this qubit by a

Zeeman tensor G, and the coupling to the fluctuator by
its derivative G′ with respect to the fluctuating field. We
have shown that the geometrical nature of the sweet spots
on the unit sphere describing the magnetic field orienta-
tion depends on the sign of the eigenvalues of G′. In
most cases, the sweet spots of a single fluctuator draw a
couple of lines on this sphere (rather than simple points),
which affords more opportunities for optimal operation
of the qubit. We have also discussed how the measure-
ment of the derivatives G′ with respect to gate voltages
gives valuable insights into spin-orbit coupling, and pro-
vides a meaningful characterization of the sensitivity of
the device to electrical and charge noise. We have then
applied this framework to a model hole spin qubit in
a Ge/GeSi heterostructure. We have analyzed the ar-
rangement of the sweet lines of the different gates, and
their relations with the physics of the device (spin-orbit
coupling mechanisms at work, symmetry of the dot, gy-
romagnetic factors anisotropy, ...). The sweet structures
in Ge/GeSi heterostructures appear very thin owing to
the strong anisotropy of the g-factors, which calls for a
careful alignment of the magnetic field and may be a
significant source of device-to-device variability in arrays
of spin qubits. The engineering of sweet spots and de-
phasing times shall be easier in materials with a smaller
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anisotropy thus broader sweet features. This work actu-
ally provides the tools to explore the relevance of design
optimizations aiming at extending coherence. Finally, we
would like to point out that the g-matrix formalism used
in this work to compute Rabi frequencies and dephasing
rates is not only a powerful tool for single qubits, but
finds natural extensions to two-qubit systems, as illus-
trated in Ref. [68].
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Appendix A: LSES of charge traps at the
GeSi/Al2O3 interfaces

In this appendix, we discuss how far the LSES of the
gates provide a faithful description of the response of the
quantum dot to noise.

For that purpose, we compute the normalized LSES of
single charge traps at the GeSi/Al2O3 interface, defined
as:

1

fL(0)

∂fL
∂q

=
1

fL(0)
[fL(0)− fL(−1)]

= 1− g∗(−1)

g∗(0)
, (A1)

where fL(q) and g∗(q) are the Larmor frequency and gy-
romagnetic factor when the trap holds a charge q. We
consider negative charge traps, but the results are simi-
lar for positive ones. If we model charge capture/release
as a random telegraph noise with switching rate νt
[33], the coherence decays with an exponential envelope
exp(−Γ∗

2t) [45, 69, 70], where:

Γ∗
2 = νt

1− Re

√
1−

(
π

νt

∂fL
∂q

)2
 . (A2)

In the limit νt ≫ π∂fL/∂q – namely, when the charge
fluctuator is fast with respect to the Larmor frequency
shift, this expression simplifies to:

Γ∗
2 ≈ π2

2νt

(
∂fL
∂q

)2

. (A3)

The dephasing rate then decreases as 1/νt as the Lar-
mor frequency behaves as a Gaussian random variable
whose fluctuations progressively average out on time
scale (∂fL/∂q)

−1. On the other hand, in the opposite

limit νt < π∂fL/∂q (slow fluctuator), Γ∗
2 gets upper

bounded by νt because dephasing can not be faster than
the average time between two switches of the trap. We
emphasize that the Gaussian (fast fluctuator) regime al-
ways holds around the sweet spots of a given trap. Γ∗

2

scales as B2 in this regime, as expected from Bloch-
Redfield theory (which reproduces Eq. (A3)) [45]. The
transition to 1/f -like noise is believed to result from the
interplay between many traps with switching rates νt dis-
tributed as 1/νt [70].

The LSES of traps located at six different positions
are plotted on Fig. 5 for the circular dot in homogeneous
strains. The LSES of trap 0, located along the axis of
the C gate, and the LSES of traps 1 and 5, located along
the axes of the L and T gates, resemble those of the
corresponding gate in Fig. 2. They feature approximately
the same sweet lines with two sweet points near φ = ±45◦

in the equatorial plane. The LSES of traps 2, 3 and 4,
which occupy less symmetric positions around the dot,
are qualitatively similar to that of trap 1, but appear
rotated by the same angle as their radius vector makes
with y. The sweet points in the equatorial plane are,
in particular, shifted away from φ ≈ ±45◦. Although
this could be expected from the high symmetry of the
quantum dot, similar conclusions hold for the squeezed
dot (in both homogeneous and inhomogeneous strains):
the LSES of the impurities resemble those of the gates
but are rotated according to the impurity position around
the dot.

This underlines that the LSES of the gates may, prac-
tically, not be able to probe all relevant perturbations.
In particular, none of the gates can give rise to (and
probe) a large G′

xy in the present layout. If the most
limiting charge fluctuator(s) are located below the gates
(where they can easily exchange carriers with the latter)
[33], then the LSES of the gates shall capture the most
important features of the dephasing rates. If, on the
contrary, the most limiting fluctuator(s) are located be-
tween the gates (where they are presumably slower, but
unscreened), the dephasing rates may appear rotated by
45◦ with respect to the LSES of the gates. The orienta-
tion of the minimum in-plane dephasing rate is typically
orthogonal to the dominant electric field noise. However,
for a broad distribution of traps without strongly domi-
nant fluctuator(s), the angular dependence of Figs. 5b-f
will likely be averaged out, so that the dephasing rates
shall look like Fig. 5b (or equivalently like the LSES of
the C gate).

In the supplementary material of Ref. [37], we have
discussed the LSES of the circular dot with respect to
joint gate voltage modulations δVR = −δVL. Such mod-
ulations indeed break exactly the same symmetries as
a homogeneous in-plane electric field oriented along x, a
standard test perturbation in simple models for quantum
dot spin qubits. This LSES is nothing else than the sum
of panels (e) and (i), or (g) and (k) of Fig. 2. It shows
two sweet lines bz = 0 (in-plane magnetic fields) and
bx = 0, because g′x = g′y = g′z = 0 for perturbations with
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FIG. 5. (b)-(g) LSES of single traps at the different locations displayed in (a), for the CR dot in homogeneous strains. The
LSES of single traps is defined by Eq. (A1).

this symmetry [36, 43]. However, such joint modulations
seem little representative of the actual noise in real de-

vices with uncorrelated charge fluctuators all around the
qubits. We have, therefore, discarded joint modulations
in the present study.
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[38] E. A. Rodŕıguez-Mena, J. C. Abadillo-Uriel, G. Veste,
B. Martinez, J. Li, B. Sklénard, and Y.-M. Niquet,
Linear-in-momentum spin orbit interactions in planar
Ge/GeSi heterostructures and spin qubits, Physical Re-
view B 108, 205416 (2023).

[39] S. Bosco, M. Benito, C. Adelsberger, and D. Loss,
Squeezed hole spin qubits in Ge quantum dots with ultra-
fast gates at low power, Physical Review B 104, 115425
(2021).

[40] C. Corley-Wiciak, C. Richter, M. H. Zoellner, I. Zait-
sev, C. L. Manganelli, E. Zatterin, T. U. Schülli, A. A.
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Supplemental material for “Geometry of the dephasing sweet spots of spin-orbit
qubits”

In this supplemental material, we provide:

• Maps of the normalized LSES (∂fL/∂Vα)/fL of the gates over half the unit sphere (Fig. S1), as a supplement
to Fig. 2 of the main text,

• Maps of the raw LSES ∂fL/∂Vα of the gates at constant magnetic field amplitude B (Figs. S2 and S3),

• Maps of the dephasing rate Γ∗
2 over half the unit sphere (Fig. S4), as a supplement to Fig. 3 of the main text.

• Maps of the Rabi frequency fR and quality factor Q∗
2 (Fig. S5) when driving with the C gate, as a supplement

to Fig. 4 of the main text.
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FIG. S1. The normalized LSES (∂fL/∂Vα)/fL, for all gates α ∈ {C, L, R, T, B}, in circular (CR) and squeezed (SQD) dots
with homogeneous (HOM) and inhomogeneous (INHOM) strains. The sweet spots are highlighted by the purple lines. This
figure is the same as Fig. 2 of the main text, but plotted over half the unit sphere. The other half of the unit sphere follows
from the invariance by the transformation b → −b.
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FIG. S2. The raw LSES (∂fL/∂Vα), for all gates α ∈ {C, L, R, T, B}, in circular (CR) and squeezed (SQD) dots with
homogeneous (HOM) and inhomogeneous (INHOM) strains. The sweet spots are highlighted by the purple lines. The raw
LSES characterizes dephasing at constant magnetic field amplitude B, and is thus given in MHz/mV/T. These maps are zooms
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FIG. S3. The raw LSES (∂fL/∂Vα) on the unit sphere, for all gates α ∈ {C, L, R, T, B}, in circular (CR) and squeezed (SQD)
dots with homogeneous (HOM) and inhomogeneous (INHOM) strains. This figure is the same as Fig. S2, plotted over the unit
sphere rather than as a 2D map (which deforms the sweet lines).
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