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Abstract

Neural radiance fields have achieved remarkable perfor-
mance in modeling the appearance of 3D scenes. However,
existing approaches still struggle with the view-dependent
appearance of glossy surfaces, especially under complex
lighting of indoor environments. Unlike existing methods,
which typically assume distant lighting like an environment
map, we propose a learnable Gaussian directional encoding
to better model the view-dependent effects under near-field
lighting conditions. Importantly, our new directional en-
coding captures the spatially-varying nature of near-field
lighting and emulates the behavior of prefiltered environ-
ment maps. As a result, it enables the efficient evaluation of
preconvolved specular color at any 3D location with varying
roughness coefficients. We further introduce a data-driven
geometry prior that helps alleviate the shape radiance am-
biguity in reflection modeling. We show that our Gaussian
directional encoding and geometry prior significantly im-
prove the modeling of challenging specular reflections in
neural radiance fields, which helps decompose appearance
into more physically meaningful components.

1. Introduction

Neural radiance fields (NeRFs) have emerged as a popular
scene representation for novel-view synthesis [34, 45, 51].
By training a neural network based on sparse observations
of a 3D scene, NeRF-like representations are able to syn-
thesize novel views with photorealistic visual quality. In
particular, with a scalable model design, such as InstantNGP
[36], NeRFs are able to model room-scale 3D scenes with
extraordinary detail [53]. However, existing approaches typ-
ically only manage to model mild view-dependent effects
like those seen on nearly diffuse surfaces. When encounter-
ing highly view-dependent glossy surfaces, NeRFs struggle
to model the high-frequency changes when the viewpoint
changes. Instead, they tend to “fake” specular reflections by
placing them behind surfaces, which may result in poor view
interpolation and “foggy” geometry [47]. Moreover, fake
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Figure 1. We propose a Gaussian directional encoding that leads
to better modeling of specular reflections under near-field lighting
conditions. In contrast, the integrated directional encoding utilized
in Ref-NeRF [47] and Fourier directional encoding in NeRF [34]
exhibit suboptimal performance under similar conditions.

reflections are not viable if one can look behind the surface,
as NeRF can no longer hide the reflections there.

Accurately modeling and reconstructing specular reflec-
tions presents notable challenges, especially for room-scale
scenes. Physically correct reflection modeling involves path-
tracing many rays for every single pixel, which is impractical
for NeRF-like volumetric scene representations, primarily
due to the large computational requirements to shade a single
pixel. Consequently, an efficient approximation of the reflec-
tion shading is needed for a feasible modeling of reflections.
Existing works [14, 47] address this challenge by incorpo-
rating heuristic modules inspired by real-time image-based
lighting (IBL) [35] techniques, such as explicit ray bounce
computations to enhance NeRF’s capability to simulate re-
flections, and integrated directional encoding to simulate
appearance change under varying surface roughness.

While these improvements have shown to be effective in
modeling specular reflections for NeRFs, they are limited
to object-level reconstruction under distant lighting, which
assumes the object is lit by a 2D environment map. They
work poorly for modeling near-field lighting, where the cor-
responding environment map varies spatially. The issue is
that existing methods rely on directional encodings to em-
bed ray directions for generating view-dependent reflections.
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These encodings, such as Fourier encoding or spherical har-
monics, are spatially invariant. Figure 1 demonstrates one
example of NeRF [34] and Ref-NeRF [47] reconstructions
of an indoor scene with spatially-varying lighting. NeRF pro-
duces extremely noisy geometry, resulting in artifacts in the
rendering result. Ref-NeRF offers a slight improvement, but
still struggles with noisy geometry and view interpolation.
This illustrates that the spatial invariance in the directional
encodings of existing methods presents challenges under
spatially-varying lighting conditions.

In this work, we propose a novel Gaussian directional
encoding that is tailored for spatially varying lighting condi-
tions. Instead of only encoding a 2D ray direction, we use a
set of learnable 3D Gaussians as the basis to embed a 5D ray
space including both ray origin and ray direction. We show
that, with appropriately optimized Gaussian parameters, this
encoding introduces an important inductive bias towards
near-field lighting, which enhances the model’s ability to
capture the characteristics of specular surfaces, leading to
photorealistic reconstructions of shiny reflections. We further
demonstrate that by changing the scale of the 3D Gaussians,
we can edit the apparent roughness of a surface.

While our proposed Gaussian directional encoding im-
proves the reflection modeling of NeRF, high-quality reflec-
tion reconstruction also requires an accurate surface geome-
try and normal in order to compute accurate reflection rays.
However, the geometry within NeRFs is often noisy in the
early phases of training, which presents challenges in si-
multaneously optimizing for good geometry and reflections.
To better address this challenge, we introduce a data-driven
prior to direct the NeRF model towards the desired solu-
tion. We deploy a monocular normal estimation network to
supervise the normal of the geometry at the beginning of
the training stage, and show that this bootstrapping strategy
improves the reconstruction of normals, and further leads
to successful modeling of specular reflections. We conduct
experiments on several public datasets and show that the
proposed method outperforms existing methods, achieving
higher-quality photorealistic rendering of reflective scenes
while also providing more meaningful and accurate color
component decomposition. Our contributions can be sum-
marized as follows:
• We propose a novel Gaussian directional encoding that is

more effective in modeling view-dependent effects under
near-field lighting conditions.

• We propose to use monocular normal estimation to resolve
shape-radiance ambiguity in the early training stages.

• Our full NeRF pipeline achieves state-of-the-art novel-
view synthesis performance for specular reflections.

2. Related Work
Reflection-aware NeRFs. Successfully modeling view-
dependent effects, such as specular reflections, can greatly

enhance the photorealism of the reconstructed NeRF. NeRF
models view-dependency by conditioning the radiance on
the positional encoding [43] of the input ray direction, which
is only capable of mild view-dependent effects. Ref-NeRF
[47] improves NeRF’s capability for modeling reflections by
conditioning the view-dependent appearance on the reflec-
tion ray direction instead of incident ray direction, and by
modulating the directional encoding based on surface rough-
ness. This reparameterization of outgoing radiance makes
the underlying scene function simpler, leading to a better
geometry and view interpolation quality for glossy objects.
Ref-NeuS [14] further extends these concepts to a surface-
based representation. However, these are primarily designed
for object-level reconstruction under environment map light-
ing conditions. Modeling large-scale scenes with near-field
lighting remains a problem. Clean-NeRF [30] decomposes
the radiance into diffuse and specular colors, and supervises
the two components by least-square estimations of multiple
input rays. This alleviates the ambiguity of highly specular
regions; yet, it does not change the view-dependent struc-
ture of the NeRF model, thus limiting its ability to model
reflections. NeRF-DS [54] models specularities in dynamic
scenes and considers the variations in reflections caused by
dynamic geometry through the use of a dynamic normal field,
but requires additional object masks for accurate specular
reconstruction.

NeRF-based Inverse Rendering. Inverse rendering goes
beyond simple reflection modeling and aims to jointly re-
cover one or more of scene geometry, material appearance
and the lighting condition. In practice, the material appear-
ance is typically modeled using physically-based rendering
assets such as albedo, roughness and glossiness. Mesh-based
inverse rendering methods [2, 38, 49, 68] try to recover ma-
terials using differentiable path tracing [25]. However, they
typically assume a given geometry, since optimizing mesh
geometry is challenging. On the contrary, NeRF-based in-
verse rendering approaches [5, 42, 65, 66] make it easier
to optimize geometry jointly by modeling material proper-
ties and density continuously in a volumetric 3D space. The
lighting is usually represented as point or directional lights
[5, 23, 60], an environment texture map [31–33, 42, 65],
or an implicit texture map modeled by spherical Gaussians
[6, 11, 18, 63, 66, 66, 67] or MLPs [7, 29]. Most methods
are limited to object-level reconstruction and assume the
lighting is spatially invariant (i.e. distant). Several light es-
timation techniques [13, 26, 27, 41] explore using 3D light
primitives or spatially-varying spherical Gaussians to model
spatially varying lighting. However, these methods focus on
data-driven approaches to estimate lighting for image editing.
NeILF [56] and NeILF++ [62] model lighting as a 5D light
field using another MLP, but still focus mainly on small-scale
reconstruction. Several works apply inverse rendering for
relighting outdoor scenes [24, 40, 48, 58]. However, they fo-
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Figure 2. An overview of our model. The key enabler for specular reflections is our novel 3D Gaussian directional encoding module that
converts the reflected ray into a spatially-varying embedding, which is further decoded into specular color.

cus more on diffuse materials with correct shadow modeling
instead of reflections. In this work, we have a different goal
compared to inverse rendering, focusing only on correctly
modeling reflections for better novel-view synthesis, rather
than trying to discern material properties for standalone use.
NeRF with mirror reflections. One special case of re-
flection is mirror reflection. One approach represents the
reflected scene as a separate NeRF [15], and composites
the two NeRF results in image space. This is also deployed
in image-based rendering [52] and large-scale NeRF recon-
struction [50]. Given a multi-mirror scene, the idea can be
further extended to multi-space NeRFs [57]. An alternate
approach is to explicitly model the mirror geometry, and
to render the mirrored scene by path tracing [16, 61]. How-
ever, since estimating the mirror geometry is highly ill-posed,
manual annotation is usually needed. Curved reflectors need
even more careful handling [22, 46].

3. Preliminaries
We first review Ref-NeRF [47] for decomposing view-
dependent appearance. Similar to NeRF, Ref-NeRF models
the scene as a function that maps the position x and view di-
rection d to the final color c and density τ . The difference is
that Ref-NeRF predicts the color as a combination of diffuse
color cd and specular color cs:

c = γ(cd + cs ⊙ s), (1)

where s is the specular tint, ‘⊙’ the element-wise product,
and γ(·) a tone-mapping function. To predict the specular
color cs, Ref-NeRF first predicts the surface normal n, rough-
ness ρ, and features φ at location x using an MLP. Then,
the specular color cs is parameterized as a function of the
reflection direction dr:

cs = Fθ(λIDE(dr, ρ),φ), (2)

where λIDE(·) is the integrated directional encoding intro-
duced by Ref-NeRF, Fθ(·) represents an MLP with parame-
ters θ, and the reflection direction dr is the input direction d
reflected at the predicted surface normal n:

dr = d− 2(d · n)n. (3)

By conditioning the specular color on reflection direction
and roughness, the function Fθ needs to fit is much simpler.

4. Method

Our goal is to enhance NeRF’s capabilities for modeling
specular reflections under near-field lighting conditions. Fig-
ure 2 presents an overview of our pipeline. A key contribu-
tion is the 3D Gaussian directional encoding that maps a ray
and surface roughness to a ray embedding.

To render a pixel, we sample points along an input ray
o+td, and predict volume density τ ′, diffuse color c′d, tint s′,
roughness ρ′, and normal direction n′ at each sample point
(we denote per-sample properties using a prime). Given that
reflections occur only at the surface, we evaluate the specular
component once per ray on the surface obtained from the
NeRF depth. This also results in less computation than per-
sample-point specular shading. Consequently, we calculate
volumetric depth t0 by rendering the ray marching distance
at each sample point. We also volumetrically render all at-
tributes to synthesize screen-space attributes (cd, s, ρ,n).
Note that the rendered normal must be normalized to yield
the final screen-space normal n. We then evaluate the spec-
ular component by first computing the reflected ray using
origin or = o+ t0d, and the reflection direction dr derived
using Equation 3. The reflected ray or + tdr and surface
roughness ρ are then encoded using our novel 3D Gaus-
sian directional encoding. After a tiny MLP, we compute
the specular color cs, and the final rendering result using
Equation 1.

From a physically based rendering perspective, Equa-
tion 1 is analogous to the Cook–Torrance approximation
[10] of the rendering equation [19]. The term cs⊙s can be
interpreted as the split-sum approximation of the specular
part of the Cook–Torrance model, with the specular color cs
corresponding to the preconvolved incident light, and the tint
s to the pre-integrated bidirectional reflectance distribution
function (BRDF).

4.1. Gaussian Directional Encoding

Existing works parameterize view-dependent appearance by
first encoding view or reflection direction into Fourier or
spherical harmonics (SH) features, which results in a spa-
tially invariant encoding of the view direction. Therefore, it
becomes challenging for the NeRF to model spatially vary-
ing view-dependent effects, such as near-field lighting. We
illustrate this via a toy example in Figure 3, where we place
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Figure 3. Toy example of 3D Gaussian encoding. Left: A hemi-
sphere probe translates underneath 4 lights along positions num-
bered 1 to 4. Note that we dilate the lights for better visualization.
Right: Representation of the probe’s specular components using
spherical harmonics and our 3D Gaussian directional encoding.
The SH encoding shows a more complex pattern under position
change, while ours has spatially largely invariant coefficients. This
suggests a simpler function for the specular prediction MLP to fit
using Gaussian directional encoding.

a hemispherical specular probe in a simple scene with four
lights of different shapes and colors. Then, we represent the
specular component of the toy example by linearly combin-
ing the directional encoding features. We find the optimal
coefficients for each encoding type that best fit the ground-
truth specular component using stochastic gradient descent,
and visualize them in Figure 3. We can see that even for
this simple toy setup, the SH-based encoding requires com-
plex, spatially varying coefficients, which complicates the
underlying function for the NeRF to fit and interpolate.

We propose to spatially vary the encoding function by
defining the basis functions via several learnable 3D Gaus-
sians. Specifically, we parameterize 3D Gaussians using their
position µi ∈ R3, scale σi ∈ R3, and quaternion rotation
qi∈H:

Gi(x) = exp
(
−
∥∥Q(x− µi;qi)⊙ σ−1

i

∥∥2
2

)
, (4)

where Q(v;qi) represents applying quaternion rotation qi

to the vector v. To compute the i-th dimension of the en-
coding for a ray o+ td, we need to define a basis function
Pi(o,d)∈R that maps the ray to a scalar value given the
Gaussian parameters. While there are many ways to define
the mapping, we find one that is efficient and has a closed-
form solution by defining the projection as the maximum
value of the Gaussian along the ray:

Pi(o,d) = max
t≥0

Gi(o+ td). (5)

In the supplement, we derive the closed-form solution:

Pi(o,d) =

{
exp

(
(o⊤

i di)
2

d⊤
i di

− o⊤
i oi

)
o⊤
i di < 0

Gi(o) otherwise,
(6)

where oi and di are the ray origin and direction transformed
into Gaussian-local space:

oi = Q(o− µi;qi)⊙ σ−1
i , (7)

di = Q(d;qi)⊙ σ−1
i . (8)
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Figure 4. Stereographic projections of the specular fitting results
for the toy example in Figure 3. Both encodings produce 25 coeffi-
cients for each color channel, which are then summed to produce
the final color. Note that the GT shows soft boundaries because it
is preconvolved. The 3D Gaussian-based encoding demonstrates
superior performance in representing the specular change with posi-
tional changes, and is also capable of smoothly varying roughness.

By applying Equation 6 for every 3D Gaussian, we obtain
a vector of projected values {Pi}, which forms our final
encoding features. Similar to existing NeRF-based represen-
tations [9, 34, 36], we rely on a small MLP to convert the
encoding to a specular color cs.

As illustrated by the toy example in Figure 3, our Gaus-
sian directional encoding exhibits more constant coefficients
in response to the position changes, suggesting a smoother
mapping from the embedding features to the specular color.
This smoothness is due to the Gaussian basis function pro-
ducing spatially varying features that mimic the behavior of
how the specular component would change under near-field
lighting conditions. As a result, the underlying functions that
model the specular reflections are easier to learn.

We also visualize the fitted specular color of both ap-
proaches in Figure 4. Our 3D Gaussian directional encoding
more accurately captures the spatial variations of the specu-
lar components.

Similar to Ref-NeRF, we use an additional “roughness”
value ρ to control the maximum frequency of the specu-
lar color. We achieve this in our Gaussian embedding by
multiplying each Gaussian’s scale σi with the roughness ρ.
Intuitively, a larger Gaussian results in a smoother function
with varying direction d. Substituting the σi with ρσi in
Equation 6 leads to the complete equation of our 3D Gaus-
sian encoding. Figure 4 demonstrates the ability of our 3D
Gaussian-based encoding to modify roughness on the fly.
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4.2. Optimizing the Gaussian Directional Encoding

It is worth noting that our proposed Gaussian encoding cor-
rectly models spatially varying specular reflections only
when the Gaussians are positioned properly in 3D space.
We thus jointly optimize the Gaussian parameters together
with the NeRF during training, to ensure the Gaussians are
in the optimal state for modeling reflections. However, there
is no direct supervision for the Gaussian parameters.

Our experiments show that without proper initial Gaus-
sian parameters, the optimization may lead to suboptimal
local minima, resulting in inconsistent quality of specular
reconstruction. To address this, we propose an initialization
stage for the Gaussian parameters and to bootstrap the specu-
lar color prediction. As mentioned earlier, the specular color
is essentially the preconvolved incident light, which can be
directly deduced from input images.

Motivated by this observation, we train the 3D Gaussians
and the specular decoder (MLP3 in Figure 2) in the initializa-
tion stage using the input images. We train an incident light
field that accommodates a diversity of rays and roughness
values. Therefore, we apply a range of Gaussian blurs to all
input images using a series of standard deviations, generating
Gaussian pyramids. These pyramids of input images provide
a pseudo target for incident light under different degrees of
surface roughness. In each iteration of the training, we sam-
ple pixels from the pyramids and trace rays to these pixels.
The traced rays are also associated with a roughness value
that is equivalent to the blur’s standard deviation. We encode
each ray with roughness using our Gaussian directional en-
coding, and predict the specular color cs using the decoder.
By minimizing the errors between cs and the pseudo ground
truth, we refine the Gaussian parameters and the specular
decoder, which then serve as initialization for the subsequent
joint optimization stage.

4.3. Resolving the Shape–Radiance Ambiguity

Regardless of any view-dependent parameterization, there re-
mains a fundamental ambiguity between shape and radiance
in NeRFs. For example, consider a perfect mirror reflection.
Without any prior knowledge, it is nearly impossible for the
NeRF model to tell whether the mirror is a flat surface with
perfect reflection, or a window to a (virtual) scene behind
the surface. Therefore, prior information is needed to guide
the model to learn the correct geometry. Inspired by recent
progress in monocular geometry estimation [4, 12, 39, 59],
we propose to supervise the predicted normal n using monoc-
ular normal estimation nmono [12]:

Lmono =
∑

j

∥∥nj −Rj nj
mono

∥∥2
2

, (9)

where the superscript j is a ray index, and Rj is the corre-
sponding camera rotation matrix that converts normals from
view space to world space.

Target Full w/o Lmono w/o early stop

Figure 5. The specular component reconstruction (first row, except
the first image), novel-view synthesis results (second row) and nor-
mal visualizations (third row) under varying monocular normal
supervision. The target normal visualizes the monocular normal
prediction. Without Lmono, the predicted normal exhibits enormous
error, leading to poor specular reconstruction. Without early stop-
ping Lmono, minor errors in the predicted normals lead to a slight
degradation in the reflection quality compared to our full model.

However, monocular normals are prone to error. We there-
fore use them primarily as initialization and apply Lmono
only at the beginning of the training, so that the errors in
the normals do not overwhelm the geometry of the NeRF.
Figure 5 and Table 2 show results with different configura-
tions of Lmono. We can see that without monocular normal
as supervision (‘w/o Lmono’), the predicted normals have
catastrophic errors, such as those pointing inwards (orange)
or lying parallel (violet) to the surface. Consequently, the
learned specular component is less accurate due to the in-
correct normals. Despite this, a somewhat plausible specular
reflection can still be learned as the Gaussian encoding can
“cheat” the reflections even with erroneous normals. On the
other hand, without early stopping of the loss (‘w/o early
stop’), minor inaccuracies from the monocular normals per-
meate into predicted normals, leading to a degradation of the
reflection quality.

4.4. Losses

To jointly optimize all parameters within our proposed
pipeline, we use a combination of loss terms:

L = Lc+Lprop+λdistLdist+λmonoLmono+λnormLnorm. (10)

In this equation, Lc is the L1 reconstruction loss between the
predicted and ground-truth colors. The terms Lprop and Ldist
are adopted from mip-NeRF 360 [3], where Lprop supervises
the density proposal networks, and Ldist is the distortion loss
encouraging density sparsity. To tie predicted normals to
the density field, we use Ref-NeRF’s normal prediction loss
Lnorm [47], which guides the predicted normal n with the
density gradient direction. Further elaboration on these loss
components can be found in the supplementary material.

In our experiments, we set λdist = 0.002, aligning with
the settings of the “nerfacto” model in Nerfstudio [44]. For
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Table 1. Quantitative comparisons of novel-view synthesis on three datasets. We highlight the best numbers in bold.

Methods Eyeful Tower dataset [53] NISR [50] + Inria [38] dataset Shiny dataset [47]
PSNR ↑ SSIM ↑ LPIPS ↓ PSNR ↑ SSIM ↑ LPIPS ↓ PSNR ↑ SSIM ↑ LPIPS ↓

Ours 32.583 0.9328 0.1445 30.771 0.8909 0.1655 26.564 0.7277 0.2776
NeRF [34] 31.854 0.9254 0.1626 30.748 0.8873 0.1728 26.469 0.7235 0.2852
Ref-NeRF [47] 31.652 0.9258 0.1570 30.654 0.8903 0.1669 26.502 0.7242 0.2827
MS-NeRF [57] 31.715 0.9311 0.1561 30.224 0.8840 0.1816 26.466 0.7070 0.3225
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Figure 6. Comparisons of novel-view synthesis quality and normal map visualizations. Our method consistently reconstructs reflections
while other methods either produce ‘faked’ reflections, resulting in incorrect normals, or fail to model reflections entirely.

λmono, we choose a value of 1 in the first 4K iterations, and
reduce to 0 thereafter to cease its effect, as described earlier.
We find that our method is robust to the value of λmono as it
only serves as initialization. We also assign λnorm = 10−3,
which is slightly higher than the weight in Ref-NeRF [47], as
we find that this produces slightly smoother normals without
substantially compromising the rendering quality.

5. Experiments
Implementation. To model room-scale scenes, we employ
a network architecture similar to the “nerfacto” model pre-
sented in Nerfstudio [44]. We use two small density networks
as proposal networks, supervised via Lprop. We sample 256
and 96 points for each proposal network, and 48 points for
the final NeRF model. These three networks all use hash-
based positional encodings. When querying the hash features
in the final NeRF model, we incorporate the LOD-aware
scheme proposed in VR-NeRF [53]. We train our model

for 100,000 iterations and randomly sample 12,800 rays in
each iteration. This process takes around 8 GB of GPU mem-
ory and approximately 3.5 hours to train a model using an
NVIDIA A100 GPU. Further details regarding the model’s
structure can be found in the supplementary materials.

Datasets. We evaluate our method on several datasets with
a focus on indoor scenes characterized by near-field lighting
conditions. First, we evaluate on the Eyeful Tower dataset
[53], which provides high-quality HDR captures of 11 indoor
scenes. Each scene is coupled with calibrated camera param-
eters and a mesh reconstructed via Agisoft Metashape [1].
We select 9 scenes that feature notable reflective properties.
We downsample the images of each scene to a resolution
of 854×1280 pixels. We curated around 50–70 views per
scene that contain glossy surfaces for evaluation, leaving
the remaining views for training. We also evaluate our ap-
proach on public indoor datasets NISR [50] and Inria [38]
(NISR+Inria). Moreover, to assess the performance under
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Figure 7. Intermediate components of our approach compared to Ref-NeRF [47]. Our approach produces a more meaningful decomposition
under room-scale lighting settings.

far-field lighting, we evaluate the real shiny dataset in Ref-
NeRF [47]. We report the average PSNR, SSIM, and LPIPS
[64] metrics for evaluating rendering quality.

5.1. Comparisons

We compare our method with several baselines: NeRF [34],
Ref-NeRF [47], and MS-NeRF [57], which specializes in
mirror-like reflections by decomposing NeRF into multiple
spaces. For a fair comparison, we re-implement these base-
lines, such that we share the same NeRF backbone and ren-
dering configurations, with the only difference being the way
different methods decompose and parameterize the output
color. We report the numerical results across three datasets in
Table 1. Our method demonstrates superior performance on
the Eyeful Tower dataset, indicating the effectiveness of our
method. On the NISR+Inria datasets, our method marginally
outperforms the baselines, likely due to the dataset con-
taining few reflection surfaces. Notably, while our method
is tailored for near-field lighting conditions, it also shows
promising results on the Shiny dataset, which comprises
far-field lighting scenarios. This is because our Gaussian
directional encoding can simulate a spatially invariant en-
coding by positioning Gaussians at a significant distance.

Qualitative results on the Eyeful Tower and NISR+Inria
datasets are provided in Figure 6. We can see that while other
baselines occasionally synthesize plausible reflections, they
resort to approximations that fake the reflections by placing
emitters underneath the surface. As a result, they either pro-
duce incorrect geometry, or fail to model the reflections. Our
method, in contrast, successfully models specular highlights
on the surface. We provide additional video results in the
supplementary material.

We also visualize and compare the decomposition pro-
duced by our method and Ref-NeRF in Figure 7. We can see

Figure 8. We evaluate the novel-view synthesis quality with respect
to the number of Gaussians across five scenes. The green dashed
line is the setting we use in our experiments.

that Ref-NeRF fails to obtain a meaningful decomposition
under near-field lighting, and produces holes in the geom-
etry, whereas our method consistently achieves a realistic
separation of specular and diffuse components.

5.2. Ablation Studies

Number of Gaussians. One important hyperparameter in
the Gaussian directional encoding is the number of Gaus-
sians, as it directly influences the model’s capacity to repre-
sent specular colors. We conduct experiments to evaluate the
impact of varying the number of Gaussians on five scenes
from the Eyeful Tower dataset, and show the relationship
between the number of Gaussians and the rendering qual-
ity in Figure 8. The rendering quality improves when using
more Gaussians, but the improvement saturates as the num-
ber increases beyond 400. Note that using a larger number
of Gaussians also entails greater computation costs and GPU
memory requirements for every rendered pixel. Therefore,
we use 256 Gaussians for all experiments, to strike a balance
between rendering quality and computational efficiency.

Optimizing Gaussians. To optimize the Gaussian direc-
tional encoding effectively, we first initialize them by train-
ing an incident light field, and then jointly finetune the Gaus-

7



Table 2. Ablations of our method on the Eyeful Tower dataset [53].
The “e.s.” indicates early stopping the Lmono after 4K iterations.

Gaussians Mono.
Prior

E. S.
LmonoMethod Init. Opt. PSNR↑ SSIM↑ LPIPS↓

Full ✓ ✓ ✓ ✓ 32.58 0.9328 0.1445
w/o init ✗ ✓ ✓ ✓ 32.52 0.9304 0.1429
w/o opt. ✓ ✗ ✓ ✓ 32.06 0.9265 0.1581
w/o Lmono ✓ ✓ ✗ — 32.31 0.9288 0.1503
w/o e.s. ✓ ✓ ✓ ✗ 32.46 0.9292 0.1502

Full w/o init w/o opt.
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Figure 9. Example results under different Gaussian optimization
settings. Without initializing the Gaussian parameters (‘w/o init’)
or optimizing Gaussians jointly with the NeRF (‘w/o opt.’), the
Gaussian embedding struggles to model specularities accurately.

sian encoding together with the NeRF model. We demon-
strate the significance of initialization (‘w/o init’) and fine-
tuning (‘w/o opt.’) by omitting each process individually.
We show quantitative results in Table 2 and a qualitative
example in Figure 9. Without initialization, the model can
still reconstruct reflections to some extent, resulting in a
slightly better average LPIPS score, yet it fails to model
some specular details, such as the light blobs. Neglecting
the joint optimization of Gaussians leads to complete failure
in modeling specular reflections. As illustrated in Figure 9,
with the inaccurate specular modeling, the tints suppress the
specular reflections, which ultimately leads to the inability
to represent reflections in the final rendered image.

6. Discussion and Conclusion
Applications. Our primary goal was to improve the quality
of novel-view synthesis with specular reflective surfaces. We
achieve this via our proposed Gaussian directional encoding
that enables a meaningful decomposition of specular and
diffuse components in a scene. Moreover, this also enables
applications other than novel-view synthesis, such as reflec-
tion removal, and surface roughness editing. For instance,
Figure 7 shows that we can easily remove reflections using
the diffuse component. Furthermore, Figure 10 demonstrates

Increasing roughness

Sp
ec

ul
ar

Fi
na

l

Figure 10. We can control the roughness of the scene by adding an
offset to the input roughness.

Ours GT

Figure 11. Our method cannot reconstruct mirror-like perfect re-
flections due to the limited capacity of the 3D Gaussian encoding.

an example of editing roughness. By adding an offset to the
predicted roughness during rendering, we can effectively
manipulate the glossiness of the real surface.

Limitations. While our method improves on existing base-
lines, it has some limitations. As we parameterize the spec-
ular color via only several hundreds of Gaussians, the en-
coding is limited to relatively low frequency compared with
perfect mirror-like reflections. We show such a failure case
in Figure 11. We can see that our method is only able to
learn a blurry version of the reflection. This could be allevi-
ated by using many more Gaussians, as demonstrated in 3D
Gaussian splatting [20]. However, the computational cost
of traversing all Gaussians for every pixel quickly becomes
prohibitive in our implementation. More efficient traversal,
such as by rasterization, could be interesting future work.

Conclusion. In this paper, we proposed a pipeline to im-
prove the existing approach in modeling and reconstructing
view-dependent effects in a NeRF representation. Central
to our approach is a new Gaussian directional encoding to
enhance the capability of neural radiance fields to model
specular reflections under near-field lighting. We also uti-
lize monocular normal supervision to help resolve shape–
radiance ambiguity. Experiments have demonstrated the ef-
fectiveness of each of our contributions. We believe this work
proposes a practical and effective solution for reconstruct-
ing NeRFs in room-scale scenes, specifically addressing the
challenges of accurately capturing specular reflections.
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(RGC). We would like to thank Linning Xu and Zhao Dong
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SpecNeRF: Gaussian Directional Encoding for Specular Reflections
Supplementary Material

A. Supplementary Video
For more information regarding the method, please visit
our project website at https://limacv.github.io/
SpecNeRF_web/. We also provide a supplementary video
for visual comparisons under a moving camera trajec-
tory, which can be accessed at https://youtu.be/
3nUooe3pVA0. We highly encourage readers to watch our
video, where our method produces results with better specu-
lar reflection reconstruction.

B. Gaussian Directional Encoding Proofs
Recall that we define each Gaussian as:

G(x) = exp
(
−
∥∥Q(x− µ;q)⊙ σ−1

∥∥2
2

)
, (11)

where µ is the position and σ the scale of the Gaussian.
Q(x;q) applies the quaternion rotation q to a 3D vector x.
For ease of notation, we omit the subscript i (compared to the
main paper) as the same equation is applied to every Gaus-
sian. In practice, we optimize the inverse scale ψ = σ−1

instead of directly using σ, to improve numerical stability.
We further define the basis function P(o,d) over a given

ray o+td with the Gaussian parameters (µ,σ,q) as:

P(o,d) = max
t≥0

G(o+ td). (12)

We start by applying the following variable substitution that
converts the ray origin o and direction d from world-space
into the space of the Gaussian (origin o and direction d):

o = Q(o− µ;q)⊙ψ, (13)

d = Q(d;q)⊙ψ. (14)

It follows that

G(o+ td) = exp
(
−∥Q(o+ td− µ;q)⊙ψ∥22

)
(15)

= exp
(
−
∥∥o+ td

∥∥2
2

)
(16)

= exp
(
−o⊤o− 2o⊤dt− d

⊤
dt2

)
. (17)

Since the exponential function is monotonic, G is maximized
when the quadratic function (in t)

f(t) = −o⊤o− 2o⊤dt− d
⊤
dt2 (18)

reaches its maximum. Since the quadratic coefficient, −d
⊤
d,

is negative for any non-zero vector d, f(t) reaches its maxi-
mum when f ′(t) = 0, i.e. for t = t0 = − o⊤d

d
⊤
d

. Furthermore,

G(o + td) monotonically decreases for t ≥ t0. Given that
t ≥ 0, when t0 ≤ 0, the G(o+td) reaches maximum always
at t = 0. To sum up, the maximum value of G(o+ td) falls
into the following two cases:

max
t≥0

G(o+ td) =




exp

(
−
∥∥o+ t0d

∥∥2
2

)
t0 > 0

exp
(
−∥o∥22

)
otherwise,

(19)
By substituting − o⊤d

d
⊤
d

for t0, this equation is the same as
Equation 6 in the main paper.

C. Implementation details
Figure 12 zooms into our model’s network architecture and
clarifies the role of each used MLP.

C.1. Model Structure

We list the model structure parameters in Table 3. We use
separate MLP heads to predict each property at each sample
location. Note that we use a lower resolution configuration
for normal hash encoding, because we find that constraining
the smoothness of the normal stabilizes the optimization
process and leads to better specular reflection reconstruction.

Normal parameterization. To predict normals, we first
output a 3-element vector n′

raw using the normal MLP with-
out any output activation and normalize it to get the predicted
normal n′ = n′

raw/ ∥n′
raw∥2. However, in practice, we find

that this will occasionally lead to a normal flipping issue
when n′

raw is numerically small and n′ will flip its direction
with only a very small deviation of n′

raw during training. Fig-
ure 13 visualizes this issue. The flip of the predicted normal
will further lead to suboptimal normals derived from the
density gradient due to the normal prediction loss Lnorm. To
alleviate this normal flip issue, we correct the direction of
the predicted normal by forcing the angle between the final
normal n′ and the view direction to be smaller than 90°:

n′ = − sign(d · n′
raw)

n′
raw

∥n′
raw∥2

, (20)

where d is the ray direction. We can see from Figure 13 that
this normal correction operation helps us prevent the normal
flip, and yields a better normal prediction.

C.2. Training and Rendering Configuration

We use the Adam optimizer [21] to train our NeRF model
using the default parameter configurations in PyTorch [37]
for the optimizer, except that we set the learning rate to
0.005. When rendering a pixel, we first shoot rays from

1
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Figure 12. We zoom in the MLPs and some important modules as in Figure 2. The detailed module configurations are shown in Table 3.

Table 3. The value for each parameter. The module names are
consistent with those shown in Figure 12. For all MLPs, we use
ReLU activations in hidden layers.

Module Configuration Value

SH Encoding Order 3

Tint MLP
# of hidden layer 2
# of neuron per layer 64
Output activation Sigmoid

Hash
Encoding

# of levels 16
Hash table size 222

# of feature dim. per entry 2
Coarse resolution 128
Scale factor per level 1.4

Density
MLP

# of hidden layer 1
# of neuron per layer 64
Output activation Exp
Density feature dim. 16

Diffuse
MLP

# of hidden layer 2
# of neuron per layer 64
Output activation Sigmoid

Roughness
MLP

# of hidden layer 2
# of neuron per layer 64
Output activation Softplus

Normal
Hash

Encoding

# of levels 4
Hash table size 219

# of feature dim. per entry 4
Coarse resolution 16
Scale factor per level 1.5

Normal
MLP

# of hidden layer 1
# of neuron per layer 64
Output activation None

Specular
MLP

# of hidden layer 2
# of neuron per layer 64
Output activation Sigmoid

the camera origin to the pixel locations, and then sample
points along each ray. Similar to Nerfstudio [44], we use two
levels of proposal sampling, guided by two density fields.

Ground Truth w/o normal corr. w/ normal corr.
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Figure 13. An example of the normal flip issue. As indicated by
the green arrow, the predicted normal is occasionally flipped due
to small perturbation during training, which leads to artifacts in
rendering images and the density gradient. Our normal correction
(normal corr.) prevents the flip issue by optionally reversing the
normal direction based on the view direction.

Specifically, in the first round, we sample 256 points using
exponential distance. We set the far distance to a constant
value of 800 meters, and we determine the near distance
for each scene using the minimum distance between all the
structure-from-motion points and the viewing cameras. Then,
in each iteration of the proposal sampling process, we feed
the samples into the proposal network sampler and generate
new samples based on the integration weights of the input
samples. We sample 96 samples in the first iteration of the
proposal process, followed by 48 samples in the second. The
model structures of the proposal networks follow those in
the “nerfactor” model in Nerfstudio [44].
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Figure 14. One example of the Gaussian initialization input (top) and predictions (bottom) for different scales.

C.3. Gaussian Parameter Optimization

To obtain optimal parameters for the Gaussian directional
encoding, we use an initialization stage to seed the Gaus-
sian parameters and specular MLP weights. The process is
illustrated in Figure 15. We optimize a preconvolved inci-
dent light field composed of our 3D Gaussian directional
encoding and the Specular MLP. We first apply a range of
Gaussian blurs to all input images using a series of standard
deviations, generating pyramids of blurry input images. In
our experiments, we first scale the input images to have 360
pixels along the longest axis. Then, we apply OpenCV’s
GaussianBlur [8] with kernel sizes (1, 3, 5, 9, 17, 33, 65,
129). Regions that involve the image border during blurring
are marked as invalid, resulting in a wider invalid border
with larger kernel size. Figure 14 showcases one example
view with some of the blur kernels used.

All valid blurred pixels compose our ray dataset for the
initialization stage. In each iteration, we sample 25,600 pix-
els from the ray dataset, and generate the corresponding ray
origin o, direction d, and the blur kernel size k. We train the
Gaussian parameters and Specular MLP using Adam [21]
with a learning rate of 0.001, and leave other parameters
as default. We supervise the output color using the corre-
sponding blurry color in the Gaussian pyramid using an L1
loss. We find this small network converges quickly, thus we
only train for 8,000 iterations, which takes around half an
hour to finish on one NVIDIA A100 GPU. We visualize
the fitted preconvolved incident light field in Figure 14. The
reconstructed preconvolved light field well-represents the
input with multiple blur levels. We also visualize the fitted
Gaussian blobs of two scenes in Figure 16. We can see that
some Gaussian blobs are aligned with the underlying objects
(e.g. the lamp on the ceiling).
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Figure 15. Illustration of the initialization stage. We optimize the
Gaussian parameters and the Specular MLP using the Gaussian-
blurred input images, and then use them as initialization for the
NeRF optimization stage.

SfM mesh Gaussian blobs Combined view

Figure 16. Visualization of the learned Gaussian blobs for two
scenes. We assign a random color for each Gaussian blob for better
visibility.

C.4. Losses

Recall that in our experiments, the final loss is a combination
of several terms:

L = Lc+Lprop+λdistLdist+λmonoLmono+λnormLnorm. (21)
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In this section, we follow the notation that i = 1, ..., N is
the sample point index along a ray. We omit the ray index as
each loss term has the same form for all rays. The loss term
is averaged over all rays within a training batch.

Reconstruction Loss. The reconstruction loss Lc is the
L1 norm between the predicted color c and the ground-truth
color cgt:

Lc = ∥c− cgt∥1 . (22)

For the Eyeful Tower dataset, we compute the reconstruction
loss in the Perceptual Quantizer (PQ) color space, as in VR-
NeRF [53]. For other public datasets, we use the standard
sRGB color space.

Proposal Loss and Distortion Loss. The proposal loss
Lprop supervises the density field of the proposal network to
be consistent with that of the main NeRF. The distortion loss
Ldist is a regularization term for the density field of the main
NeRF. It consolidates the volumetric blending weights into
as small a region as possible. Please refer to Barron et al. [3]
for the detailed definitions and explanations of both losses.

Normal Prediction Loss. We encourage the predicted nor-
mals from the normal MLP to be consistent with the underly-
ing geometry of NeRF. For this, we use a normal prediction
loss Lnorm that supervises the normal n′

i predicted for ev-
ery sample point using the normal MLP and NeRF density
gradient gi:

Lnorm =
1

N

∑

i

∥∥∥∥n′
i −

−gi

∥gi∥

∥∥∥∥ . (23)

To compute the gradient of the density τ ′ with respect to
the input world coordinate x = (x, y, z), we could use the
analytical gradient, which is natively supported by PyTorch
[37]. However, we model the density field using a hash-
grid-based representation, which is prone to noisy gradients
and has poor optimization performance [28]. Therefore, we
adopt a modified version of the numerical gradient from
Neuralangelo [28]. To compute the gradient along the x-axis,
we use

∇xτ
′ =

τ ′(x+ ϵx)− τ ′(x− ϵx)
2ϵ

, (24)

where ϵx = (ϵ, 0, 0). The equations for computing the gradi-
ent along the y- and z-axes can be derived analogously. Over-
all, ∇xτ involves sampling six additional points to query
the density value. Instead of predefining the schedule of the
ϵ value during training, we compute a per-sample ϵ value
that is consistent with the cone tracing radius at the sample
location: ϵ = t ·r. Here, t is the ray-marching distance of
the sample point, and r is the base radius of a pixel at unit
distance along the ray.

Additional Losses. For the Eyeful Tower dataset, we also
deploy a depth supervision loss and an “empty around cam-
era” loss, following VR-NeRF [53]. For the depth loss, we
supervise the NeRF depth with the depth from structure-
from-motion mesh using L1 distance in the first 500 iter-
ations. For the “empty around camera” loss, we randomly
sample 128 points in the unit sphere around training cameras,
and regularize the density value to be zero. This reduces the
near-plane ambiguity as shown in FreeNeRF [55]. We set the
weights of the depth loss and “empty around camera” loss to
0.1 and 10, respectively.

D. Physical Interpretation of 3D Gaussians
Though a 3D Gaussian blob may appear similar to a point
light source, we would like to emphasize that the 3D Gaus-
sians do not represent explicit light sources, nor are they
specifically designed for modeling direct light alone. Instead,
they serve as basis functions for representing the scene’s
full 5D specular radiance field, including global illumina-
tion effects. One example can be seen in Figure 17. This is
analogous to how spherical Gaussians (SGs) represent a 2D
environment map.

Final Diffuse Specular

Figure 17. Our 3D Gaussians can model global illumination effects.
This is evident on the floor, where the indirect light from the room
is captured and represented through the specular component.

E. Additional Experiments
E.1. Number of Gaussians

We test the GPU memory usage of our Gaussian directional
encoding and the specular MLP under a series of Gaussians,

Figure 18. The GPU memory consumption of the Gaussian direc-
tional encoding and the Specular MLP with various number of
Gaussians. We test GPU memory with a batch size of 12,800 rays.
The green dashed line is the configuration used in our experiments.
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Table 4. Quantitative comparisons on the Shiny Blender dataset
[47]. Our approach demonstrates comparable performance to Ref-
NeRF since the dataset assumes perfect 2D lighting conditions.

Methods PSNR ↑ SSIM ↑ LPIPS ↓
Ours 34.65 0.9615 0.0515
Ref-NeRF [47] 34.69 0.9619 0.0508

Ground Truth Ours Ref-NeRF [47]

B
al

l
C

of
fe

e

Figure 19. Qualitative comparisons of two example test views from
Shiny Blender dataset [47].

and visualize the results in Figure 18. We can see that our
reflection model adds very little GPU memory overhead
compared to the approximately 8 GB of overall memory
used for training the whole pipeline.

E.2. Shiny Blender Dataset

We evaluate our method and the Ref-NeRF baseline on the
Shiny Blender dataset [47]. We utilize a re-implementation
of Ref-NeRF in NeRF-Factory [17]. To ensure a fair com-
parison, we adopt the same MLP backbone as used in NeRF-
Factory. We train both methods for 80,000 iterations for
each scene. The visual results are shown in Figure 19 and
the quantitative results are depicted in Table 4. Our method
achieves comparable performance to Ref-NeRF, which is
expected because all scenes in the dataset are lit by perfect
2D (far-field) environment light. Our method outperforms
Ref-NeRF under near-field lighting scenes as shown in the
paper.

E.3. Synthetic Dataset

We compare our method with several baselines on the FIPT
synthetic dataset [49]. In addition to the baselines described
in the main paper, we also compare with FIPT [49], a state-
of-the-art path-tracing-based inverse rendering approach. We
report the average PSNR, SSIM and LPIPS metrics for novel-
view synthesis. Since we have the ground-truth mesh for
the synthetic dataset, we also report the mean angular error
(MAE) used in Ref-NeRF [47] for evaluating the estimated
normal accuracy. The results in Table 5 show that our method
achieves the best novel-view synthesis quality and geometry

Table 5. Quantitative comparisons of novel-view synthesis and ge-
ometry quality on the FIPT synthetic dataset. Our method achieves
the best view synthesis quality, and is most accurate in terms of
geometry. We highlight the best numbers in bold.

Methods PSNR↑ SSIM↑ LPIPS↓ MAE◦↓
Ours 32.043 0.8657 0.1266 16.09
NeRF [34] 31.621 0.8586 0.1325 34.16
Ref-NeRF [47] 31.952 0.8650 0.1250 18.76
MS-NeRF [57] 31.441 0.8534 0.1345 42.19
FIPT [49] 28.322 0.6922 0.1379 0†

†Note that FIPT uses the ground-truth geometry.

accuracy. Interestingly, despite the use of ground-truth geom-
etry for the physically based inverse rendering approach, the
novel-view synthesis is worse than any NeRF-based base-
line by a large margin. This suggests that introducing a fully
physically based rendering model may be a disadvantage
when it comes to novel-view synthesis quality, at least com-
pared to NeRF-like approaches that are tailored specifically
for the view synthesis task.

E.4. Additional Results

We show additional comparisons and decomposition results
in Figure 20 and Figure 21. Our method achieves the best
visual quality as well as the predicted normal quality for
specular reflections.
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Figure 20. Comparisons of novel-view synthesis quality and normal map visualizations on the Eyeful Tower [53] and NISR datasets [50].
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Figure 21. Additional results for intermediate component visualizations of our approach compared to Ref-NeRF [47] on the Eyeful Tower
[53] and NISR datasets [50]. Our approach produces more accurate decompositions and normal maps.
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SpecNeRF: Gaussian Directional Encoding for Specular Reflections (Rebuttal)

We thank the reviewers for their valuable feedback. They001
highlight the ‘superior rendering quality’ (XeGr), ‘state-of-002
the-art performance’ and ‘impressive results’ (24p5), and003
‘profound work well explained’ (vee4). Below, we address004
the main points; we will consider all feedback in our revision.005

[XeGr] Interpretability of 3D Gaussians. The reviewer is006
confused about the physical basis of the 3D Gaussians, and007
concerned they only model direct light sources. We would008
like to emphasize that the 3D Gaussians do not represent009
light sources, and aren’t specifically designed for modeling010
direct light alone. Instead, they serve as basis functions for011
representing the scene’s full 5D specular radiance field, in-012
cluding global illumination effects. For example, in Fig. 9,013
the reflections of the trash can and walls are successfully be-014
ing modeled, and Fig. 14 shows the Gaussians are initialized015
to include the full radiance field. The optimized Gaussians016
are visualized in Fig. 16. Note that the influence of a 3D017
Gaussian is constant along a ray, without falloff, as per Eq. 5,018
where Pi(o,d) is independent of t. This is analogous to019
standard NeRF, where radiance also does not decay with020
distance, as the model does not simulate light transport.021

[XeGr] 3D G vs. 2D SG. A 3D Gaussian has a similar form022
to a 2D SG for a fixed origin and varying direction, so the023
expressiveness in the angular domain is comparable. How-024
ever, 3D Gaussians model the spatial variation of the light025
field more naturally. Using spatially-varying 2D SG would026
require more memory to densely store 2D SGs, cause inter-027
polation errors if SGs aren’t sufficiently dense, and require028
additional effort to optimize spatially consistent 2D SGs.029

[XeGr] Mirror-like Reflections. Ref-NeRF’s (and also030
NeRO’s) ability to reconstruct mirror-like reflections is031
bounded by the frequency bandwidth of the directional en-032
coding. Our Gaussian directional encoding has a comparable033
frequency band and thus enables similar mirror-like reflec-034
tions as Ref-NeRF, as shown in Fig. 18 and Fig. 19. In a035
rendering context, the term “specular reflection” tends to be036
distinct from “mirror reflection” in that it refers to reflec-037
tions with some level of preconvolved environment light.038
We follow Ref-NeRF’s convention of calling this level of039
glossiness “specular reflections”.040

[XeGr] MLP vs. HashGrid. Our choice to use a hash-grid041
backbone was driven by its scalability for larger scenes,042
which aligns well with our focus on indoor near-field light-043
ing scenarios. We believe a method that works properly044

GT Ours (MLP) Ref-NeRF (MLP)
PSNR = 40.19
SSIM = 0.9883

PSNR = 40.28
SSIM = 0.9876

Figure 18. Ours and Ref-NeRF’s results with MLP backbone.

GT Ours Ref-NeRF Mono. Normal

Figure 19. Ours and Ref-NeRF’s results on a mirror reflection case,
along with monocular normal estimation result.

with a scalable backbone has more potential applications 045
compared with MLPs. We also experimented with an MLP 046
backbone on two scenes on the Shiny blender dataset, which 047
shows similar performance (less than 0.2 dB PSNR differ- 048
ence compared with Ref-NeRF, example in Fig. 18). This is 049
expected because the dataset contains perfect 2D (far-field) 050
environment light. Our method outperforms Ref-NeRF under 051
near-field lighting scenes as shown in the paper. 052

[XeGr] Related Works. We appreciate these suggestions 053
and will discuss mentioned related works in the revision. 054
In short, the lighting estimation works focus on data-driven 055
approaches to estimate lighting for image editing, while our 056
method focuses on novel-view synthesis and faithfully re- 057
constructing reflections. Regarding the indirect lighting, inv- 058
Render and TensoIR focus on object-level inverse rendering 059
with far-field lighting, while our focus is scene-level reflec- 060
tion modeling under near-field lighting. We cited invRender 061
[53] and will discuss TensoIR in the revision. 062

[24p5] Quantitative Evaluation of Decomposition. We em- 063
phasize that the diffuse and specular components in our work 064
and Ref-NeRF differ conceptually from those in physically- 065
based rendering. The decomposition is inherently ambigu- 066
ous under a single lighting condition; thus, we only perform 067
decomposition to aid reflection modeling. Nonetheless, we 068
compare the diffuse and specular components against ground 069
truth on the FIPT [37] synthetic dataset in Tab. 5. 070

[24p5] Monocular Normals. Recent monocular normal esti- 071
mation has shown robustness on challenging cases including 072
the mirror reflections, which resolves the shape-radiance 073
ambiguity for reflections. Fig. 19 demonstrates one example. 074

[vee4] Parameters. We mention batch size (12,800) in L397 075
and base most parameters on Ref-NeRF & Nerfstudio. We’ve 076
ablated important parameters (e.g. # of Gaussians) and found 077
that our method is robust to several (e.g. Lmono early-stop 078
iteration). We will provide full details in the camera-ready. 079

[vee4] Code. We may not receive approval to release our 080
code by the end of the rebuttal period but believe that the 081
details in the paper are sufficient to reproduce similar results. 082

Table 5. Quantitative results of decompositions on the FIPT dataset.

Diffuse / Specular PSNR SSIM LPIPS PSNR SSIM LPIPS

Ours 17.05 0.539 0.211 18.42 0.733 0.386
Ref-NeRF 14.41 0.396 0.315 17.84 0.726 0.431
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